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Abstract In one of our previous papers we generalized the
Buscher T-dualization procedure. Here we will investigate
the application of this procedure to the theory of a bosonic
string moving in the weakly curved background. We obtain
the complete T-dualization diagram, connecting the theories
which are the result of the T-dualizations over all possible
choices of the coordinates. We distinguish three forms of
the T-dual theories: the initial theory, the theory obtained T-
dualizing some of the coordinates of the initial theory and
the theory obtained T-dualizing all of the initial coordinates.
While the initial theory is geometric, all the other theories are
non-geometric and additionally non-local. We find the T-dual
coordinate transformation laws connecting these theories and
show that the set of all T-dualizations forms an Abelian group.

1 Introduction

T-duality is a property of string theory that was not encoun-
tered in any point particle theory [1–4]. Its discovery was sur-
prising, because it implies that there exist theories, defined for
essentially different geometries of the compactified dimen-
sions, which are physically equivalent. The origin of T-
duality is seen in the possibility that, unlike a point particle,
the string can wrap around compactified dimensions. But,
no matter if one dimension is compactified on a circle of
radius R or rather on a circle of radius l2s /R, where ls is the
fundamental string length scale, the theory will describe the
string with the same physical properties. The investigation of
T-duality does not cease to provide interesting new physical
implications.
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The prescription for obtaining the equivalent T-dual the-
ories is given by the Buscher T-dualization procedure [5,6].
The procedure is applicable along the isometry directions,
which allows the investigation of the backgrounds which do
not depend on some coordinates. It is found that T-duality
transforms geometric backgrounds to the non-geometric
backgrounds with Q flux which are locally well defined, and
these to different types of non-geometric backgrounds, back-
grounds with R flux which are not well defined even locally
[7,8]. A similar prescription can be used to obtain fermionic
T-duality [9,10]. It is argued that the better understanding
of T-duality should be sought for by doubling the coordi-
nates, investigating the theories in which the background
fields depend on both the usual space-time coordinates and
their doubles [11–14], which would make the T-duality a
manifest symmetry.

T-duality enables the investigation of the closed string
non-commutativity. The coordinates of the closed string are
commutative when the string moves in a constant back-
ground. In a 3-dimensional space with the Kalb–Ramond
field depending on one of the coordinates, successive T-
dualizations along isometry directions lead to a theory with
Q flux and the non-commutative coordinates [15–17]. The
novelty in the research is the generalized T-dualization pro-
cedure, realized in [18], addressing the bosonic string mov-
ing in the weakly curved background–constant gravitational
field and coordinate dependent Kalb–Ramond field with an
infinitesimal field strength. The non-commutativity charac-
teristics of a closed string moving in the weakly curved back-
ground was considered in [19].

The generalized procedure is applicable to all the space-
time coordinates on which the string backgrounds depend. In
Ref. [18], it was first applied to all initial coordinates, which
produces a T-dual theory; it was then applied to all the T-dual
coordinates and the initial theory was obtained. In this paper,
we will investigate the application of the generalized T-du-
alization procedure to an arbitrary set of coordinates. Let us
denote the T-dualization along the direction xμ by Tμ and
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the T-dualization along dual direction yμ by Tμ. Choosing d
arbitrary directions, we denote

T a = ◦dn=1T
μn , T i = ◦Dn=d+1T

μn , T = ◦Dn=1T
μn , (1)

Ta = ◦dn=1Tμn , Ti = ◦Dn=d+1Tμn ,
˜T = ◦Dn=1Tμn , (2)

where μn ∈ (0, 1, . . . , D − 1), and ◦ denotes the compo-
sition of T-dualizations. We will apply T-dualizations (1) to
the initial theory, and T-dualizations (2) to its completely T-
dual theory (obtained in [18]). We will prove the following
composition laws:

T i ◦ T a = T , Ti ◦ Ta = ˜T , Ta ◦ T a = 1, (3)

where 1 denotes the identical transformation (T-dualization
not performed). Therefore, the elements 1, T a and Ta , with
d = 1, . . . , D, form an Abelian group. We will find the
explicit form of the resulting theories and the corresponding
T-dual coordinate transformation laws. These results com-
plete the T-dualization diagram connecting all the theories
T-dual to the initial theory.

Throughout the whole article (except for Sect. 9) we
assume that the Kalb–Ramond field depends on all coordi-
nates. In that case all T-dual theories, except the initial theory,
are non-geometric and non-local because they depend on the
variable Vμ, which is a line integral of the derivatives of the
dual coordinates. To all of these theories there corresponds a
flux which is of the same type as the R flux unlike the non-
geometric theories with Q flux, which have a local geometric
description.

In Sects. 9.1 and 9.2, we present an example of the 3-
dimensional torus, T 3 with H-flux, where Kalb–Ramond
field depends only on coordinate x3. Then T-dualizations
along the isometry directions x1 and x2 lead to geometric
background and the T-dualization along x3 leads to non-
geometric background. In Sect. 9.1 putting D = 3, d = 1, 2
with Bμν depending on x3 we reproduce the T-duality chain
of Refs. [15–17].

In Sect. 9.2 we will compare the results of our paper
with those of Ref. [8]. In our manuscript, the background
fields’ argument, the variable Vμ, incorporates all features
of the non-geometric spaces. First, as pointed out in Ref. [8]
it “eludes a geometric description even locally” because it
is a line integral of the derivative. Second, we obtain non-
associativity and breaking of Jacobi identity typical for the
so called R-flux backgrounds. In Sect. 9.3 we present exam-
ple of the 4-dimensional torus T 4 to generalize the case of
Ref. [20] to critical surface.

The generalized T-dualization procedure originates from
the Buscher T-dualization procedure. The first rule in the
prescription is to replace the derivatives with the covariant
derivatives. The new point in the prescription is the replace-
ment of the coordinates in the background fields’ argument

with the invariant coordinates. The invariant coordinates are
defined as the line integrals of the covariant derivatives of the
original coordinates. Both covariant derivatives and invariant
coordinates are defined using the gauge fields. These fields
should be nonphysical, so one requires that their field strength
should be zero. This is realized by adding the corresponding
Lagrange multipliers’ terms. As a consequence of the transla-
tional symmetry one can fix the coordinates along which the
T-dualization is performed and obtain a gauge fixed action.
An important cross-way in the T-dualization procedure is
determined by the equations of motion of the gauge fixed
action. Two equations of motion obtained varying this action
are used to direct the procedure either back to the initial
action or forward to the T-dual action. For the equation of
motion obtained varying the action over the Lagrange mul-
tipliers, the gauge fixed action reduces to the initial action.
For the equation of motion obtained varying the action over
the gauge fields one obtains the T-dual theory. Comparing
the solutions for the gauge fields in these two directions, one
obtains the T-dual coordinate transformation laws.

2 T-duality in the weakly curved background

Let us consider the closed bosonic string propagating in the
background with metric field Gμν , Kalb–Ramond field Bμν

and a dilaton field �, described by the action [3,4]

S[x] = κ

∫

�

d2ξ
√−g

[(1

2
gαβGμν(x) + εαβ

√−g
Bμν(x)

)

×∂αx
μ∂βx

ν + 1

4πκ
�(x)R(2)

]

. (4)

The integration goes over a 2-dimensional world-sheet �

parametrized by ξα (ξ0 = τ, ξ1 = σ ), gαβ is the intrinsic
world-sheet metric, R(2) corresponding 2-dimensional scalar
curvature, xμ(ξ), μ = 0, 1, . . . , D − 1 are the coordinates
of the D-dimensional space-time, κ = 1

2πα′ with α′ being
the Regge slope parameter and ε01 = −1.

2.1 Weakly curved background

The requirement of the quantum conformal invariance of the
world-sheet results in the space-time equations of motion
for the background fields. In the lowest order in the slope
parameter α′ these equations are

Rμν − 1

4
Bμρσ B

ρσ
ν + 2Dμ∂ν� = 0,

DρB
ρ
μν − 2∂ρ�Bρ

μν = 0,

4(∂�)2 − 4Dμ∂μ� + 1

12
BμνρB

μνρ

+4πκ(D − 26)/3 − R = 0. (5)

123



Eur. Phys. J. C   (2015) 75:576 Page 3 of 17  576 

Here Bμνρ = ∂μBνρ + ∂νBρμ + ∂ρBμν is the field strength
of the field Bμν , and Rμν and Dμ are the Ricci tensor and the
covariant derivative with respect to the space-time metric.
We will consider one of the simplest coordinate dependent
solutions of (5), the weakly curved background. This back-
ground was considered in Refs. [21–23], where the influence
of the boundary conditions on the non-commutativity of the
open bosonic string has been investigated. The same approx-
imation was considered in [16,19] in context of the closed
string non-commutativity.

The weakly curved background is defined by

Gμν(x) = const,

Bμν(x) = bμν + 1

3
Bμνρx

ρ ≡ bμν + hμν(x),

�(x) = const, (6)

with bμν, Bμνρ = const. This background is the solu-
tion of the space-time equations of motion if the constant
Bμνρ is taken to be infinitesimal and all the calculations
are done in the first order in Bμνρ , so that the curvature
Rμν can be neglected as the infinitesimal of the second
order. Through the whole manuscript (with the exception
of Sect. 9) we assume that the background has the topology
of D-dimensional torus T D , where the Kalb–Ramond field
depends on all coordinates. In Sects. 9.1 and 9.2 we give an
example of the 3-dimensional torus, T 3, with H-flux, where
the Kalb–Ramond field depends only on the coordinate x3,
while in Sect. 9.3 we give an example of the 4-dimensional
torus T 4 with constant background fields.

The assumption that Bμνρ is infinitesimal means that we
consider the D-dimensional torus so large that for any choice
of indices

Bμνρ

RμRνRρ

� 1 (7)

holds [16], where Rμ are the radii of the torus. The H -
flux background, considered in Refs. [8,16], is of the same
type as the weakly curved background. However, this back-
ground depends just on x3 and corresponds to the examples
addressed in Sect. 9 of our paper. The background considered
in the rest of the article depends on all coordinates.

In this paper we will investigate the T-dualization proper-
ties of the action (4) describing the closed string moving in
the weakly curved background. Taking the conformal gauge
gαβ = e2Fηαβ , the action (4) becomes

S[x] = κ

∫

�

d2ξ ∂+xμ�+μν(x)∂−xν, (8)

with the background field composition equal to

�±μν(x) = Bμν(x) ± 1

2
Gμν(x), (9)

and the light-cone coordinates given by

ξ± = 1

2
(τ ± σ), ∂± = ∂τ ± ∂σ . (10)

2.2 Complete T-dualization

The T-dualization of the closed string theory in the weakly
curved background was presented in [18]. The procedure is
related to a global symmetry of the theory

δxμ = λμ. (11)

The symmetry still exists in the presence of the nontrivial
Kalb–Ramond field (6), but only in the case of the trivial
mapping of the world-sheet into the space-time, because in
that case the variation of the action (8)

δS = κ

3
εαβBμνρλρ

∫

d2ξ∂αx
μ∂βx

ν (12)

after partial integration, using the identity εαβ∂α∂β = 0,
becomes

δS = κ

3
Bμνρλρεαβ

∫

d2ξ∂α(xμ∂βx
ν), (13)

which is equal to zero. This means that classically, directions
which appear in the argument of Kalb–Ramond field are also
Killing directions. However, the standard Buscher procedure
cannot be applied to them, because background fields depend
on the coordinates but not on their derivatives.

The T-dual picture of the theory, obtained on applying the
T-dualization procedure to all the coordinates, is given by

S[y] = κ

∫

d2ξ ∂+yμ
��

μν
+
(

�V (y)
)

∂−yν

= κ2

2

∫

d2ξ ∂+yμ�
μν
−
(

�V (y)
)

∂−yν, (14)

where

�
μν
± ≡ − 2

κ
(G−1

E �±G−1)μν = θμν ∓ 1

κ
(G−1

E )μν, (15)

with

GEμν ≡ Gμν − 4(BG−1B)μν,

θμν ≡ − 2

κ
(G−1

E BG−1)μν, (16)

being the effective metric and the non-commutativity param-
eter in Seiberg–Witten terminology of the open bosonic string
theory [24]. The T-dual background fields are equal to

�Gμν
(

�V (y)
) = (G−1

E )μν
(

�V (y)
)

,

�Bμν
(

�V (y)
) = κ

2
θμν

(

�V (y)
)

, (17)
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and their argument is given by

�Vμ(y) = −κ

2

(

�
μν
0− + �

μν
0+
)

�yν

+κ

2

(

�
μν
0− − �

μν
0+
)

�ỹν

= −κθ
μν
0 �yν + (g−1)μν�ỹν . (18)

Here �
μν
0± is the zeroth order value of the field composition

�
μν
± defined in (15) and gμν = Gμν − 4b2

μν and θ
μν
0 =

− 2
κ
(g−1bG−1)μν are the zeroth order values of the effective

fields (16). The variable�ỹμ is the double of the dual variable
�yμ = yμ(ξ)−yμ(ξ0), defined as the following line integral:

�ỹμ =
∫

P
(dτ y′

μ + dσ ẏμ) =
∫

P
dξαεβ

α∂β yμ, (19)

taken along the path P , from the point ξα
0 (τ0, σ0) to the point

ξα(τ, σ ).
The fact that we are working with the weakly curved

background ensures that the T-dual background fields are the
solution of the space-time equations (5). Because both dual
metric �Gμν and dual Kalb–Ramond field �Bμν are linear in
coordinates with infinitesimal coefficients, the dual Christof-
fel symbol ��

νρ
μ and dual field strength �Bμνρ are constant

and infinitesimal. In Eq. (114) of Sect. 8 we will show that
T-dual dilaton field is •� = � − ln det

√
2�+, where �

is constant and �+ is linear in coordinates with infinitesi-
mal coefficients. So, •� is also linear in coordinates with
infinitesimal coefficients, and ∂μ

•� is constant and infinites-
imal. Consequently, Dμ∂ν

•�, ∂ρ
•�Bρ

μν and (∂μ
•�)2 are

infinitesimals of the second order. So, all T-dual space-time
equations, for the metric, for the Kalb–Ramond field and for
dilaton field, are infinitesimals of the second order and as
such are neglected.

The initial theory (8) and its completely T-dual theory (14)
are connected by the T-dual coordinate transformation laws
(eq. (42) of Ref. [18])

∂±xμ = −κ�μν
(

�V
)

∂±yν ∓ 2κ�
μν
0±β∓

ν

(

V
)

, (20)

and its inverse (eq. (66) of Ref. [18])

∂±yμ ∼= −2�∓μν(�x)∂±xν ∓ 2β∓
μ (x), (21)

where β±
μ (x) = ∓ 1

2hμν(x)∂∓xν . It is shown that

T : S[xμ] → S[yμ], ˜T : S[yμ] → S[xμ], (22)

and therefore

T ◦ ˜T = 1. (23)

3 T-dualization along arbitrary subset of coordinates
T a : S[xµ] → S[xi , ya]

In this section, we will learn what theory is obtained if one
chooses to apply the T-dualization procedure to the action (8),
along arbitrary d coordinates xa , T a : S[xμ] → S[xi , ya],
with T a = ◦dn=1T

μn , μn ∈ (0, 1, . . . , D − 1).
The closed string action in the weakly curved background

(6) has a global symmetry (11). One localizes the symmetry
for the coordinates xa , by introducing the gauge fields vaα
and substituting the ordinary derivatives with the covariant
derivatives

∂αx
a → Dαx

a = ∂αx
a + vaα. (24)

The covariant derivatives are invariant under standard gauge
transformations

δvaα = −∂αλa . (25)

In the case of the weakly curved background, in order to
obtain the gauge invariant action one should additionally sub-
stitute the coordinates xa in the argument of the background
fields with their invariant extension, defined by

�xainv ≡
∫

P
dξα Dαx

a =
∫

P
(dξ+D+xa + dξ−D−xa)

= xa − xa(ξ0) + �V a, (26)

where

�V a ≡
∫

P
dξαvaα =

∫

P
(dξ+va+ + dξ−va−). (27)

To preserve the physical equivalence between the gauged and
the original theory, one introduces the Lagrange multipliers
ya and adds term 1

2 ya F
a+− to the Lagrangian, which will force

the field strength Fa+− ≡ ∂+va− − ∂−va+ = −2Fa
01 to vanish.

In this way, the gauge invariant action

Sinv[xμ, xainv, ya]
= κ

∫

d2ξ
[

∂+xi�+i j
(

xi ,�xainv

)

∂−x j

+ ∂+xi�+ia
(

xi ,�xainv

)

D−xa

+ D+xa�+ai
(

xi ,�xainv

)

∂−xi

+ D+xa�+ab
(

xi ,�xainv

)

D−xb

+ 1

2
(va+∂−ya − va−∂+ya)

]

(28)

is obtained, where the last term is equal to 1
2 ya F

a+− up to the
total divergence. Now, we can fix the gauge taking xa(ξ) =
xa(ξ0) and obtain the gauge fixed action

Sfix[xi , va±, ya]
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= κ

∫

d2ξ
[

∂+xi�+i j
(

xi ,�V a)∂−x j

+ ∂+xi�+ia
(

xi ,�V a)va− + va+�+ai
(

xi ,�V a)∂−xi

+ va+�+ab
(

xi ,�V a)vb− + 1

2
(va+∂−ya − va−∂+ya)

]

.

(29)

This action reduces to the initial one for the equations of
motion obtained varying over the Lagrange multipliers. The
T-dual action is obtained for the equations of motion for the
gauge fields.

3.1 Regaining the initial action

Varying the gauge fixed action (29) over the Lagrange mul-
tipliers ya one obtains the equations of motion

∂+va− − ∂−va+ = 0, (30)

which have the solution

va± = ∂±xa . (31)

On this solution the background fields’ argument �V a

defined in (27) is path independent and reduces to

�V a(ξ) = xa(ξ) − xa(ξ0). (32)

The gauge fixed action (29) reduces to the initial action (8),
but the background fields’ argument is �Va instead of xi .
However, the action (8) is invariant under the constant shift
of coordinates, so shifting coordinates by xa(ξ0) one obtains
the exact form of the initial action.

3.2 The T-dual action

Using the equations of motion for the gauge fields, we elim-
inate them and obtain the T-dual action.

The equations of motion obtained varying the gauge fixed
action (29) over the gauge fields va± are

�±ai
(

xi ,�V a)∂∓xi + �±ab
(

xi ,�V a)vb∓ + 1

2
∂∓ya

= ±β±
a

(

xi , V a), (33)

where

β±
a

(

xi , V a) = ∓1

2

[

hai (x
i )∂∓xi + hab(x

i )∂∓V b

+hai
(

V a)∂∓xi + hab
(

V a)∂∓V b
]

(34)

is the contribution from the background fields’ argument
�V a , defined in a same way as in Ref. [18], by δV Sfix =
−κ

∫

d2ξ(β+
a δva+ +β−

a δva−). If the initial background �+μν

does not depend on the coordinates xa , the corresponding
beta functions are zero β±

a = 0.

Multiplying Eq. (33) by 2κ�̃ab∓ , defined in (A.7), the
inverse of the background fields composition �±ab, one
obtains

va∓ = −2κ�̃ab∓
(

xi ,�V a)
[

�±bi
(

xi ,�V a)∂∓xi + 1

2
∂∓yb

∓β±
b

(

xi , V a)
]

. (35)

Substituting (35) into the action (29), we obtain the T-dual
action

S[xi , ya]
= κ

∫

d2ξ

[

∂+xi�+i j
(

xi ,�V a(xi , ya)
)

∂−x j

− κ ∂+xi�+ia
(

xi ,�V a(xi , ya)
)

× �̃ab−
(

xi ,�V a(xi , ya)
)

∂−yb

+ κ ∂+ya�̃
ab−
(

xi ,�V a(xi , ya)
)

×�+bi
(

xi ,�V a(xi , ya)
)

∂−xi

+ κ

2
∂+ya�̃

ab−
(

xi ,�V a(xi , ya)
)

∂−yb

]

, (36)

where

�+i j ≡ �+i j − 2κ�+ia�̃
ab− �+bj . (37)

In order to find the explicit value of the background fields
argument �V a(xi , ya), it is enough to consider the zeroth
order of the equations of motion for the gauge fields va± (35)

v
(0)a
± = −2κ�̃ab

0±
[

�0∓bi∂±x (0)i + 1

2
∂±y(0)

b

]

. (38)

Here �̃ab
0± and �0∓bi stand for the zeroth order values of �̃ab±

and �∓bi , and they are defined in (A.11).
Substituting (38) into (27) we obtain

�V (0)a(xi , ya)

= −κ
[

�̃ab
0+�0−bi + �̃ab

0−�0+bi

]

�x (0)i

−κ
[

�̃ab
0+�0−bi − �̃ab

0−�0+bi

]

�x̃ (0)i

−κ

2

[

�̃ab
0+ + �̃ab

0−
]

�y(0)
b − κ

2

[

�̃ab
0+ − �̃ab

0−
]

�ỹ(0)
b . (39)

Here

�ỹ(0)
a =

∫

P
(dτ y(0)′

a + dσ ẏ(0)
a ),

�x̃ (0)i =
∫

P
(dτ x (0)′i + dσ ẋ (0)i ), (40)

are the variables T-dual to the coordinates ya and xi in the
zeroth order in Bμνρ , for bμν = 0, which we call the double
variables.

123
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Thus, we obtain the explicit form of the T-dual action
and conclude that it is given in terms of the original coor-
dinates xi and the dual coordinates ya originating from the
Lagrange multipliers. However, the background fields’ argu-
ment depends not only on these variables but on their doubles
as well. Because of this the theory is non-local as the double
variables x̃ i and ỹa are defined as line integrals.

The action (36) can be obtained from the initial action (8)
under the following substitutions of the coordinate deriva-
tives and the background fields:

∂±xi → ∂±xi , ∂±xa → ∂±ya, (41)

�+i j → •�+i j , �+ia → •� a
+i ,

�+ai → •�a
+i , �+ab → •�ab+ , (42)

where the dual background fields are

•�+i j = �+i j ,
•� a

+i = −κ�+ib�̃
ba− ,

•�a
+i = κ�̃ab− �+bi ,

•�ab+ = κ

2
�̃ab− , (43)

with�+i j ,�+μν , and �̃ab− defined in (37), (9), and (A.7). The
argument of all T-dual background fields is [xi , V a(xi , ya)].
According to (27) and (39), it is non-local and consequently
non-geometric. Calculating the symmetric and antisymmet-
ric part of the T-dual field compositions (43), we find that the
T-dual metric and Kalb–Ramond field are equal to

•Gi j = Gi j = Gi j − Gia(G̃
−1
E )abGbj

−2κ
(

Bia θ̃
abGbj + Gia θ̃

abBbj

)

− 4Bia(G̃
−1
E )abBbj ,

•Bi j = Bi j = Bi j − κ

2
Gia θ̃

abGbj − Bia(G̃
−1
E )abGbj

−Gia(G̃
−1
E )abBbj − 2κBia θ̃

abBbj ,

•Gab = (G̃−1
E )ab,

•Bab = κ

2
θ̃ab,

•Ga
i = κθ̃abGbi + 2(G̃−1

E )abBbi ,

•Ba
i = κθ̃abBbi + 1

2
(G̃−1

E )abGbi , (44)

where G̃Eab and θ̃ab are defined in (A.6) and (A.10). The
T-dual background fields have the same form as in the flat
background [1,5,25] but in the present case fields Bμν , G̃−1ab

E
and θ̃ab are coordinate dependent.

Comparing the solutions for the gauge fields (31) and (35),
we obtain the T-dual coordinate transformation law

∂∓xa ∼= −2κ�̃ab∓
(

xi ,�V a(xi , ya)
)

×
[

�±bi
(

xi ,�V a(xi , ya)
)

∂∓xi + 1

2
∂∓yb

∓β±
b

(

xi , V a(xi , ya)
)

]

. (45)

4 Inverse T-dualization Ta : S[xi , ya] → S[xµ]

In this section we will show that T-dualization of the action
S[xi , ya], given by (36), along already treated directions ya
leads to the original action.

So, let us localize the global symmetry of the coordinates
ya

δya = λa, (46)

of the action (36). Note that this is the symmetry, despite the
coordinate dependence of the metric (44), due to the invari-
ance of the background fields’ argument [18]. Following the
T-dualization procedure, we substitute the ordinary deriva-
tives with the covariant ones

D±ya = ∂±ya + u±a, (47)

where u±a are gauge fields which transform as δu±a =
−∂±λa . We also substitute coordinates ya in the background
fields’ argument with the invariant coordinates

yinv
a =

∫

P
(dξ+D+ya + dξ−D−ya)

= ya(ξ) − ya(ξ0) + �Ua, (48)

where

�Ua =
∫

P
(dξ+u+a + dξ−u−a). (49)

In this way, adding the Lagrange multiplier term which makes
the introduced gauge fields nonphysical, we obtain the gauge
invariant action

Sinv[xi , ya, yinv
a , za]

= κ

∫

d2ξ

[

∂+xi�+i j
(

xi ,�V a(xi , yinv
a )

)

∂−x j

− κ ∂+xi�+ia
(

xi ,�V a(xi , yinv
a )

)

× �̃ab−
(

xi ,�V a(xi , yinv
a )

)

D−yb

+ κ D+ya�̃
ab−
(

xi ,�V a(xi , yinv
a )

)

×�+bi
(

xi ,�V a(xi , yinv
a )

)

∂−xi

+ κ

2
D+ya�̃

ab−
(

xi ,�V a(xi , yinv
a )

)

D−yb

+ 1

2
(u+a∂−za − u−a∂+za)

]

, (50)

which after fixing the gauge by ya(ξ) = ya(ξ0) becomes

Sfix[xi , u±a, z
a]

= κ

∫

d2ξ

[

∂+xi�+i j
(

xi ,�V a(xi ,�Ua)
)

∂−x j

− κ ∂+xi�+ia
(

xi ,�V a(xi ,�Ua)
)

× �̃ab−
(

xi ,�V a(xi ,�Ua)
)

u−b
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+ κ u+a�̃
ab−
(

xi ,�V a(xi ,�Ua)
)

×�+bi
(

xi ,�V a(xi ,�Ua)
)

∂−xi

+ κ

2
u+a�̃

ab−
(

xi ,�V a(xi ,�Ua)
)

u−b

+ 1

2
(u+a∂−za − u−a∂+za)

]

, (51)

where �V a is defined in (39) and �Ua in (49).

4.1 Regaining the T-dual action

The equations of motion obtained varying the gauge fixed
action (51) over the Lagrange multipliers za

∂+u−a − ∂−u+a = 0, (52)

have the solution

u±a = ∂±ya . (53)

On this solution the variable �Ua defined by (49) is path
independent and reduces to

�Ua(ξ) = ya(ξ) − ya(ξ0), (54)

and the gauge fixed action (51) reduces to the action (36).

4.2 Regaining the initial action

The equations of motion obtained varying the gauge fixed
action (51) over the gauge fields u±a are

κ�̃ab∓
(

xi ,�V a(xi ,�Ua)
)

×
[1

2
u∓b + �±bi

(

xi ,�V a(xi ,�Ua)
)

∂∓xi
]

+ 1

2
∂∓za

= ±κ�̃ab
0∓β±

b

(

xi , V a(xi ,Ua)
)

, (55)

where terms �̃ab
0∓β±

b are the contribution from the variation
over the background field argument

δU Sfix = −κ2
∫

d2ξ
(

δu+a�̃
ab
0−β+

b + δu−a�̃
ab
0+β−

b

)

. (56)

Here β±
a is of the same form as (34) and �̃ab

0∓ is defined in
(A.11).

Let us show that for the equations of motion (55), the
gauge fixed action (51) will reduce to the initial action (8).
Using the fact that �̃ab∓ is inverse to 2κ�±ab, these equations
of motion can be rewritten as

u∓a = −2�±ai
(

xi ,�V a(xi ,�Ua)
)

∂∓xi

−2�±ab
(

xi ,�V a(xi ,�Ua)
)

∂∓zb

±2β±
a

(

xi , V a(xi ,Ua)
)

. (57)

Substituting (57) into (51), using the definition (37) and the
first relation in (A.22) one obtains

S[xi , za]
= κ

∫

�

d2ξ
[

∂+xi�+i j∂−x j + ∂+xi�+ia∂−za

+ ∂+za�+ai∂−xi + ∂+za�+ab∂−zb
]

. (58)

The explicit form of the argument of the background fields
is obtained substituting the zeroth order of Eq. (57) into (49)

U (0)
a = −2bai x

(0)i +Gai x̃
(0)i − 2babz

(0)b +Gabz̃
(0)b. (59)

Consequently, the argument of the background fields �V a ,
defined in (39), is just

V (0)a(xi ,Ua) = za . (60)

So, the action (58) is equal to the initial action (8) with xμ =
(xi , za).

Comparing the solutions for the gauge fields (53) and (57),
we obtain the T-dual transformation law

∂∓ya ∼= −2�±ai (x
i , za)∂∓xi − 2�±ab(x

i , za)∂∓zb

±2β±
a

(

xi , za
)

. (61)

Substituting ∂∓ya to (45) with the help of (60) one finds
∂±xa = ∂±za . Therefore, (61) is the transformation inverse
to (45), which confirms the relation T a ◦ Ta = 1.

5 T-dualization along all undualized coordinates
T i : S[xi , ya] → S[ yµ]

In this section we will T-dualize the action (36), applying
the T-dualization procedure to the undualized coordinates xi .
Substituting the ordinary derivatives ∂±xi with the covariant
derivatives

D±xi = ∂±xi + wi±, (62)

where the gauge fields wi± transform as δwi± = −∂±λi , sub-
stituting the coordinates xi in the background field arguments
with

�xiinv =
∫

P
(dξ+D+xi + dξ−D−xi ), (63)

and adding the Lagrange multiplier term, we obtain the gauge
invariant action

Sinv[xi , xiinv, y]
= κ

∫

d2ξ

[

D+xi�+i j
(

�xiinv,�V a(�xiinv, ya)
)

D−x j

− κ D+xi�+ia
(

�xiinv,�V a(�xiinv, ya)
)

123
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× �̃ab−
(

�xiinv,�V a(�xiinv, ya)
)

∂−yb

+ κ ∂+ya�̃
ab−
(

�xiinv,�V a(�xiinv, ya)
)

×�+bi
(

�xiinv,�V a(�xiinv, ya)
)

D−xi

+ κ

2
∂+ya�̃

ab−
(

�xiinv,�V a(�xiinv, ya)
)

∂−yb

+ 1

2
(wi+∂−yi − wi−∂+yi )

]

. (64)

Substituting the gauge fixing condition xi (ξ) = xi (ξ0) one
obtains

Sfix[xi , wi±, y]
= κ

∫

d2ξ

[

wi+�+i j
(

�W
)

w
j
−

− κ wi+�+ia
(

�W
)

�̃ab−
(

�W
)

∂−yb

+ κ ∂+ya�̃
ab−
(

�W
)

�+bi
(

�W
)

wi−
+ κ

2
∂+ya�̃

ab−
(

�W
)

∂−yb

+ 1

2
(wi+∂−yi − wi−∂+yi )

]

, (65)

where �Wμ = [

�Wi ,�V a(�Wi , ya)
]

with �Wi defined
by

�Wi ≡
∫

P
(dξ+wi+ + dξ−wi−), (66)

and �V a = �V a(�Wi , ya) is defined in (39), where argu-
ment xi is replaced by �Wi .

5.1 Regaining the T-dual action

The equations of motion for the Lagrange multipliers yi are

∂+wi− − ∂−wi+ = 0, (67)

and they have the solution

wi± = ∂±xi . (68)

For this solution the background field argument �Wi defined
in (66) reduces to

�Wi (ξ) = xi (ξ) − xi (ξ0), (69)

so that the argument �Va becomes

�V a(�Wi , ya) = �V a(xi , ya), (70)

and therefore the gauge fixed action (65) reduces to the action
(36).

5.2 From the gauge fixed action to the completely T-dual
action

The equations of motion obtained varying the gauge fixed
action (65) over wi± are

�±i j (�W )w
j
∓ − κ�±ia(�W )�̃ab∓ (�W )∂∓yb + 1

2
∂∓yi

= ±2κ�±i j�
jμ
∓ β±

μ (W ), (71)

where

β±
μ (V ) = ∓1

2
hμν(V )∂∓V ν . (72)

Terms �±i j�
jμ
∓ β±

μ (W ) are the contribution from the back-
ground fields’ argument, defined by

δU Sfix = −2κ2
∫

d2ξ
(

δwi+�+i j�
jμ
− β+

μ

+δwi−�−i j�
jμ
+ β−

μ

)

, (73)

calculated using (A.15), (A.16), and (39).
Using the fact that the background field composition �±i j

is invese to 2κ�
i j
∓ defined by (A.22), we can rewrite the

equation of motion (71) expressing the gauge fields as

wi∓ = 2κ�
i j
∓(�W )

[

κ�± ja(�W )�̃ab∓ (�W )∂∓yb

−1

2
∂∓y j

]

± 2κ�
iμ
0±β±

μ (W ). (74)

Using the second relation in (A.23), we obtain

wi∓ = −κ�
iμ
∓ (�W )

[

∂∓yμ ∓ 2β±
μ (W )

]

. (75)

Substituting (75) into the gauge fixed action (65), we
obtain

S[y]
= κ

∫

d2ξ

[

∂+yi
(

κ�
i j
− − κ2�ik−�+kl�

l j
−
)

∂−y j

+
(

− κ2�
i j
−�+ jk�

ka− + κ

2
�ia− − κ2�

i j
−�+ jb�̃

ba−
)

× ∂+yi ∂−ya

+
(

− κ2�
aj
− �+ jk�

ki− + κ

2
�ai− − κ2�̃ab− �+bj�

j i
−
)

× ∂+ya ∂−yi + ∂+ya
(κ

2
�̃ab− − κ2�ai− �+i j�

jb
−

− κ2�ai− �+ic�̃
cb− − κ2�̃ac− �+ci�

ib−
)

∂−yb

]

. (76)

Using (A.22), (A.27), and (A.29) one can rewrite this action
as

S[y] = κ2

2

∫

d2ξ ∂+yμ�
μν
−
(

�W
)

∂−yν . (77)
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In order to find the background fields’ argument �Wi , we
consider the zeroth order of Eqs. (75), and we conclude that

�Wi = −κθ
iμ
0 �yμ + (g−1)iμ�ỹμ. (78)

Using (A.28) and (A.23), we find that �V a(�Wi , ya)
defined in (39) equals

�V a(�Wi , ya) = −κθ
aμ
0 �yμ + (g−1)aμ�ỹμ. (79)

Therefore, we conclude that the background fields’ argument
is equal to (18), so that the action (77) is the completely T-dual
action (14), which is in agreement with Ref. [18]. Comparing
the solutions for the gauge fields (68) and (75), we obtain the
T-dual transformation law

∂∓xi ∼= −κ�
iμ
∓
(

�V (y)
)

[

∂∓yμ ∓ 2β±
μ

(

V (y)
)

]

. (80)

One can verify that two successive T-duality transforma-
tions (45) and (80) correspond to the total T-duality transfor-
mation (20). Indeed, the relation (80) is just the i th compo-
nent of this transformation. Substituting ∂±xi from (80) into
(45), using (A.25) and (A.29), we obtain

∂±xa = −κ�
aμ
±
(

�V
)

[

∂±yμ ± 2β∓
μ

(

V
)

]

,

which is just the ath component of the complete T-duality
transformation. So, we confirm that T a ◦ T i = T .

6 Inverse T-dualization along arbitrary subset of the
dual coordinates Ti : S[ yµ] → S[xi , ya]

Finally, in this section we will show that the T-dualization of
the completely T-dual action (14), along arbitrary subset of
the dual coordinates yi leads to T-dual action (36). So, let us
start with the T-dual action

S[y] = κ2

2

∫

d2ξ ∂+yμ�
μν
−
(

�V (y)
)

∂−yν, (81)

which is globally invariant to the constant shift of coordinates
yμ

δyμ = λμ. (82)

We localize this symmetry for the coordinates yi and obtain
the locally invariant action

Sinv[y, yinv
i , zi ]

= κ2

2

∫

d2ξ
[

D+yi�
i j
−
(

�V (yinv
i , ya)

)

D−y j

+ D+yi�
ia−
(

�V (yinv
i , ya)

)

∂−ya

+∂+ya�
ai−
(

�V (yinv
i , ya)

)

D−yi

+ ∂+ya�
ab−
(

�V (yinv
i , ya)

)

∂−yb

+ 1

κ
(u+i∂−zi − u−i∂+zi )

]

, (83)

where D±yi = ∂±yi + u±i are the covariant derivatives.
The gauge fields u±i transform as δu±i = −∂±λi and the
invariant coordinates are defined by yinv

i = ∫

P (dξ+D+yi +
dξ−D−yi ). After fixing the gauge by yi (ξ) = yi (ξ0), the
action becomes

Sfix[ya, u±i , z
i ]

= κ2

2

∫

d2ξ
[

u+i�
i j
−
(

�V (�Ui , ya)
)

u− j

+ u+i�
ia−
(

�V (�Ui , ya)
)

∂−ya

+ ∂+ya�
ai−
(

�V (�Ui , ya)
)

u−i

+ ∂+ya�
ab−
(

�V (�Ui , ya)
)

∂−yb

+ 1

κ
(u+i∂−zi − u−i∂+zi )

]

, (84)

where �Ui = ∫

P (dξ+u+i + dξ−u−i ).

6.1 Regaining the T-dual action

The equations of motion obtained varying the gauge fixed
action (84) over the Lagrange multipliers

∂+u−i − ∂−u+i = 0, (85)

have the solution

u±i = ∂±yi . (86)

On this solution the variable �Ui reduces to

�Ui (ξ) = yi (ξ) − yi (ξ0), (87)

and therefore

�Vμ(�Ui , ya) = �Vμ(y). (88)

So, the action (84) becomes the action (81).

6.2 Obtaining the T-dual action

The equations of motion obtained varying the action (84)
over u±i are

κ�
i j
∓
(

�V (�Ui , ya)
)

u∓ j + κ�ia∓
(

�V (�Ui , ya)
)

∂∓ya

+∂∓zi = ±2κ�
iμ
0∓β±

μ

(

V (Ui , ya)
)

, (89)

where β±
μ are given by (72). The terms with beta function

come from the variation over the argument Ui

δU Sfix = −κ2
∫

d2ξ
(

δu+i�
iμ
0−β+

μ + δu−i�
iμ
0+β−

μ

)

, (90)
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and are calculated using (A.15) and (18). Using the fact that
2κ�∓i j is the inverse of �

i j
±, the equation (89) can be rewrit-

ten as

u∓i = −2�±i j
(

�V (�Ui , ya)
)

[

κ�
ja
∓
(

�V (�Ui , ya)
)

×∂∓ya + ∂∓z j ∓ 2κ�
jμ
0∓β±

μ

(

V (Ui , ya)
)

]

. (91)

Substituting (91) into the gauge fixed action (84), using
(A.25) we obtain

S[zi , ya]
= κ2

2

∫

d2ξ
[ 2

κ
∂+zi�+i j∂−z j + 2∂+zi�+i j�

jb
− ∂−yb

− 2∂+ya�
ai− �+i j∂−z j + ∂+ya�̃

ab− ∂−yb
]

, (92)

which with the help of (A.29) becomes

S[zi , ya] = κ2

2

∫

d2ξ
[ 2

κ
∂+zi�+i j∂−z j

−2∂+zi�+ia�̃
ab− ∂−yb + 2∂+ya�̃

ab− �+bj∂−z j

+∂+ya�̃
ab− ∂−yb

]

. (93)

In order to find the argument of the background fields
�V (�Ui , ya), one considers the zeroth order of Eqs. (91)
and obtains

�U (0)
i = −

[

�0+i j + �0−i j

]

�z(0) j

+
[

�0+i j − �0−i j

]

�z̃(0) j

−κ
[

�0+i j�
ja
0− + �0−i j�

ja
0+
]

�y(0)
a

+κ
[

�0+i j�
ja
0− − �0−i j�

ja
0+
]

�ỹ(0)
a , (94)

where the double variables are defined in analogy with (40).
Substituting (94) into (18), we obtain

�V i (�Ui , ya) = �zi , (95)

and

�V a(�Ui , ya) = −κ
[

�̃ab
0+�0−bi + �̃ab

0−�0+bi

]

�z(0)i

−κ
[

�̃ab
0+�0−bi − �̃ab

0−�0+bi

]

�z̃(0)i

−κ

2

[

�̃ab
0+ + �̃ab

0−
]

�y(0)
b

−κ

2

[

�̃ab
0+ − �̃ab

0−
]

�ỹ(0)
b , (96)

which is exactly (39) with zi = xi . So, we can conclude that
the action (93) is equal to the T-dual action (36).

Comparing the solutions for the gauge fields (86) and (91),
we obtain the T-dual transformation law

∂∓yi ∼= −2�±i j
(

�zi ,�V a(�Ui (z
i , ya), ya)

)

×
[

κ�
ja
∓
(

�zi ,�V a(�Ui (z
i , ya), ya)

)

∂∓ya + ∂∓z j

∓2κ�
jμ
0∓β±

μ

(

zi , V a(Ui (z
i , ya), ya)

)

]

. (97)

These transformations are inverse to (80), so that T i ◦ Ti =
1. Successively applying (97) and (61), using (A.29) and
(A.25), we obtain the i th component of the inverse law of
the total T-dualization (21). Its ath component is (61), so we
confirm that Ta ◦ Ti = T̃ .

7 Group of the T-dual transformation laws

In this section we will recapitulate the coordinate transfor-
mation laws between the theories considered. In Sect. 3, we
performed the T-dualization procedure along the coordinates
xa

T a : S[xμ] → S[xi , ya], (98)

and obtained the following coordinate transformation law:
(45)

∂∓xa ∼= −2κ�̃ab∓
(

xi ,�V a(xi , ya)
)

×
[

�±bi
(

xi ,�V a(xi , ya)
)

∂∓xi + 1

2
∂∓yb

∓β±
b

(

xi , V a(xi , ya)
)

]

(99)

where V a and β±
a are given by (39) and (34). In the zeroth

oder this law implies

x (0)a ∼= V (0)a(xi , ya). (100)

In Sect. 4, starting from the action S[xi , ya] we performed
the T-dualization procedure along the coordinates ya

Ta : S[xi , ya] → S[xμ], (101)

and obtained the transformation law (61)

∂∓ya ∼= −2�±aμ(x)∂∓xμ ± 2β±
a (x), (102)

which is the law inverse to (99) and in the zeroth order it
implies

y(0)
a

∼= U (0)
a (x). (103)

Multiplying the transformation law (99) from the left side
by �±ca(x) ∼= �±ca

(

xi ,�V a(xi , ya)
)

, using (100), we
obtain the transformation law (102). So, we confirm that
T a ◦ Ta = 1.
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In Sect. 5, starting once again from the action S[xi , ya], we
performed the T-dualization procedure along the undualized
coordinates xi

T i : S[xi , ya] → S[yμ], (104)

and obtained the coordinate transformation law (80)

∂∓xi ∼= −κ�
iμ
∓
(

�V (y)
)

[

∂∓yμ ∓ 2β±
μ

(

V (y)
)

]

, (105)

where Vμ and β±
μ are given by (18) and (72). In the zeroth

order it gives

x (0)i ∼= V (0)i (y). (106)

The two successive T-duality transformations (99) and (105)
give the complete transformation (20), so that T a ◦T i = T .

In Sect. 6, starting from the completely T-dual action S[y],
we performed the T-dualization procedure along the coordi-
nates yi

Ti : S[yμ] → S[xi , ya], (107)

and obtained (97)

∂∓yi ∼= −2�±i j
(

�xi ,�V a(�Ui (x
i , ya), ya)

)

×
[

κ�
ja
∓
(

�xi ,�V a(�Ui (x
i , ya), ya)

)

∂∓ya + ∂∓x j

∓2κ�
jμ
0∓β±

μ

(

xi , V a(Ui (x
i , ya), ya)

)

]

, (108)

with Va , Ui , and β±
μ given by (79), (94), and (72). In the

zeroth order this law implies

y(0)
i

∼= U (0)
i (xi , ya). (109)

Multiplying (108) from the left by

�ki∓
(

�xi ,�V a(y)
) ∼= �ki∓

(

�xi ,�V a(�Ui (x
i , ya), ya)

)

,

using (106), we obtain the transformation law (105), so that
T i ◦ Ti = 1. Successively applying (108) and (102), using
(A.29) and (A.25), we obtain the i th component of the inverse
law of the complete T-dualization (21). Its ath component is
(102), so we confirm that Ta ◦ Ti = T̃ .

We can conclude that the elements 1, T a and Ta , with
d = 1, . . . , D, form an Abelian group. The element T a is
the inverse of the element Ta .

8 Dilaton field in the weakly curved background

The T-duality transformation of the dilaton field in the weakly
curved background was considered in Ref. [26]. For com-
pleteness and further use, we give here a brief recapitulation
of some basic steps of the treatment.

It is well known that a dilaton transformation has a quan-
tum origin. So, let us start with the path integral for the gauge
fixed action

Z =
∫

dv
μ
+dv

μ
−dyμe

i Sfix(v±,∂±y), (110)

where

Sfix(v±, ∂±y) = S0 + S1 , (111)

with S1 being the infinitesimal part of the action

S0 = κ

∫

d2ξ [vμ
+�0+μνv

ν− + 1

2
(v

μ
+∂−yμ − v

μ
−∂+yμ)] ,

S1 = κ

∫

d2ξ v
μ
+hμν(V )vν− . (112)

For a constant background (S1 = 0) the path integral is
Gaussian and it equals (det �0+μν)

−1. In our case the back-
ground is coordinate dependent and thus the integral is not
Gaussian. The fact that we work with an infinitesimal param-
eter enables us to show that the final result is formally the
same as in the flat case [26],

Z =
∫

dyμ
1

det(�+μν(V ))
ei

�S(y), (113)

where �S(y) = κ2

2

∫

d2ξ ∂+yμ �
μν
− (V )∂−yν is the complete

T-dual action and �+μν(V ) = Bμν(V ) + 1
2Gμν . Conse-

quently, although for the weakly curved background the func-
tional integration over v± is of the third degree, it produces
formally the same result as in the flat space (where the action
is Gaussian),

•� = � − ln det
√

2�+ab. (114)

Using the expressions for T-dual fields (43) we can find
the relations between the determinants

det(2�±ab) = 1

det(2 •�ab± )
=
√

det Gab

det •Gab

=
√

det Gμν

det •Gμν

, (115)

where because of the relation �±ab = Bab± 1
2Gab we put in

the factor 2 for convenience. The symbol •Gμν denotes met-
ric in the whole space-time after partial T-dualization along
xa directions. With the help of last relation we can show
that the change of space-time measure in the path integral is
correct
√

det Gμν dxidxa → √

det Gμν dxi
1

det(2 �+ab)
dya

= √

det •Gμν dxidya, (116)

when we performed T-dualization T a along xa directions.
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9 Comparison with the existing facts

9.1 T-dualization chain for the background with H flux

In this section we will compare our results with the T-du-
alization chain of Ref. [16]. The coordinates of the D = 3-
dimensional torus will be denoted by x1, x2, x3. Because
of the different notation, the background fields considered in
this paper and those considered in [16], which will be denoted
G and B, are related by

Bμν = −2Bμν, Gμν = Gμν, μ, ν = 1, 2, 3. (117)

Nontrivial components of the background considered in
Ref. [16] are

Gμν = δμν, B12 = Hx3, (118)

which in our notation corresponds to the background fields

Gμν = δμν, B12 = −1

2
Hx3. (119)

Let us first compare the results in the case d = 1, corre-
sponding to the transition

T 1 : torus with H-flux → twisted torus.

To do so, let us perform T-dualization along the direction
x1, T 1 : S[x] → S[y1, x2, x3], for the string moving in the
background (119). The indices take the values a, b ∈ {1} and
i, j ∈ {2, 3}. Because the only nontrivial component of the
Kalb–Ramond field is Bai = − 1

2 Hx3δi2 , the effective fields
are just G̃E

μν = δμν and θ̃ab = 0. So, the T-dual background
fields (44), in the linear order in H , are

•Gi j = δi j ,
•Bi j = 0,

•Gab = δab, •Bab = 0,

•Ga
i = −Hx3δi2,

•Ba
i = 0. (120)

Therefore

•Gμν =
⎛

⎝

1 −Hx3 0
−Hx3 1 0

0 0 1

⎞

⎠ = •Gμν, (121)

and

•Bμν = 0 = •Bμν, (122)

so our result is in agreement with that of Ref. [16].
Now, let us make the comparison in the case d = 2, which

corresponds to the transition

T 1 ◦ T 2 : torus with H-flux → Q-flux non-geometry.

Instead to perform T 2 dualization, from twisted torus to Q-
flux non-geometry as in [16], we will start from the initial
background with H -flux and perform T-dualizations along
x1 and x2, T 1 ◦ T 2 : S[x] → S[y1, y2, x3]. The indices
take the values a, b ∈ {1, 2} and i, j ∈ {3}. Because the
only nontrivial contribution to the Kalb–Ramond field Bab is
B12 = − 1

2 Hx3, the effective background fields are G̃E
ab =

δab, ḠE
i j = δi j , and the only nonzero component of θ̃ab is

θ̃12 = 1
κ
Hx3. The T-dual background fields linear in H are

therefore

•Gi j = δi j ,
•Gab = δab, •Gai = 0, (123)

and

•Bi j = 0, •B12 = 1

2
Hx3, •Ba

i = 0. (124)

Consequently

•Gμν =
⎛

⎝

1 0 0
0 1 0
0 0 1

⎞

⎠ = •Gμν, (125)

•Bμν = −2 •Bμν =
⎛

⎝

0 −Hx3 0
Hx3 0 0

0 0 0

⎞

⎠ , (126)

so the results of this paper and [16] in this case coincide.

9.2 Non-associativity of R-flux background and breaking
of Jacobi identity

In Refs. [18,19] we obtained T-dual transformation laws con-
necting T-dual coordinates yμ with the initial coordinates
xμ. Here we will reduce our case to the 3-dimensional torus
with H-flux considered in [8]. Then, the full T-dualization
along all coordinates corresponds to the so-called R-flux.
So, we are going to calculate its characteristic features: non-
associativity relation and breaking of Jacobi identity.

We will work in the background of Sect. 9.1 consisting of
euclidean flat metric Gμν and Kalb–Ramond field with one
nontrivial component B12 = − 1

2 Hx3. T-dual transformation
laws for coordinates yμ (μ = 1, 2, 3) are of the form

y′
1

∼= 1

κ
π1 + 1

2
Hx3x ′2, (127)

y′
2

∼= 1

κ
π2 − 1

2
Hx3x ′1, (128)

y′
3

∼= 1

κ
π3, (129)

where π1, π2, π3 are canonically conjugated momenta for
coordinates x1, x2, x3, respectively. The initial space is a
geometric one, so, the standard Poisson algebra is satisfied,

123



Eur. Phys. J. C   (2015) 75:576 Page 13 of 17  576 

{xμ(σ ), πν(σ̄ )} = δμ
νδ(σ − σ̄ ),

{xμ, xν} = {πμ, πν} = 0. (130)

From (127)–(129) we obtain

{y′
μ(σ ), y′

ν(σ̄ )} = − 1

2κ
Hεμνρx

′ρδ(σ − σ̄ ), (131)

which, after two partial integrations, produces

{yμ(σ ), yν(σ̄ )} = 1

2κ
Hεμνρ

[

xρ(σ ) − xρ(σ̄ )
]

θ(σ − σ̄ ),

(132)

where εμνρ is the 3-dimensional Levi-Civita tensor (ε123 =
1) and the function θ(σ ) is defined as

θ(σ ) ≡
⎧

⎨

⎩

0 if σ = 0
1/2 if 0 < σ < 2π, σ ∈ [0, 2π ].
1 if σ = 2π

(133)

Using the standard Poisson algebra (130) and transformation
laws (127)–(129), after one partial integration, we get

{{yμ(σ1), yν(σ2)}, yρ(σ3)}
= 1

2κ2 Hεμνρ [θ(σ2 − σ1)θ(σ1 − σ3)

+θ(σ1 − σ2)θ(σ2 − σ3)] , (134)

Now we have all ingredients to calculate the non-
associativity relation

{{yμ(σ1), yν(σ2)}, yρ(σ3)} − {yμ(σ1), {yν(σ2), yρ(σ3)}}
= 1

2κ2 Hεμνρ [2θ(σ3 − σ2)θ(σ2 − σ1)

+θ(σ1 − σ3)θ(σ3 − σ2) + θ(σ3 − σ1)θ(σ1 − σ2)]

(135)

and breaking of Jacobi identity

{yμ(σ1), yν(σ2), yρ(σ3)}
≡ {{yμ(σ1), yν(σ2)}, yρ(σ3)}+{{yν(σ2), yρ(σ3)}, yμ(σ1)}

+{{yρ(σ3), yμ(σ1)}, yν(σ2)}
= 1

κ2 Hεμνρ [θ(σ1 − σ2)θ(σ2 − σ3)

+ θ(σ3 − σ1)θ(σ1 − σ2) + θ(σ2 − σ3)θ(σ3 − σ1)] .

(136)

For example, for σ1 = 2π + σ and σ2 = σ3 = σ one has

{yμ(2π + σ), yν(σ ), yρ(σ )} = − 1

κ2 Hεμνρ. (137)

In the approach of this article, the background of the T-
dual theory depends on the non-local variable Vμ, which
incorporates the main features of the non-geometric spaces.

Reducing our procedure to three dimensions and using the
backgrounds of Refs. [8,16,27], we showed that our structure
of arguments of background fields proves the proposal of
Refs. [8,27] that non-associativity and breaking of Jacobi
identity are features of R-flux background.

9.3 Critical surface

Let us generalize the discussion of Ref. [20] where the
critical surface, which separates equivalent sections of back-
ground fields, generalizes the critical radius. Using the dila-
ton field analysis, namely the relation (115), we can conclude
that T-duality maps the theories with a given

det(2�±ab)

into the theories with

1/ det(2�±ab),

so that all different theories are in the region

det(2�±ab) ≤ 0.

The theories which background fields satisfy the condition
det(2�±ab) = 1, are mapped into each other under T-
duality. This is a generalization of the critical radius and can
be consider as a critical surface. So, relation (115) implies√

det Gab =
√

det •Gab, which means that a dual volume is
equal to the initial one. At the critical surface the extended
symmetry should be expected.

Let us, following [20], give an example of the relation
between the original and T-dual background fields. We will
consider the initial background in the 4-dimensional torus
T 4 given by

Gμν = gδμν, Bμν = bi Ei
μν, (138)

where

E1 =

⎡

⎢

⎢

⎣

0 0 0 1
0 0 1 0
0 −1 0 0

−1 0 0 0

⎤

⎥

⎥

⎦

, E2 =

⎡

⎢

⎢

⎣

0 0 1 0
0 0 0 −1

−1 0 0 0
0 1 0 0

⎤

⎥

⎥

⎦

,

E3 =

⎡

⎢

⎢

⎣

0 1 0 0
−1 0 0 0

0 0 0 1
0 0 −1 0

⎤

⎥

⎥

⎦

, (139)

satisfies

Ei E j = −δi j I + εi jk Ek, ε123 = 1. (140)
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The zero modes of the T-dual metric and T-dual Kalb–
Ramond field (17) for the initial fields (138) are

�Gμν = (G−1
E )μν = g

g2 + b2 I (141)

and

�Bμν = κ

2
θμν = −1

2

bi

g2 + b2 Ei , (142)

with b2 = bibi . They have the same form as the initial fields
(138)

�Gμν = �gδμν,
�Bμν = �bi Ei

μν, (143)

with

�g = g

g2 + b2 , �b = − bi

g2 + b2 . (144)

One easily shows

�g2 + �b2 = 1

g2 + b2 . (145)

In spheric coordinates one has

(g, b1, b2, b3) = (r cos θ, r sin θ cos ϕ,

r sin θ sin ϕ cos ϕ1, r sin θ sin ϕ sin ϕ1),

(146)

so g2 + b2 = r2, and using (144) one obtains

(�g, �b1
, �b2

, �b3
)

=
(

1

r
cos θ,−1

r
sin θ cos ϕ,−1

r
sin θ sin ϕ cos ϕ1,

−1

r
sin θ sin ϕ sin ϕ1

)

. (147)

Therefore, T-duality transforms (r, θ, ϕ, ϕ1) to

(�r , �θ, �ϕ, �ϕ1) =
(

1

r
,−θ, ϕ, ϕ1

)

. (148)

From the relation �±G−1�∓ = − 1
4GE we find

det(2�±μν) = g2

�g2 = (g2 + b2)2 = r4 . (149)

Backgrounds corresponding to r = 1 are mapped into them-
selves. The subset of this is the fixed surface with the condi-
tion

det(2�±μν) = r4 = 1 , θ = 0

or g = 1, bi = 0.

10 Conclusion

In this paper, we considered the closed string propagat-
ing in the weakly curved background (6), composed of a
constant metric Gμν and a linearly coordinate dependent
Kalb–Ramond field Bμν , with infinitesimal field strength. We
investigated the application of the generalized T-dualization
procedure on the arbitrary set of coordinates and obtained
the following T-duality diagram:

Let us stress that generalized T-dualization procedure
enables the T-dualization along arbitrary direction, even if
the background fields depend on these directions. The con-
sequence of this procedure is that the arguments of the back-
ground fields, such as �V a , are non-local. They are non-local
by definition, as they are the line integrals of the gauge fields.
Once the explicit form is obtained the non-locality is seen in
a fact that they depend on double coordinates x̃ and ỹ, which
are the line integrals of the τ and σ derivatives of the original
coordinates. To all the theories considered, except the initial
theory, there corresponds the non-geometric, non-local flux.

The generalized T-dualization procedure was first applied
along arbitrary d (d = 1, . . . , D − 1) coordinates xa =
{xμ1 , . . . , xμd }. We obtained the T-dual action S[xi , ya],
given by Eq. (36) with the dual background fields equal to

•�+i j = �+i j ,
•� a

+i = −κ�+ib�̃
ba− ,

•�a
+i = κ�̃ab− �+bi ,

•�ab+ = κ

2
�̃ab− . (150)

The argument of all background fields, [xi , V a(xi , ya)],
depends nonlinearly on coordinates xi , ya through their dou-
bles x̃ i , ỹa [see (39) and (40)]. All actions S[xi , ya] are phys-
ically equivalent, but they are described with coordinates
xi = {xμd+1 , . . . , xμD }, for the untreated directions and dual
coordinates ya = {yμ1 , . . . , yμd }, for the dualized directions.
The case d = D corresponds to the completely T-dual action
with the T-dual fields κ

2 �
μν
−
(

V (y)
)

and the case d = 0 to the
initial action with the background �+μν(x).

Applying the procedure to the T-dual action along dual
directions ya = {yμ1 , . . . , yμd } we obtained the initial
theory, and applying it to the untreated directions xi =
{xμd+1 , . . . , xμD } we obtained the completely T-dual the-
ory. All these derivations confirmed that the set of all T-
dualizations forms an Abelian group. The neutral element

123



Eur. Phys. J. C   (2015) 75:576 Page 15 of 17  576 

of the group is the unexecuted T-dualization, while the T-
dualizations along some subset of original directions T a is
inverse to the T-dualizations along the set of the correspond-
ing dual directions Ta .
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Appendix A: The background field compositions

The background field compositions�±μν of the initial theory
are

�±μν = Bμν ± 1

2
Gμν, (A.1)

whereGμν and Bμν are the initial metric and the initial Kalb–
Ramond field. The background field compositions �

μν
± of the

T-dual theory are

�
μν
± ≡ − 2

κ
(G−1

E �±G−1)μν = θμν ∓ 1

κ
(G−1

E )μν, (A.2)

with GEμν being the effective metric

GEμν ≡ Gμν − 4(BG−1B)μν, (A.3)

and θμν being the parameter of non-commutativity

θμν ≡ − 2

κ
(G−1

E BG−1)μν. (A.4)

These background field compositions satisfy

�±μν�
νρ
∓ = �

ρν
± �∓νμ = 1

2κ
δρ
μ. (A.5)

Let us define the analogs of �
μν
± in the d- and D − d-

dimensional subspaces determined by coordinates xa =
{xμ1 , . . . , xμd } and xi = {xμd+1 , . . . , xμD }, where d =
1, 2, . . . , D − 1. The effective metrics in these subspaces
are defined by

G̃Eab ≡ Gab − 4Bac(G̃
−1)cd Bdb,

ḠEi j ≡ Gi j − 4Bik(Ḡ
−1)kl Bl j , (A.6)

where G̃ab ≡ Gab and Ḡi j ≡ Gi j . Using these we define
the following field compositions:

�̃ab± ≡ − 2

κ
(G̃−1

E )ac�±cd(G̃
−1)db,

�̄
i j
± ≡ − 2

κ
(Ḡ−1

E )ik�±kl(Ḡ
−1)l j , (A.7)

which are in fact the inverses of 2κ�∓ab and 2κ�∓i j

�̃ab± �∓bc = �∓cb�̃
ba± = 1

2κ
δac ,

�̄
i j
±�∓ jk = �∓k j �̄

j i
± = 1

2κ
δik . (A.8)

Analogously as the fields theta �
μν
± defined in the whole

space by (A.2), the theta fields defined in the subspaces can
be separated into antisymmetric and symmetric parts as

�̃ab± = θ̃ab ∓ 1

κ
(G̃−1

E )ab,

�̄
i j
± = θ̄ i j ∓ 1

κ
(Ḡ−1

E )i j , (A.9)

where

θ̃ab ≡ − 2

κ
(G̃−1

E )acBcd(G̃
−1)db,

θ̄ i j ≡ − 2

κ
(Ḡ−1

E )ik Bkl(Ḡ
−1)l j . (A.10)

In the zeroth order the quantities �±μν , �
μν
± , ˜�ab± , and

�̄
i j
± reduce to

�0±μν = bμν ± 1

2
Gμν,

�
μν
0± = − 2

κ
(g−1)μρ�0±ρσ (G−1)σν = θ

μν
0 ∓ 1

κ
(g−1)μν,

˜�ab
0± = − 2

κ
(g̃−1)ac �0±cd(G̃

−1)db = θ̃ab0 ∓ 1

κ
(g̃−1)ab,

�̄
i j
0± = − 2

κ
(ḡ−1)ik �0±kl(Ḡ

−1)l j = θ̄
i j
0 ∓ 1

κ
(ḡ−1)i j ,

(A.11)

where the zeroth order effective metrics are

gμν = Gμν − 4bμρ(G−1)ρσbσν,

g̃ab = Gab − 4bac(G̃
−1)cdbdb,

ḡi j = Gi j − 4bik(Ḡ
−1)klbl j , (A.12)

and the zeroth order non-commutativity parameters are

θ
μν
0 = − 2

κ
(g−1)μρbρσ (G−1)σν,

θ̃ab0 = − 2

κ
(g̃−1)ac bcd(G̃

−1)db

θ̄
i j
0 = − 2

κ
(ḡ−1)ik bkl(Ḡ

−1)l j . (A.13)
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Quantities �0±μν , �
μν
0±, ˜�ab

0±, and �̄
i j
0± satisfy

�0±μν�
νρ
0∓ = �

ρν
0±�0∓νμ = 1

2κ
δρ
μ,

�0±ab�̃
bc
0∓ = �̃cb

0±�0∓ba = 1

2κ
δca,

�0±i j �̄
jk
0∓ = �̄

k j
0±�0∓ j i = 1

2κ
δki . (A.14)

The non-commutativity parameters theta �
μν
± , �̃ab± , and

�̄
i j
± can be expressed as

�
μν
± = �

μν
0± − 2κ�

μρ
0±hρσ �σν

0±,

�̃ab± = �̃ab
0± − 2κ�̃ac

0±hcd�̃db
0±,

�̄
i j
± = �̄

i j
0± − 2κ�̄ik

0±hkl�̄
l j
0±. (A.15)

Appendix A.1: Relations between field compositions

In Sect. 3.2 we introduced the background field composition

�±i j ≡ �±i j − 2κ�±ia�̃
ab∓ �±bj , (A.16)

and analogously we define

˜�±ab ≡ �±ab − 2κ�±ai �̄
i j
∓�± jb. (A.17)

Here we will show that these quantities are the inverses of
the ordinary non-commutativity parameters theta, projected
to the i- and a-subspaces [see (A.22)].

Let us express the tensors �±μν and �
μν
± , which satisfy

(A.5), in a block-wise form as

�±μν =
(

�±i j �±ib

�±aj �±ab

)

, �
μν
± =

(

�
i j
± �ib±

�
aj
± �ab±

)

.

(A.18)

We will use the definition of block-wise inversion, which
states that the inverse of the matrix of the form

M =
(

A B
C D

)

(A.19)

equals

M−1

=
(

(A − BD−1C)−1 −A−1B(D − CA−1B)−1

−D−1C(A − BD−1C)−1 (D − CA−1B)−1

)

.

(A.20)

Applying (A.20) to the first matrix in (A.18), Eq. (A.5)
implies

2κ�
i j
∓ = (

�±i j − 2κ�±ia�̃
ab∓ �±bj

)−1
,

2κ�ib∓ = −2κ�̄
i j
∓�± ja(�±ab − 2κ�±ak�̄

kl∓�±lb)
−1,

2κ�
aj
∓ = −2κ�̃ab∓ �±bi (�±i j − 2κ�±ic�̃

cd∓ �±d j )
−1,

2κ�ab∓ = (�±ab − 2κ�±ai �̄
i j
∓�± jb)

−1, (A.21)

and we can conclude that (A.16) and (A.17) are the inverses
of 2κ�

i j
∓ and 2κ�ab∓ , respectively. So, we can write

�±i j�
jk
∓ = �

k j
∓ �± j i = 1

2κ
δki ,

˜�±ab�
bc∓ = �cb∓ ˜�±ba = 1

2κ
δca, (A.22)

and

�ib∓ = −2κ�̄
i j
∓�± ja�

ab∓ ,

�
aj
∓ = −2κ�̃ab∓ �±bi�

i j
∓. (A.23)

Applying (A.20) to the second matrix in (A.18), Eq. (A.5)
implies

2κ�∓i j = (�
i j
± − 2κ�ia±˜�ab∓�

bj
± )−1,

2κ�∓ib = −2κ�∓i j�
ja
± (�ab± − 2κ�ak± �∓kl�

lb±)−1,

2κ�∓aj = −2κ˜�ab∓�bi± (�
i j
± − 2κ�ic±˜�∓cd�

d j
± )−1,

2κ�∓ab = (�ab± − 2κ�ai± �∓i j�
jb
± )−1, (A.24)

so using (A.8) we conclude that

�̄
i j
± = �

i j
± − 2κ�ia±˜�ab∓�

bj
± ,

�̃ab± = �ab± − 2κ�ai± �∓i j�
jb
± , (A.25)

and

�∓ib = −2κ�∓i j�
ja
± �∓ab,

�∓aj = −2κ˜�∓ab�
bi±�∓i j . (A.26)

Let us derive some useful relations between these quan-
tities. Equation (A.5), for μ = a, ν = i and μ = i , ν = a,
becomes

�±ab�
bi∓ = −�±aj�

j i
∓ ,

�±i j�
ja
∓ = −�±ib�

ba∓ , (A.27)

while taking μ = a, ν = b and μ = i , ν = j we obtain

�±ac�
cb∓ + �±ai�

ib∓ = 1

2κ
δba ,

�±ia�
aj
∓ + �±ik�

k j
∓ = 1

2κ
δ
j
i . (A.28)

Multiplying Eq. (A.27) from the left with �̃ca∓ and from the
right with �̄∓ik we get the relation

�ci∓�±ik = −�̃ca∓ �±ak, (A.29)

while multiplying Eq. (A.28) from the right with �̄ki∓ and
from the left with �̃±ac, we obtain

�ka∓ ˜�±ac = −�̄ki∓�±ic. (A.30)
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1 Introduction

T-duality [1–5] was first introduced to represent the fact that the toroidal compactifica-

tions [6–9] of a closed string to a radius R and a radius 1/R are equivalent. Although the

compactified theories are defined for different target spaces, their spectrum is the same.

The observed symmetry lead to investigation for discovering the connections between the

theories having the same spectrum, what resulted in T-dualization procedures. These pre-

scriptions consist of rules which transform the given theory to its T-dual theory. The

T-dual theories describing strings moving in a geometrically different backgrounds, having

the same predictions, were found for some particular backgrounds. The general procedure,

applicable to an arbitrary background is still to be determined.

T-duality was found to be connected with the isometries of a sigma model. This

discovery was included as an inevitable condition for T-dualization, as the isometry was
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built in the T-dualization procedure. The first procedure determining the T-duals of the

constant background fields was the Buscher procedure [10–13]. This procedure, called the

standard T-dualization procedure, is founded in localizing the global isometry by introduc-

ing the gauge fields, whose field strength is set to zero by a Lagrange multiplier term. The

gauged theory reduces to the initial theory for the equations of motion for the Lagrange

multiplier and to the T-dual theory for the equations of motion for the gauge fields. This

procedure enabled investigation of the coordinate dependent backgrounds as well, when the

T-dualizations are performed along the directions which do not appear as the background

fields arguments.

The generalized T-dualization proposed in paper [14], addressing the non-abelian

isometries lead to observation that the application of T-dualization procedures can lead to

theories without an isometry. These theories are obviously T-dual to the initial theories,

but, the initial theories can not be obtained as a result of the same T-dualization proce-

dure starting with the theory without isometry. This observation implied that T-duality

in general must be understood from some other perspective.

The investigation of the relations between non geometric backgrounds lead to a new

generalized T-dualization in string field theory [15]. It was proposed that particular non

geometric backgrounds should be understood as string backgrounds which are the result of

generalized T-dualization applied along nonisometry directions. In paper [16], the condi-

tions for a background to have a geometric or non geometric T-dual were sought for. It was

concluded that the large class of sigma models that cannot be gauged can be T-dualized.

In paper [17], one considers similarity transformations of the stress energy tensor of a

conformal field theory which do not change the Virasoro alebra. There exists the transfor-

mations of the background fields which produce the same change of the stress tensor as the

change generated by some similarity transformations. A particular generator of a similarity

transformation produces symmetry transformation, such as general coordinate transforma-

tions and gauge transformations of a Kalb-Ramond field. However, some particular forms

of these generators produce T-duality transformations at critical radius. Investigation leads

to T-dualization techniques directly applicable to an arbitrary string backgrounds.

In paper [18], a generalization of a Buscher T-dualization procedure was given. The

generalized procedure is applicable to backgrounds depending on all the space-time co-

ordinates, along arbitrary background fields argument. The procedure was realized for a

weakly curved background which consists of a constant metric and a coordinate dependent

Kalb-Ramond field with an infinitesimal strength. The difference between the generalized

and standard Buscher procedure is in an invariant coordinate. Standardly, one substi-

tutes the derivatives with the covariant derivatives to obtain the gauge invariant action,

but in the generalized procedure one additionally substitutes the argument of the back-

ground field with the invariant argument. It was confirmed in [18] that the generalized

T-dualization procedure does not harm the interchange of equations of motion and Bianchi

identities [19]. However, it strongly changes the geometry of a target space. The geometric

space is transformed to a double non-geometric space. The commutative space is trans-

formed to a non-commutative space, as shown in [20]. The closed string non-commutativity

was previously investigated in [21–25]. The application of a procedure to an arbitrary set

– 2 –
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of coordinates was considered in [26]. It was concluded that the geometric background

again transforms to a double space, with double coordinates present for both T-dualized

and undualized directions.

In the present paper, we consider the weakly curved background of the second order.

We take a metric which consists of a constant and quadratic in coordinate term and linearly

coordinate dependent Kalb-Ramond field. This background does not posses the global shift

symmetry. In comparison to the previously considered backgrounds there is an additional

difference. The Ricci tensor of the metric here considered is nonzero. The background has

to be the solution of the space-time equations of motion, obtained from the demand of

the conformal invariance of the quantum theory. To satisfy these equations one takes the

coordinate dependent parts to be infinitesimal.

The original form of the generalized Buscher T-dualization procedure [18] is not appli-

cable to a weakly curved background of the second order. Here, we search for the procedure

which will be applicable and will preserve the general features of the previous procedure.

We find the appropriate formulation and investigate the properties and the consequences

of the new generalization. We apply the procedure along all space-time coordinates and

obtain the T-dual theory. We obtain a geometrical structure that differs from the double

non geometrical space. The dual background field arguments do not depend only on the

dual coordinate and its double. However the application of the procedure to all dual coor-

dinates leads again to the initial theory. We obtain T-dual coordinate transformation laws

and confirm that T-duality interchanges equations of motion and Bianchi identities.

2 Bosonic string action and choice of background

Let us consider the closed bosonic string propagating in the background fields: a metric

Gµν and a Kalb-Ramond antisymmetric tensor field Bµν , described by the action

S[x] = κ

∫
Σ
d2ξ ∂αx

µ

[
1

2
ηαβGµν(x) + εαβBµν(x)

]
∂βx

ν , ε01 = −1. (2.1)

The integration goes over two-dimensional world-sheet Σ parametrized by ξα , α = 0, 1

(ξ0 = τ , ξ1 = σ). The coordinates of the D-dimensional space-time are marked by

xµ(ξ), µ = 0, 1, . . . , D − 1. From the action principle one obtains the equations of motion

ẍµ − x′′µ + 2Bµ
νρẋ

νx′ρ + Γµνρ(ẋ
ν ẋρ − x′νx′ρ) = 0, (2.2)

where Bµ
νρ = (G−1)µσBσνρ and Bµνρ = ∂µBνρ + ∂νBρµ + ∂ρBµν is the field strength of the

field Bµν and Γµνρ = 1
2(G−1)µσ(∂νGρσ + ∂ρGσν − ∂σGνρ) is a Christoffel symbol.

Introducing the light-cone coordinates and their derivatives

ξ± =
1

2
(τ ± σ), ∂± = ∂τ ± ∂σ, (2.3)

the action (2.1) can be rewritten as

S[x] = κ

∫
Σ
d2ξ ∂+x

µΠ+µν(x)∂−x
ν , (2.4)

– 3 –
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where Π±µν is the combination of background fields, defined by

Π±µν(x) = Bµν(x)± 1

2
Gµν(x). (2.5)

The equation of motion (2.2) can be rewritten as

∂+∂−x
µ +

(
Γµνρ −Bµ

νρ

)
∂+x

ν∂−x
ρ = 0. (2.6)

In order to obtain a conformally invariant quantum theory, the background fields must

obey the space-time equations of motion, which for the constant dilaton field have the

following form

Rµν −BµρσB ρσ
ν = 0 , (2.7)

DρB
ρ
µν = 0, (2.8)

where Rµν is Ricci tensor defined by

Rµν = Rρµρν , Rρµσν = Γρµν,σ − Γρµσ,ν + ΓτµνΓρτσ − ΓτµσΓρτν , (2.9)

and Dµ is a covariant derivative

DρB
σ
µν = ∂ρB

σ
µν + ΓσερB

ε
µν − ΓεµρB

σ
εν − ΓενρB

σ
µε. (2.10)

We will consider the following solution of the space-time equations of motion (2.7), (2.8)

Gµν(x) = gµν + 3h2
µν(x), Bµν(x) = bµν + hµν(x), (2.11)

with gµν , bµν = const and hµν ≡ 1
3Bµνρx

ρ, h2
µν ≡ (hg−1h)µν , where Bµνρ is constant and

infinitesimal. Throughout the paper the calculation will be done up to the second order in

Bµνρ. We will refer to this solution as the weakly curved background of the second order.

More general discussion about the solutions of the space-time equations of motion, up to

the second order terms, can be found in ref. [27].

Let us demonstrate that (2.11) satisfies (2.7) and (2.8). The inverse metric and the

Cristoffel symbol are

(G−1)µν = (g−1)µν − 3(h2)µν , (2.12)

Γµνρ = −Bµ
νσh

σ
ρ −Bµ

ρσh
σ
ν , (2.13)

with (h2)µν = (g−1hg−1hg−1)µν and Bµ
νσhσρ = (g−1)µεBενσ(g−1)στhτρ. Therefore, the

Ricci tensor equals

Rµν = BµρσB
ρσ
ν , (2.14)

which is just the eq. (2.7). The equation (2.8) is satisfied, because the term corresponding

to the first term in (2.10) is zero and the others can be neglected as the third order terms

in Bµνρ.

Let us notice, using (2.9) and (2.13), that the coefficient in the second order term of

the metric (2.11) is in fact the Riemann curvature tensor

Gµν = gµν −
1

3
Rµρνσx

ρxσ. (2.15)
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The solutions which where previously investigated in this context where the constant

background and the weakly curved background of the first order. In both cases the Ricci

tensor Rµν is absent, in the first case because it equals zero and in the second because it

is neglected as the second order term. Here, the Ricci tensor is of the second order and its

contribution becomes nontrivial because we work up to the second order in Bµνρ.

3 T-dualization procedure

In the majority of papers addressing T-dualization of a bosonic string theory, one performs

T-dualizations along directions on which the background does not depend. The first proce-

dure, applicable to coordinates on which the background fields depend, the generalization

of the Buscher T-dualization procedure, was presented in [18]. It was applied to a bosonic

string moving in the weakly curved background, composed of a constant metric and a lin-

early coordinate dependent Kalb-Ramond field with an infinitesimal strength. This theory

has a global shift symmetry. This fact is used in the T-dualization prescription, which

relies on gauging the global symmetry. The locally invariant action was built substituting

the ordinary derivatives with the covariant ones and substituting the coordinate in the

argument of the background fields with the invariant coordinate (a line integral of a co-

variant derivatives of the original coordinates). The physical equivalence was achieved by

introduction of the Lagrange multiplier term, which makes the gauge fields nonphysical.

3.1 Auxiliary action

Here, we will consider the weakly curved background of the second order. As in the

first order weakly curved background, the Kalb-Ramond field is linear in coordinate and

has an infinitesimal field strength. The metric however, beside of a constant term has a

quadratic in coordinate part which is an infinitesimal of the second order. Such a metric

has an infinitesimal but nonzero Ricci tensor Rµν 6= 0. The bosonic string theory in

this background does not possess the shift symmetry. However, defining of the new T-

dualization rules on the grounds of the existing procedure is still possible. The main object

in the conventional procedure, is the gauge fixed action which reduces to the initial action

for the equations of motion for the Lagrange multipliers and becomes T-dual action for

the equations of motion for the gauge fields. Here we will define its substitution, which

inherits these two features. We postulate the auxiliary action by

Saux[y, v±] = κ

∫
d2ξ

[
vµ+Π+µν

(
∆V

)
vν− +

1

2
(vµ+∂−yµ − v

µ
−∂+yµ)

]
. (3.1)

It can be obtained from the initial action (2.4), by making the following substitutions

∂±x
µ → vµ±, xµ → ∆V µ (3.2)

and adding the Lagrange multiplier yµ term. This action is of the same form as the gauge

fixed action, however, vµ± are here some auxiliary fields, which take over the role of the

– 5 –
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gauge fields. Similarly as in [18], the argument of the background fields is the line integral

of the auxiliary fields taken along a path P (from ξ0 to ξ)

∆V µ[v+, v−] ≡
∫
P
dξαvµα =

∫
P

(dξ+vµ+ + dξ−vµ−). (3.3)

Note that as well as in ref. [18], the equation of motion with respect to yµ forces the “field

strength” to vanish ∂+v
µ
−−∂−v

µ
+ = 0, which is just the condition for the path independence

of ∆V µ. In the resulting theories, the argument reduces to ∆V µ = V µ(ξ)−V µ(ξ0) and we

will chose the value of V µ(ξ0) to be zero.

3.2 From the auxiliary to the initial and T-dual theory

Let us confirm that the auxiliary action (3.1) becomes the initial action (2.4) for the

equations of motion obtained varying over the Lagrange multiplier yµ

∂+v
µ
− − ∂−v

µ
+ = 0. (3.4)

Using their solution

vµ± = ∂±x
µ, (3.5)

one obtains V µ(ξ) = xµ(ξ), and therefore taking xµ(ξ0) = 0 the auxiliary action reduces to

the initial action (2.4).

The equations of motion for the auxiliary fields vµ± are

Π∓µν(V )vν± +
1

2
∂±yµ = ∓β∓µ (V ). (3.6)

Here the functions β±µ are defined by

δV Saux = −κ
∫
dξ2βαµδv

µ
α, (3.7)

where δV Saux stands for the variation of the action (3.1) over the background field argu-

ment V µ.

Let us introduce the following background fields: an effective metric and a non-commu-

tativity parameter, defined by

GEµν ≡
(
G− 4BG−1B

)
µν
, θµν ≡ −2

κ
(G−1

E BG−1)µν , (3.8)

and their combinations

Θµν
± = −2

κ
(G−1

E Π±G
−1)µν = θµν ∓ 1

κ
(G−1

E )µν , (3.9)

which are the inverses of the background field compositions 2κΠ∓µν . Now, one can rewrite

the equations of motion (3.6) as

vµ±(y) = −κΘµν
±
(
V (y)

)[
∂±yν ± 2β∓ν

(
V (y)

)]
. (3.10)

– 6 –
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The equation (3.10) is not the solution of (3.6), because vµ± appears within the argument

V µ of both Θµν
± and β∓µ . We will solve this equation iteratively.

The T-dual theory is obtained, by inserting the equation of motion (3.10) into the

action (3.1)

?S[y, v±] =
κ2

2

∫
d2ξ

[
∂+yµΘµν

−
(
V (y)

)
∂−yν + 4β−µ

(
V (y)

)
Θµν
−
(
V (y)

)
β+
ν

(
V (y)

)]
. (3.11)

In order to obtain the explicit form of the T-dual action one has to calculate the beta

functions β±µ for a concrete background, solve (3.10) to find the explicit y-dependence

of the auxiliary fields vµ± = vµ±(y), and therefrom determine the argument of the dual

background fields V µ(y).

4 T-dual action in a weakly curved background

Let us find the explicit expression for the T-dual action (3.11), in the weakly curved

background of the second order. The main task is to obtain the β±µ functions (B.6), which

are calculated in appendix B. Because they are infinitesimal, it is enough to consider their

first order value and to determine the zeroth order value of V µ, in order to calculate the

last term in the action

4β−1µ
(
V0(y)

)
Θµν

0−β
+
1ν

(
V0(y)

)
= ∂+V

µ
0 hµν

(
V0(y)

)
Θνρ

0−hρσ
(
V0(y)

)
∂−V

σ
0 . (4.1)

Let us find the explicit form of the dual background fields argument. We will solve the

equations (3.10) iteratively and find the zeroth and the first order in Bµνρ values of the

auxiliary fields vµ±(y). In the zeroth order one has

vµ0±(y) = −κΘµν
0± ∂±yν , (4.2)

consequently the zeroth order value of V µ defined in (3.3) is

V µ
0 = −κ

2

(
Θµν

0+ + Θµν
0−
)
y(0)
ν −

κ

2

(
Θµν

0+ −Θµν
0−
)
ỹ(0)
ν

= −κθµν0 y(0)
ν + (g−1

E )µν ỹ(0)
ν , (4.3)

where ỹµ is a double coordinate defined by

ỹµ ≡
∫
P
dξαεβα∂βyµ. (4.4)

Now, using (4.3) and (A.8), the last term (4.1) in the T-dual action (3.11), becomes

4β−1µ
(
V0(y)

)
Θµν

0−β
+
1ν

(
V0(y)

)
= − κ

2
∂+yµ

[
Θ1−

(
V0(y)

)
Π0+Θ1−

(
V0(y)

)]µν
∂−yν

≡ − ∂+yµ ∆µν
−
(
V0(y)

)
∂−yν , (4.5)

with ∆µν
± explicitly given by (A.9).
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The first order value of the auxiliary field vµ±, defined by (3.10), is obtained using the

first order value of β±µ , (B.6), and the expressions for Θµν
1± given by (A.8)

vµ1±(y) = −κΘµν
0±∂±y

(1)
ν −

3κ

2
Θµν

1±(V0(y))∂±y
(0)
ν . (4.6)

Let us note that, because of (4.2) and (4.6), the complete first order value of the auxiliary

field can be written as

v
(1)µ
± (y) = −κ �Θ(1)µν

± (V (y))∂±yν , (4.7)

where �Θµν
± is defined in (A.14).

Substituting (4.6) into (3.3), we obtain the first order value of V µ

V µ
1 (y) = −κ

2

(
Θµν

0+ + Θµν
0−
)
y(1)
ν −

κ

2

(
Θµν

0+ −Θµν
0−
)
ỹ(1)
ν

−κ
3

2

(
Θµν

0++Θµν
0−
)
Bνρσ

(
Θστ

0+Θρε
0+M+τε(y)+Θστ

0−Θρε
0−M−τε(y)+Θστ

0−Θρε
0+

˜
(y

(0)
−τy

(0)
+ε)
)

−κ
3

2

(
Θµν

0+−Θµν
0−
)
Bνρσ

(
Θστ

0+Θρε
0+M+τε(y)−Θστ

0−Θρε
0−M−τε(y)+Θστ

0−Θρε
0+ y

(0)
−τy

(0)
+ε

)
,

(4.8)

where

M±µν(y) ≡ 1

2

∫
dξ±

(
y

(0)
±µ∂±y

(0)
±ν − y

(0)
±ν∂±y

(0)
±µ

)
, (4.9)

and
˜

(y
(0)
−τy

(0)
+ε) is a double (defined by (4.4)) of the quantity y

(0)
−τy

(0)
+ε .

Once the argument of the background fields is calculated, we can write the explicit

form of the T-dual action

?S[y] =
κ2

2

∫
d2ξ ∂+yµ

†Θµν
−
(
V (y)

)
∂−yν

≡ κ2

2

∫
d2ξ ∂+yµ

[
Θµν
−
(
V (y)

)
−∆µν

−
(
V0(y)

)]
∂−yν , (4.10)

with V µ = V (1)µ = V µ
0 + V µ

1 given by (4.3) and (4.8). The second term in the dual

background fields composition ∆µν
− is the contribution from the term quadratic in β, and

has a form (A.9).

Comparing the initial action (2.4) with the T-dual action (4.10), one can conclude that

they are equal under the following transformations

∂±x
µ → ∂±yµ,

Π+µν(x)→ ?Πµν
+ (y) =

κ

2

(
Θµν
−
(
V (y)

)
−∆µν

−
(
V0(y)

))
≡ κ

2
†Θµν
−
(
V (y)

)
. (4.11)

The T-dual metric (the symmetric part of the T-dual background fields composition) and

the T-dual Kalb-Ramond field (the antisymmetric part) are

?Gµν = (G−1
E )µν − κ2(θ0hθ0hg

−1
E + θ0hg

−1
E hθ0 + g−1

E hθ0hθ0)µν − (g−1
E hg−1

E hg−1
E )µν, (4.12)
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and

?Bµν =
κ

2
θµν − κ3

2
(θ0hθ0hθ0)µν − κ

2
(θ0hg

−1
E hg−1

E + g−1
E hθ0hg

−1
E + g−1

E hg−1
E hθ0)µν. (4.13)

The characteristics of the dual geometry, are considered in section 7.

5 T-dual of T-dual

Let us now follow the prescription of section 3, and show that the T-dual of a T-dual theory

is the original theory. To obtain the auxiliary action of the T-dual action (4.10), let us

substitute the dual coordinate derivatives ∂±yµ with some auxiliary fields u±µ, substitute

the coordinate in the argument of background fields with ∆Uµ =
∫

(dξ+u+µ+dξ−u−µ) and

require the “flatness“ of u±µ by introducing the Lagrange multiplier terms

?Saux[z, u±] =
κ

2

∫
d2ξ
[
κu+µ

†Θµν
−
(
V (∆U)

)
u−ν + u+µ∂−z

µ − u−µ∂+z
µ
]
. (5.1)

For the solution u±µ = ∂±yµ of the equations of motion ∂−u+µ + ∂+u−µ = 0, which are

obtained varying the auxiliary action over the Lagrange multiplier zµ, the variable Uµ
reduces to yµ (yµ(ξ0) = 0). So, the auxiliary action reduces to the original one.

The original theory should be obtained for the equations of motion for the auxiliary

fields u±µ
κ †Θ

µν
±
(
V (U)

)
u±ν + ∂±z

µ = ∓κ ?β∓µ
(
V (U)

)
, (5.2)

with ?β∓µ defined by (C.2), being the contribution from the variation over the background

fields argument. Multiplying the equations by †Π∓µν (the inverse of the background field

composition †Θµν
± , defined in (A.11)) one obtains

u±µ = −2κ †Π∓µν
(
V (U)

)[1

κ
∂±z

ν ± ?β∓ν
(
V (U)

)]
. (5.3)

Using the last equation and the first order value of the dual beta function ?β∓ν given

by (C.15), we can determine the value of the variable Uµ, up to the first order

U (1)
µ (z) = −2bµνz

ν + gµν z̃
ν −Bµνρ

[
Mρν

+ (z(0)) +Mρν
− (z(0))− ˜

(z
(0)ρ
+ z

(0)ν
− )

]
, (5.4)

with Mµν
± (z) defined in (4.9). Substituting (5.4) to (4.3) and (4.8) we confirm

that V µ(U) = zµ.

So, substituting (5.3) to the action (5.1), we obtain

??Saux[z] = κ

∫
d2ξ
[
∂+z

µ †Π+µν(z)∂−z
ν + κ2 ?β−µ(z) †Π+µν(z)?β+ν(z)

]
. (5.5)

Using the first order value of ?β±µ, given by (C.15), the second term of the action be-

comes −2κ∂+z
µ(Π0+∆−(z)Π0+)µν∂−z

ν and therefore the action (5.5) is just the initial

action (2.4)

??Saux[z] = κ

∫
d2ξ ∂+z

µ Π+µν(z)∂−z
ν . (5.6)
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6 Features of T-duality

In the previous sections, we showed how the original and its T-dual theory can be trans-

formed one to the other. In both directions, both theories follow from the auxiliary action

and are obtained for a concrete form of the auxiliary fields. Comparing these auxiliary

fields one obtains the T-dual coordinate transformation laws.

In section 3, we showed how the original theory can be transformed into its T-dual

theory. So, comparing the expressions for the auxiliary fields (3.5) and (3.10), one obtains

the T-dual coordinate transformation law

∂±x
µ ∼= −κΘµν

±
(
V (y)

)[
∂±yν ± 2β∓ν

(
V (y)

)]
. (6.1)

In the first order this law implies

x(1)µ ∼= V (1)µ(y). (6.2)

Substituting the beta functions (B.6) into the transformation law (6.1), we obtain

∂±x
µ ∼= −κ

[
�Θµν
±
(
V (y)

)
+ ∆µν

±
(
V (y)

)]
∂±yν , (6.3)

with �Θµν
± are ∆µν

± given by (A.14) and (A.9). Using these laws one can show that the

equation of motion of the original theory transform to an identity (Bianchi identity) in the

T-dual theory, and vice verse. From (6.1) and (6.3), using (6.2) one obtains

β±µ (x) = ∓
(�Π±µν(x)−Π±µν(x)

)
∂∓x

ν . (6.4)

In section 5, the T-dual theory was transformed to the original theory. Comparing

the solutions for the auxiliary fields we obtain the following T-dual coordinate transforma-

tion law

κ∂±yµ ∼= −2κ †Π∓µν(z)
(
∂±z

ν ± κ ?β∓ν(z)
)
. (6.5)

In the first order this law implies

y(1)
µ
∼= U (1)

µ (z). (6.6)

Substituting the explicit value of the dual beta function (C.15), we obtain

∂±yµ ∼= −2 �Π∓µν(z)∂±z
ν , (6.7)

with �Π∓µν defined in (A.15). Eliminating ∂±z
µ from (6.5) and (6.7), using (6.2) one

obtains
?β±µ

(
V (y)

)
= ∓

(
�Θµν
∓ −Θµν

∓ + 2∆µν
∓

)
∂±yν . (6.8)

Let us show that the T-dual coordinate transformation laws (6.1) and (6.5) are inverse

to each other. Multiplying (6.5) by †Θ±(V (y)) ∼= †Θ±(z) we obtain

κ †Θµν
± (V (y))∂±yν ∼= −∂±zµ ∓ κ ?β∓µ(z). (6.9)
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Using (C.15), (A.10) and (A.14) it becomes

∂±z
µ ∼= −κ †Θµν

± (V (y))∂±yν ∓ 2κ �Θ
(1)µν
± (V (y))β∓ν (V (y))

= −κΘµν
±
(
V (y)

)[
∂±yν ± 2β∓ν

(
V (y)

)]
+κ∆µν

± (V (y))∂±yν ∓ κΘµν
1±(V (y))β∓ν (V (y)). (6.10)

Recalling the definitions (A.9), (A.8) and (B.6) the last two terms cancel out and one

obtains

∂±z
µ ∼= −κΘµν

±
(
V (y)

)[
∂±yν ± 2β∓ν

(
V (y)

)]
, (6.11)

which is just (6.1). The equivalent conclusion that (6.3) and (6.7) are inverse to each other,

follows from (A.16).

Let us finally show, that using the T-dual coordinate transformation laws one can

confirm that the equations of motion and the Bianchi identities of the original and T-dual

theory interchange. Applying the transformation law (6.7) to the identity

∂+∂−yµ − ∂−∂+yµ = 0, (6.12)

we obtain

∂+∂−z
µ + (�Π+ − �Π−)−1µν

(
∂ρ
�Π+νσ − ∂σ�Π−νρ

)
∂+z

ρ∂−z
σ = 0. (6.13)

Using the explicit form of the composition �Π±µν , given by (A.15), expression (A.19) and

the value of the Christoffel symbol (2.13), we obtain

(�Π+ − �Π−)−1µν
(
∂ρ
�Π+νσ − ∂σ�Π−νρ

)
= −Bµ

ρσ + Γµρσ. (6.14)

So, (6.13) is the initial equation of motion (2.6).

The equation of motion of the T-dual theory (4.10) is

∂+

[(�Θ− + ∆−
)µν(

V (y)
)
∂−yν

]
− ∂−

[(�Θ+ + ∆+

)µν(
V (y)

)
∂+yν

]
= 0. (6.15)

Using the T-dual coordinate transformation law (6.7) (with zµ = xµ) and (6.2), we obtain

∂+

[(�Θ− + ∆−
)µν(

x
)�Π+νρ(x)∂−x

ρ
]
− ∂−

[(�Θ+ + ∆+

)µν(
x
)�Π−νρ(x)∂+x

ρ
]

= 0, (6.16)

which with a help of (A.16) is just the identity

∂+∂−x
µ − ∂−∂+x

µ = 0. (6.17)

7 Original and dual geometries

Let us discuss what the geometry of the T-dual theory looks like and compare it with the

geometry of the original theory. To simplify discussion we will put the constant part of the

original Kalb-Ramond field, bµν , to zero. In fact it appears in front of a topological term

and can contribute only in the quantum theory.
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Let us first note the substantial difference between our T-dual theories and the standard

σ-formulations of string theories. In our approach argument of the background fields is

expression V µ, which is a line integral of the T-dual coordinate derivatives. For bµν = 0

it essentially depends on a double coordinate ỹµ ≡
∫
P dξ

αεβα∂βyµ, eq. (4.4), which makes

the T-dual theory non-geometric. In some particular examples such theories are known as

the theories with R-flux. For these theories, the equations of motion are not necessarily

equal to the standardly derived space-time equations of motion for the background fields

depending just on the coordinate xµ or yµ. Although we do not expect that all relations

between background fields of the original and T-dual theories in our approach will coincide

with those in the literature, we are going to compare them.

Let us first make a simple qualitative analysis. In the approximation of the first order

it is easy to see, without calculation, that the T-dual space-time equations of motion are

satisfied. In fact both dual metric ?Gµν and dual Kalb-Ramond field ?Bµν are linear in

coordinates with infinitesimal coefficients. Consequently, the dual Christoffel ?Γνρµ and

the dual field strength ?Bµνρ are constant and infinitesimal. So, both dual space-time

equations, for the metric and for the Kalb-Ramond field, are equal to the second order

infinitesimals which are neglected, meaning they are satisfied. In our case of the second

order approximation, a similar analysis shows that both Riemann tensor and square of

the Kalb-Ramond field are constant and the second order infinitesimals in both initial and

T-dual theories.

In this section we are going to discuss the following issues: the geometries and the

space-time equations of motion of the initial and T-dual theories as well as the integrability

conditions of ref. [28].

7.1 Geometry of the original theory

For the original theory we take

Gµν(x) = gµν + 3h2
µν(x) , Bµν(x) = hµν(x) , (7.1)

so that the corresponding Christoffel symbols are linear in coordinate and infinitesimals of

the second order while the Kalb-Ramond field strength is a constant infinitesimal of the

first order

Γµνρ = −Bµ
νσh

σ
ρ −Bµ

ρσh
σ
ν , Hµνρ = Bµνρ . (7.2)

Therefore, the Riemann tensor is a constant infinitesimal of the second order

Rρσµν =
2

3
B ε
µν B

ρ
ε σ +

1

3
(Bρ

µεB
ε
σν −B ε

σµ B
ρ
ε ν), (7.3)

which produces the constant second order infinitesimal Ricci tensor

Rµν = BµρσB
ρσ
ν . (7.4)

Note that the covariant derivative of the field strength is equal to the ordinary derivative

DµH
µ
ρσ = ∂µH

µ
ρσ. This is the consequence of the fact that the Christoffel symbols are

– 12 –



J
H
E
P
1
1
(
2
0
1
5
)
1
1
9

infinitesimals of the second order and the terms ΓH are infinitesimals of the third order

which should be neglect in our case. When Hµ
ρσ is constant one has DµH

µ
ρσ = 0.

Therefore, the space-time equations of motion can be written in the form

Sµν = 0 , DµH
µ
ρσ = 0 , (7.5)

where for future benefits, following ref. [28], we introduced the tensors

Sρσµν = Rρσµν −
2

3
B ε
µν B

ρ
ε σ −

1

3
(Bρ

µεB
ε
σν −B ε

σµ B
ρ
ε ν) , (7.6)

and

Sµν = Sρµρν . (7.7)

Note that the coefficients in front of the squares of field strength differ from that in ref. [28],

because of a different notation. In both articles they are adjusted in such a way that Sµν = 0

is the space-time equation of motion.

7.2 Geometry of the T-dual theory

The background fields of the T-dual theory are

?Gµν = (g−1)µν , ?Bµν(V ) = −(g−1hg−1)µν(V ) , (7.8)

where

V µ = (g−1)µν ỹν . (7.9)

In comparison to the original theory, the term h2 of the metric tensor is missing and the

background fields depend on V µ instead of xµ.

The dual metric is constant and therefore the dual Christoffel symbol, dual Riemann

and Ricci tensors are zero. But, the dual Kalb-Ramond field strength is constant infinites-

imal of the first order ?Hµνρ = −Bµνρ. As we explained in the beginning of this section the

T-dual fields do not satisfy the standard space-time equations of motion because the space

is nongeometric and the background fields depend on the dual coordinate ỹ. The T-dual

space-time equations of motion are

?Rµν = 0 , ?Dµ?Hµ
ρσ = 0 , (7.10)

where again dual covariant derivative is equal to the ordinary derivative. It is interesting to

note that although the initial theory is curved, the corresponding T-dual is flat. It seems

that at least in the second order the T-duality acts as a parallelizable transformation. This

assumption should be checked in the higher orders of approximations.

7.3 Relation with ref. [28]

Although, as we explained, we should not expect for our background to satisfy the pseudo-

duality conditions of ref. [28], we are going to discuss the relation with this article. Let us
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first note that β±µ functions, introduced in the generalized T-dualization procedure, origi-

nate from the fact that T-dual background fields do not depend on the coordinate yµ but

on its dual V µ = (g−1)µν ỹν . So, in order to compare our relations with the conditions

derived in the literature we will omit the term β−µ Θµν
− β

+
ν . Then, the T-dual metric tensor

acquires the quadratic term and the Kalb-Ramond field is unchanged

?Gµν = (g−1)µν + (h2)µν(V ) , ?Bµν(V ) = −(g−1hg−1)µν(V ) . (7.11)

Secondly, one can note that the pseudoduality relation in ref. [28], which is the starting

point in that paper corresponds to the relation (6.7) in this paper. Taking bµν = 0 the

relation (6.7) reduces to

∂±yµ ∼= ∓(g ∓ 3h+ 6h2)µν(x)∂±x
ν ≡ ±T±∂±xν , (7.12)

where T± is the notation from the article [28] where only the case T+ = T− was treated.

Obviously, the T-dual coordinate transformation laws differ at least by the term 3h.

The Christoffel symbol and the Kalb-Ramond field strength for the background

fields (7.11) are

?Γνρµ = −1

3

(
B ν
µ σh

σρ +B ρ
µ σh

σν
)
, ?Hµνρ = −Bµνρ. (7.13)

The Riemann tensor is

?Rµσνρ = −2

9
B µ
ρ εB

ενσ − 1

9
B ν
ρ εB

εµσ +
1

9
B σ
ρ εB

εµν , (7.14)

and the Ricci tensor equals

?Rµν =
1

3
BµερB ν

ερ . (7.15)

Note that the Christoffel symbols, Riemann and Ricci tensors are one third of the

corresponding variables of the original theory. The same as in the original theory, the

Christoffel symbols are infinitesimals of the second order and the covariant derivative of

the field strength is equal to the ordinary derivative ?Dµ?Hµρσ = ∂µ?Hµρσ. Because the

tensor ?Hµρσ is constant the right hand side is zero.

The dual space-time equations of motion can be written as

?Sµν = 0 , ?Dµ?Hµ
ρσ = 0 , (7.16)

where we define dual tensors ?Sρ
σµν with additional coefficient 1

3 in the last three terms in

comparison to the tensor Sρσµν

?Sρ
σµν = ?Rρ

σµν − 2

9
Bµν

εB
ε σ
ρ −

1

9
(B µε

ρ B σν
ε −Bσµ

εB
ε ν
ρ ) , (7.17)

and as usual

?Sµν = ?Sρ
µρν . (7.18)
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The pseudoduality conditions of the ref. [28], in our notation read as follows

?Sρσµν = −Sρσµν , ?Dµ
?Hµ

ρσ = −DµH
µ
ρσ . (7.19)

Note that because both equations are infinitesimal we can raise and lower indices with

the constant part of the metric. Both pseudoduality conditions are fulfilled because all

terms are separately equal to zero. The second relation is valid without derivatives as well
?Hµ

ρσ = −Hµ
ρσ.

8 Conclusion

In this paper, we presented the T-dualization procedure applicable to string backgrounds

with nontrivial Ricci tensor and without isometries. The procedure is the generalization

of the one given in paper [18], for a weakly curved background. It was applied to a

string moving in the weakly curved background of the second order, composed of a linearly

coordinate dependent Kalb-Ramond field with an infinitesimal strength and a metric with

an infinitesimal of the second order quadratic in coordinate term.

The generalized Buscher procedure was not applicable to the second order weakly

curved background, because the action does not possess a global symmetry. If there is no

global symmetry, there is no corresponding gauge symmetry, which is the crucial ingredient

of the T-dualization procedure. However, it is possible to construct an auxiliary action,

which plays the role of the gauge fixed action. The auxiliary action is constructed from

the initial action, substituting the derivatives of the coordinates by some auxiliary fields,

and the background fields argument by a line integral of these auxiliary fields. This action

reduces to the initial action and to the T-daul action on its equations of motion. So, there

is a full analogy between the T-dualization procedures for backgrounds with and without

a global symmetry. The only difference is in fact the interpretation of the auxiliary fields

which are understood as the gauge fields in the case of a background with symmetry.

The realization of the new generalized Buscher procedure is more complicated. The

main problem is to solve the equations of motion, obtained varying the auxiliary action

with respect to the auxiliary fields, in terms of the Lagrange multipliers. To solve them, one

should iteratively calculate the argument of the background fields and the beta functions

defined in appendices B and C. It turns out that the argument of the dual background fields

has a more complicated form then in the weakly curved background of the first order. This

argument represents the complicated structure of the dual geometry. In the first order the

argument is given in terms of the dual coordinate yµ and its double ỹµ. In the second order

the argument is given in terms of the dual coordinate, its double and an additional form

M±µν(y) ≡ 1
2

∫
dξ±

(
y

(0)
±µ∂±y

(0)
±ν − y

(0)
±ν∂±y

(0)
±µ

)
, which can be interpreted as the left and the

right “angular momentum”.

Applying the T-dualization procedure to all the coordinates of the initial theory, the

theory transforms to a T-dual theory. The initial background which is curved and geometric

transforms to a non geometric curved background

Π+µν(x)→ ?Πµν
+ (y) =

κ

2
†Θµν
−
(
V (y)

)
,
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where Θµν
− is defined in (4.11). Consequently the T-dual theory can not be directly com-

pared with the standard theories, where the background fields depend on the ordinary

coordinates. The T-dual Riemann tensor is zero, which means that T-dual background is

flat. It would be interesting to check whether T-duality in the higher orders can make the

target space parallelizable. Although the T-dual background is flat, certain adjustments

can be made in order for our approximation to satisfy the relations analogue to the general

relations of ref. [28].

Applying the procedure to all the dual coordinates, T-dual theory transforms to the

initial theory. Comparing the solutions for the auxiliary fields we obtain the T-dual coor-

dinate transformation laws, connecting initial and dual coordinates, which are inverse to

each other. Using these laws one confirms that the equations of motion and the Bianchi

identity of one theory transform to the Bianchi identity and the equations of motion of

the other theory. Because these laws have obtained the second order correction, they will

enable further investigation of the non-commutativity properties of the spaces connected

by T-duality. Furthermore, the laws are the basis for a double formulation [29–32] where

T-duality is interpreted as an exchange of the initial and dual coordinates.

So, we showed that the T-dualization of the theory with a non-trivial Ricci tensor and

without global symmetry is possible, and that it does not break the standard features of

T-duality. The non geometric structure of T-dual theory is much richer than in the cases

previously analyzed and may be a subject of further investigations.

A The expansion of the background fields

All the expressions will be divided into its zeroth, first and second order values, for example

Gµν = G0µν +G1µν +G2µν . By

G(1)
µν = G0µν +G1µν , (A.1)

we mark the value up to the first order. The inverse of Gµν is given by

(G−1)µν = (G−1)µν0 −
[
(G−1)0

(
G1 +G2 −G1(G−1)0G1

)
(G−1)0

]µν
(A.2)

• Original background fields

G0µν = gµν , B0µν = bµν , Π0±µν = bµν ±
1

2
gµν ,

G1µν = 0, B1µν = hµν , Π1±µν = hµν ,

G2µν = 3h2
µν , B2µν = 0, Π2±µν = ±3

2
h2
µν . (A.3)

• Inverse of a metric (G−1)µν

(G−1)µν0 = (g−1)µν ,

(G−1)µν1 = 0,

(G−1)µν2 = −3(g−1h2g−1)µν . (A.4)
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• Effective metric (GE)µν = Gµν − 4(BG−1B)µν

(GE0)µν = gµν − 4b2µν = (gE)µν ,

(GE1)µν = −4(bh+ hb)µν ,

(GE2)µν = −h2
µν + 12(bh2b)µν . (A.5)

• Effective metric inverse

(G−1
E )µν0 = (g−1

E )µν ,

(G−1
E )µν1 = 4

[
g−1
E

(
bh+ hb

)
g−1
E

]µν
= −2κ(θ0hg

−1
E + g−1

E hθ0)µν ,

(G−1
E )µν2 = −

[
g−1
E

(
− h2 + 12bh2b− 16(bh+ hb)g−1

E (bh+ hb)
)
g−1
E

]µν
= −3(g−1

E h2g−1
E )µν + 6κ2(θ0h

2θ0)µν + 4(g−1
E hg−1

E hg−1
E )µν

+4κ2(θ0hg
−1
E hθ0 + θ0hg

−1
E hθ0 + g−1

E hθ0hθ0)µν . (A.6)

• Parameter of noncommutativity θµν = − 2
κ(G−1

E BG−1)µν

θµν0 = −2

κ
(g−1
E bg−1)µν ,

θµν1 = −2

κ
(g−1
E (h+ 4bhb)g−1

E )µν = −2

κ
(g−1
E hg−1

E + κ2θ0hθ0)µν ,

θµν2 = −3(θ0h
2g−1
E + g−1

E h2θ0)µν + 4κ2(θ0hθ0hθ0)µν

+4(θ0hg
−1
E hg−1

E + g−1
E hθ0hg

−1
E + g−1

E hg−1
E hθ0)µν . (A.7)

• Theta function Θµν
± = − 2

κ(G−1
E Π±G

−1)µν = θµν ∓ 1
κ(G−1

E )µν

Θµν
0± = θµν0 ∓

1

κ
(g−1
E )µν ,

Θµν
1± = −2κ

[
Θ0±hΘ0±

]µν
,

Θµν
2± = Θµρ

0±

[
± 3κh2 + 4κ2hΘ0±h

]
ρσ

Θσν
0±

= ±3κΘµρ
0±h

2
ρσΘσν

0± + 4∆µν
± . (A.8)

• The second order contribution ∂+yµ ∆µν
−
(
V0(y)

)
∂−yν ≡ −4β−1µ

(
V0(y)

)
Θµν

0−β
+
1ν

(
V0(y)

)
∆µν
± =

κ

2
Θµρ

1±Π0∓ρσΘσν
1± = κ2

(
Θ0±hΘ0±hΘ0±

)µν
. (A.9)

• Dual background fields composition †Θµν
± = Θµν

± −∆µν
±

†Θµν
0± = Θµν

0± ,
†Θµν

1± = Θµν
1± ,

†Θµν
2± = 3κ2

[
Θ0±h

(
θ0 ±

1

κ
(g−1 − g−1

E )

)
hΘ0±

]µν
. (A.10)
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• Dual background fields composition †Π±µν = Π±µν + 2κΠ±µρ∆
ρσ
∓ Π±σν

†Π0±µν = Π0±µν ,
†Π1±µν = Π1±µν ,

†Π2±µν = Π2±µν +
κ

2
hµρΘ

ρσ
0∓hσν . (A.11)

The last two compositions are inverse to each other

†Π±µν
†Θνρ
∓ =

1

2κ
δρµ. (A.12)

• Functions �F±

�F± ≡
2∑

n=0

(
1 +

n

2

)
Fn±, (A.13)

�Θµν
± ≡ Θµν

0± +
3

2
Θµν

1± + 2Θµν
2±, (A.14)

�Π±µν ≡ Π0±µν +
3

2
Π1±µν + 2Π2±µν . (A.15)

• Inverses of functions �Θµν
± and �Π±µν

(�Π±µν + 2κΠ0±µρ∆
ρσ
∓ Π0±σν) �Θνρ

∓ =
1

2κ
δρµ,

�Π±µν( �Θνρ
∓ + ∆νρ

∓ ) =
1

2κ
δρµ. (A.16)

In the first order one has
�Π

(1)
±µν
�Θ

(1)νρ
∓ =

1

2κ
δρµ. (A.17)

• Difference
�Π+µν − �Π−µν = gµν + 6h2

µν , (A.18)

and its inverse

(�Π+µν − �Π−µν)−1 = (g−1)µν − 6(h2)µν . (A.19)

B Beta function β±
µ

Let us calculate the beta functions defined in (3.7), for the action (3.1). The variation of

the action over the background fields argument is

δV Saux = κ

∫
d2ξ

[
εαβ∂ρBµν +

1

2
ηαβ∂ρGµν

]
∂αV

µ∂βV
νδV ρ. (B.1)

Partially integrating, using the zeroth order equation of motion ηαβ∂α∂βV
µ = 0 in a

quadratic in Bµνρ terms, we obtain

δV Saux = −κ
∫
d2ξ

[(
εαβ∂ρBµν +

1

2
ηαβ∂ρGµν

)
V µ∂βV

νδvρα

+
1

2
ηαβ∂α∂ρGµνV

µ∂βV
νδV ρ

]
. (B.2)
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Using the explicit value of the initial metric the second term can be rewritten as

1

2
ηαβ∂α∂ρGµνV

µ∂βV
νδV ρ =

1

2
ηαβ∂αG2µρ(V )∂βV

µδV ρ =
1

2
ηαβ∂α

(
G2µρ(V )∂βV

µ

)
δV ρ,

(B.3)

and therefore

δV Saux = −κ
∫
d2ξ

[(
εαβ∂ρBµν +

1

2
ηαβ∂ρGµν

)
V µ∂βV

νδvρα −
1

2
ηαβG2µρ(V )∂βV

µδvρα

]
.

(B.4)

So, the beta functions, defined by (3.7), are

βαρ = εαβ∂ρBµνV
µ∂βV

ν +
1

2
ηαβ
(
∂ρGµν(V )V µ −G2νρ(V )

)
∂βV

ν

= −
(
εαβhµν(V ) + 3ηαβh2

µν(V )
)
∂βV

ν , (B.5)

and in the light-cone coordinates they become

β±ρ (V ) =
1

2

(
β0
ρ ± β1

ρ

)
=

1

2

(
∓ hρν(V )− 3h2

ρν(V )
)
∂∓V

ν . (B.6)

C Dual beta function ?β±µ

In this section we will find the beta functions for the dual theory auxiliary action (5.1)

?Saux =
κ2

2

∫
d2ξ

[
u+µ

†Θµν
−
(
V (U)

)
u−ν +

1

κ
(u+µ∂−z

µ − u−µ∂+z
µ)

]
. (C.1)

We define them as usual by

δV
?Saux =

κ2

2

∫
d2ξ u+µ ∂ρ

†Θµν
−
(
V (U)

)
u−ν δV

ρ(U)

= −κ
2

2

∫
d2ξ

[
?β+µδu+µ +? β−µδu−µ

]
. (C.2)

Multiplying the equation (4.7) by �Π
(1)
∓µν , defined by (A.15) (the inverse of �Θ

(1)µν
± ,

see (A.17)), one obtains the auxiliary fields u±µ in terms of the auxiliary fields vµ±

u
(1)
±µ = −2�Π

(1)
∓µν(V (U))v

(1)µ
± (U). (C.3)

Substituting these expressions to the first expression in (C.2) we obtain

δV
?Saux = −2κ2

∫
d2ξ ∂+V

µFµν,ρ(V (U))∂−V
νδV ρ(U), (C.4)

with the background field composition Fµν,ρ defined by

Fµν,ρ ≡
(
�Π+ ∂ρ

†Θ−
�Π+

)
µν

= − 1

2κ
∂ρ

[
h+

3

2
h
(
κΘ0− + g−1

)
h

]
µν

, (C.5)
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where the second expression is obtained using (A.15) and (A.10). Partially integrating

in (C.4) we obtain

δV
?Saux = κ2

∫
d2ξ

{[
V µ∂+Fµν,ρ(V )∂−V

ν + ∂+V
µ∂−Fµν,ρ(V )V ν

]
δV ρ(U)

+V µFµν,ρ(V )∂−V
νδvρ+(U) + ∂+V

µFµν,ρ(V )V νδvρ−(U)
}
. (C.6)

The term Fµν,ρ(V )
(
V µ∂+∂−V

ν + ∂+∂−V
µV ν

)
δV ρ is absent, because, the antisymmetric

in first two indices part of Fµν,ρ gives zero, while its symmetric part is of the second

order and therefore the whole expression vanishes on the zeroth order equation of motion

∂+∂−V
µ = 0.

Taking the variation of (4.7), using (A.14), one obtains

δvµ±(U) = −κ�Θ(1)µν
± (V (U))δu±ν + δv?µ± (U), (C.7)

δv?µ± (U) = −3κ

2
∂ρΘ

µν
1±u0±νδV

ρ
0 (U0). (C.8)

Using (A.8) and (4.2) one observes that

δv?µ± (U) = −3κΘµν
0±∂ρhνσ∂±V

σδV ρ. (C.9)

Let us calculate the contribution from δv?µ± (U) terms. Because these terms are of the

first order it is enough to use the first order value of Fµν,ρ, defined by (C.5). One obtains

δV
?Saux = κ2

∫
d2ξ

(
V µFµν,ρ(V )∂−V

νδv?ρ+ (U) + ∂+V
µFµν,ρ(V )V νδv?ρ− (U)

)
= −3κ2

2

∫
d2ξ ∂+V

µ∂ρ(hΘ0−h)µν(V )∂−V
νδV ρ. (C.10)

Partially integrating we obtain

δV
?Saux =

3κ2

4

∫
d2ξ

[(
V µ∂+∂ρ(hΘ0−h)µν(V )∂−V

ν

+∂+V
µ∂−∂ρ(hΘ0−h)µν(V )V ν

)
δV ρ

+V µ∂ρ(hΘ0−h)µν(V )∂−V
νδvρ+ + ∂+V

µ∂ρ(hΘ0−h)µν(V )V νδvρ−

]
, (C.11)

where we again used the zeroth order equation of motion ∂+∂−V
µ = 0. Finally, substitut-

ing (C.7) and (C.5) into (C.6), using (C.11), and noting that ∂±∂ρhµν = 0, the variation

of the auxiliary action becomes

δV
?Saux = κ2

∫
d2ξ

{[
− 3

4κ
V µ∂+∂ρh

2
µν(V )∂−V

ν − 3

4κ
∂+V

µ∂−∂ρh
2
µν(V )V ν

]
δV ρ(U)

− 1

2κ
V µ∂ρ

(
h+

3

2
h2

)
µν

(V )∂−V
ν(−κ)�Θ

(1)ρσ
+ (V )δu+σ

− 1

2κ
∂+V

µ∂ρ

(
h+

3

2
h2

)
µν

(V )V ν(−κ)�Θ
(1)ρσ
− (V )δu−σ

}
. (C.12)
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The first two terms can be rewritten as

V µ∂+∂ρh
2
µν∂−V

ν + ∂+V
µ∂−∂ρh

2
µνV

ν = ∂+V
µ∂−h

2
µρ + ∂−V

µ∂+h
2
µρ

= ∂−

(
∂+V

µh2
µρ

)
+ ∂+

(
∂−V

µh2
µρ

)
. (C.13)

Partially integrating, using (C.7), we obtain

δV
?Saux = −κ

2

2

∫
d2ξ

{
δu−µ

�Θ
(1)µν
+ (V )(h− 3h2)νρ(V )∂+V

ρ

+δu+µ
�Θ

(1)µν
− (V )(−h− 3h2)νρ(V )∂−V

ρ
}
. (C.14)

Finally, recalling (B.6) we obtain the dual beta functions

?β±µ(V (U)) = 2 �Θ
(1)µν
∓ (V (U))β±ν (V (U)). (C.15)
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[31] B. Sazdović, T-duality as coordinates permutation in double space for weakly curved

background, JHEP 08 (2015) 055 [arXiv:1503.05580] [INSPIRE].
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Abstract We consider a theory of an open string moving in
a weakly curved background, composed of a constant met-
ric and a linearly coordinate dependent Kalb–Ramond field
with an infinitesimal field strength. We find its T-dual using
the generalized Buscher procedure developed for the closed
string moving in a weakly curved background, and the fact
that solving the boundary conditions, the open string the-
ory transforms to the effective closed string theory. So, T-
dualizing the effective theory along all effective directions
we obtain its T-dual theory and resume the open string the-
ory which has such an effective theory. In this way we obtain
the open string theory T-dual.

1 Introduction

T-duality (reviewed in [1,2]) is a symmetry of a string spec-
trum, exchanging the momentum and the winding numbers,
a symmetry which was not encountered in any point parti-
cle theory [1–4], a symmetry which is therefore naturally
assumed to be connected with the fact that the strings unlike
the point particles can wrap around compactified dimensions
[5–7]. T-duality is a symmetry which connects string theories
which are physically equivalent but describe strings which
move in space-times with different geometries of the com-
pactified dimensions. The theory with one dimension com-
pactified on a circle of radius R is by T-duality physically
equivalent to the theory with one dimension compactified on
a circle of radius l2s /R, where ls is the fundamental string
length scale.

The existence of T-duality initiated the search for the T-
dualization procedure, the set of rules which give a prescrip-
tion for determining all string theories T-dual to the given
theory. The problem was solved for some particular back-
grounds. The first investigations addressing the problem were
done for a string sigma model describing a string moving in a

a e-mail: ljubica@ipb.ac.rs

background containing a metric Gμν , an antisymmetric field
Bμν and a dilaton field �, and it was required that the metric
admits at least one abelian isometry which leaves the action
invariant. The investigation resulted in the Buscher proce-
dure [8–10]. This procedure offers the prescription, founded
in localizing the global isometry. The main object of the pro-
cedure is a gauge invariant action, which carries the informa-
tion on both the initial theory and the T-dual theory, so that
both of these theories can be obtained from the qauge invari-
ant action for one of the two of its equations of motion. The
procedure is applicable to the constant background and the
coordinate dependent backgrounds, but only along directions
which do not appear as the background field’s arguments.

It was found that in a T-dualization of a background
along the isometry direction one mixes the background fields
Gμν and Bμν , which explains how T-duality relates back-
grounds with different geometrical and topological proper-
ties. The search for the equivalent string backgrounds goes
beyond the Buscher procedure. If one considers a string
sigma model as a theory of maps from two-dimensional
space to a manifold M , the geometrical string background are
obtained if the transition functions in the overlapping coordi-
nate patches are diffeomorphisms and gauge transformations.
If T-duality is included into transition functions one obtains
non-geometrical string backgrounds [11]. Even more non-
geometrical backgrounds are known to exist [12], which in
some cases arise from the consistent string backgrounds per-
forming generalized T-dualities in non-isometry directions.

T-dualization procedures were developed for the closed
strings and then extended to the open string case. T-duality
of an open string differs from the closed string T-duality,
due to a simple fact that the open string does not have a
winding number. Its ends move on the Dirichlet branes and
can simply unwind [13]. It was shown in [14] that Dirich-
let branes have a significant role in string duality. The open
string T-duality along the isometry directions was investi-
gated using the standard Buscher procedure [15], canoni-
cal transformations [15,16], the functional integral approach
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[16], and using new formalisms for nonabelian isometry
[16–18]. T-duality relates open strings to Dirichlet branes,
which is a limiting case of duality between pairs of Dirichlet
branes [19]. Poisson–Lie T-duality enabled the investigation
of backgrounds without isometries.

References [20–22] offered the generalized Buscher T-
dualization procedure, which is applicable along an arbi-
trary coordinate regardless of whether this coordinate appears
as an argument of the background fields or not. The main
difference between the standard and the generalized pro-
cedure is that, in the generalized procedure, in addition
to the introduction of the gauge fields and the covariant
derivatives one should also introduce an invariant argu-
ment which is defined as a line integral of the covariant
derivatives of the original argument. The generalized pro-
cedure was realized for the closed string moving in a curved
background with an infinitesimal coordinate dependence,
named the weakly curved background [20]. A more general
procedure was defined in [21] for a weakly curved back-
ground of the second order, which does not possess the
global isometry. In this paper, we will use the first version
of the generalized T-dualization procedure to address the
T-duality of an open string moving in the weakly curved
background.

The investigation of an open bosonic string moving in a
weakly curved background, presented in Refs. [23–25], ded-
icated to solving the boundary conditions, showed that the
effective theory obtained for the solution of the boundary
conditions is in fact a closed string theory. The boundary
conditions were treated by Dirac method in [23,24]. Ref-
erence [25] included a close examination of the parity of
the boundary conditions, equations of motion and the con-
sistency conditions. The two approaches lead to equivalent
solutions. The effective theory, obtained for the solution, is
defined on the doubled target space, which consists of a sym-
metric and an antisymmetric variables (qμ, q̃μ), with the first
variable being the even part of the initial coordinate and the
second variable being the double of the first variable. The
effective metric depends on the effective coordinateqμ, while
the effective Kalb–Ramond field depends on a double vari-
able q̃μ.

In this paper, we will apply the generalized Buscher pro-
cedure [20–22], developed for the closed string moving in
the weakly curved background, to the effective closed string
theory, obtained for the solution of the open string boundary
conditions, along all effective coordinates. We will obtain its
T-dual theory. We will show that T-dualization of the obtained
theory along all dual coordinates leads to the initial theory.
Our main goal is to find the open string T-dual. So, we shall
assume that the obtained T-dual theory is an effective the-
ory of some open string theory. We search for the explicit
form of this theory. Demanding that the effective theory of
the unknown theory is exactly the T-dual theory, we obtain

a T-dual of the initial open string theory. The obtained the-
ory is defined in the geometrical space, on the contrary to
the closed string case, where the T-dualization led to a T-
dual theory defined on the non-geometrical double space.
The relations between the initial background and its T-dual
differ from those in the closed string case.

2 Open string theory in a weakly curved background

Let us consider an open bosonic string moving in a back-
ground defined by a metric tensor Gμν , an antisymmetric
Kalb–Ramond field Bμν , and a dilaton field �, described by
the action [3,4]

S[x] = κ

∫
�

d2ξ
√−g

[(
1

2
gαβGμν(x) + εαβ

√−g
Bμν(x)

)

× ∂αx
μ∂βx

ν + 1

4πκ
�(x)R(2)

]
, (1)

where the integration goes over a two-dimensional world-
sheet � parametrized by ξα (ξ0 = τ, ξ1 = σ ), gαβ is the
intrinsic world-sheet metric, R(2) corresponding 2-dimensi-
onal scalar curvature, xμ(ξ), μ = 0, 1, . . . , D − 1 are the
coordinates of the D-dimensional space-time, κ = 1

2πα′ with
α′ being the Regge slope parameter and ε01 = −1. We will
also use the notation ẋ = ∂x

∂τ
, x ′ = ∂x

∂σ
. In order to have

a conformal invariance on a quantum level the background
fields Gμν, Bμν, and � have to obey the following space-
time equations of motion (given in the lowest order in the
slope parameter α′):

Rμν − 1

4
Bμρσ B

ρσ
ν + 2Dμ∂ν� = 0,

DρB
ρ
μν − 2∂ρ�Bρ

μν = 0,

4(∂�)2 − 4Dμ∂μ� + BμνρBμνρ

12
−R + 4πκ

D − 26

3
= 0,

(2)

where Bμνρ = ∂μBνρ + ∂νBρμ + ∂ρBμν is the field strength
of the field Bμν , and Rμν and Dμ are the Ricci tensor and the
covariant derivative with respect to the space-time metric. We
will consider the open string moving in the weakly curved
background [26–29], defined by

Gμν = const,

Bμν(x) = bμν + hμν(x), hμν(x) = 1

3
Bμνρx

ρ, (3)

� = const,

where the quantities bμν and Bμνρ are constant. For such a
background the equations of motion (2) reduce to
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Rμν − 1

4
Bμρσ B

ρσ
ν = 0 ,

DρB
ρ
μν = 0, (4)

1

12
BμνρB

μνρ − R + 4πκ
D − 26

3
= 0.

The weakly curved background is the solution of these equa-
tions for D = 26, if the quadratic terms in Bμνρ can be
neglected. So, we choose Bμνρ infinitesimal and work in the
linear order in Bμνρ .

The action (1) for the string moving in the weakly curved
background (3) can be written as

S[x] = κ

∫
�

d2ξ ∂+xμ�+μν(x)∂−xν, (5)

where the light-cone coordinates and their derivatives are
ξ± = 1

2 (τ ±σ), ∂± = ∂τ ±∂σ , and �±μν is a combination
of the background fields, defined by

�±μν(x) = Bμν(x) ± 1

2
Gμν. (6)

There is a direction of research in differential geometry in
which the above theory is interpreted as a theory of maps xμ

from the two-dimensional space � to a manifold M with met-
ricG and a closed 3-form H [30]. For a geometric string back-
ground, the background fields in overlaps of the coordinate
patches are related by diffeomorphisms and gauge transfor-
mations. The local choices fit together to form a space-time
manifold.

The minimal action principle for the open string, described
by (5), gives the equation of motion

∂+∂−xμ − Bμ
νρ∂+xν∂−xρ = 0 (7)

and the boundary conditions on the string endpoints

γ 0
μ

∣∣∣
σ=0,π

= 0, (8)

where

γ 0
μ ≡ δL

δx ′μ = Gμνx
′ν − 2Bμν ẋ

ν

= �+μν∂−xν + �−μν∂+xν . (9)

Solving of these boundary conditions was a subject of
investigation of Refs. [23–25]. In the first two papers, the
boundary conditions were treated as constraints and we
applied the Dirac consistency procedure. We obtained an infi-
nite number of constraints, gathered them into two parameter
dependent constraints, which were solved. We obtained the
form of the initial coordinates satisfying the boundary condi-
tions. In the paper [25], we obtained the analogous result by
examining the parity of the equations of motion, boundary
conditions and the consistency conditions. The solution of
the boundary condition at σ = 0 is

∂±xμ = (G−1)μρ[Gρν − Aρν(q̃) ± 2Bρν(q)]∂±qν, (10)

where

Aρν(q̃) = [h(q̃) − 12bh(q̃)b − 12h(bq̃)b + 12bh(bq̃)]ρν,

qμ is the even part of the initial coordinate,

qμ(σ ) =
∞∑
n=0

σ 2n

(2n)! x
(2n)μ

∣∣∣
σ=0

, (11)

and q̃ is its double, which satisfies

˙̃qμ = q ′μ, q̃ ′μ = q̇μ. (12)

Changing the domain to σ ∈ [−π, π ], one enables the
solution (10) to satisfy the boundary condition at the other
string endpoint as well. For details see [25]. Substituting the
solution (10) to the initial action we obtain the effective the-
ory, given in terms of effective variables (qμ, q̃μ)

Seff = κ

∫
dτ

∫ π

−π

dσ ∂+qμ �eff+μν(q, 2bq̃) ∂−qν, (13)

with an effective background

�eff±μν(q, 2bq̃) ≡ Beff
μν (2bq̃) ± 1

2
Geff

μν(q). (14)

The effective theory is defined on the doubled space (qμ, q̃μ),
with a double coordinate appearing in a solution of the bound-
ary conditions. Usually, the doubled geometry is introduced
in an investigation of T-duality. A coordinate and its double
give an origin to the winding and the momentum number, the
exchange of which by T-duality does not change the physics.
The doubled description [31,32] makes T-duality a manifest
symmetry.

The effective metric and the Kalb–Ramond field in (14)
are explicitly given by

Geff
μν(q) = GE

μν(q) := (G − 4B2(q))μν,

Beff
μν (2bq̃) = −κ

2
(gE�θ(2bq̃)gE )μν, (15)

where �θμν is the infinitesimal part of the non-commutati-
vity parameter

θμν = − 2

κ
[G−1

E BG−1]μν

= θ
μν
0 − 2

κ
[g−1

E (h + 4bhb)g−1
E ]μν, (16)

defined in analogy with the flat space-time non-commutati-
vity parameter introduced in [33]. One can show that θμν is
indeed the non-commutativity parameter by considering the
phase spaces of the initial and the effective theory, as in [23].
The initial phase space consists of the initial coordinates xμ

and the momenta πμ. Solving the boundary conditions one
obtains expressions for xμ and πμ given in terms of the effec-
tive coordinates qμ and the effective momenta pμ (the even
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part of the initial momenta). So, the initial phase space trans-
forms to the effective phase space, whose variables satisfy
the star brackets

�{qμ(σ ), pν(σ̄ )} = 2δμ
ν δS(σ, σ̄ ), (17)

defined in Appendix B of Ref. [23], which are the analogs of
the Dirac brackets of the initial space. As the initial coordi-
nates which solve the boundary conditions depend on both
effective coordinates and the effective momenta, they are
non-commutative. Taking

Xμ(σ ) = xμ(σ ) − xμ
cm, xμ

cm = 1

π

∫ π

0
dσ xμ(σ ), (18)

one finds that the non-commutativity parameter is exactly
θμν , given by (16),

�{Xμ(σ ), Xν(σ̄ )} = θμν[X (σ )]
⎧⎨
⎩

−1 σ, σ̄ = 0,

1 σ, σ̄ = π,

0 otherwise.
(19)

3 T-dualization of the effective theory

In this section we will apply the generalized Buscher T-
dualization procedure, developed in [20–22], to the effective
theory (13) and find its T-dual. In general, the procedure could
be applied along arbitrary set of the effective coordinates. In
this paper, we will investigate only the application along all
effective coordinates. The effective theory is given in terms
of the effective coordinate qμ and its double q̃μ, so the over-
all procedure will look like the T-dualization of the T-dual
of the closed string theory in the weakly curved background,
because the weakly curved background T-dual is also defined
in doubled space, composed of a dual coordinate (Lagrange
multiplier) and its double.

So, let us apply the generalized Buscher T-dualization pro-
cedure to the effective theory (13) along all effective direc-
tions qμ. The first task is to localize the global symmetry
δqμ = λμ = const and find the gauge invariant action. Fol-
lowing the procedure, we substitute the light-cone derivatives
∂±qμ of the effective theory (13) with the covariant deriva-
tives D±qμ, defined by

D±qμ = ∂±qμ + v
μ
±, (20)

where v
μ
± are the gauge fields, which transform as δv

μ
± =

−∂±λμ. We also substitute the argument of the background
fields, with an invariant argument, which is obtained substi-
tuting the effective coordinate qμ and its double q̃μ with an
invariant effective coordinate and its double, defined as a line
integrals of the covariant derivatives of the effective coordi-
nate and its double, with the line integrals taken along the path
P, from the initial point ξα

0 to the point ξα . The last step in
forming the gauge invariant action is adding the Lagrange

multiplier term 1
2 (v

μ
+∂−�μ − v

μ
−∂+�μ), which makes the

introduced gauge fields nonphysical. Fixing the gauge by
qμ(ξ) = qμ(ξ0), we obtain the gauge fixed action, which
reads

Sfix = κ

∫
d2ξ [vμ

+�eff+μν(�V, 2b�Ṽ )vν−

+1

2
(v

μ
+∂−�μ − v

μ
−∂+�μ)], (21)

where �Vμ and �Ṽμ are the following line integrals of the
gauge fields:

�Vμ =
∫
P
(dξ+v

μ
+ + dξ−v

μ
−),

�Ṽμ =
∫
P
(dξ+v

μ
+ − dξ−v

μ
−).

(22)

The next step in the T-dualization procedure is finding
the equations of motion of the gauge fixed action. For the
equation of motion for the Lagrange multiplier the action
will reduce to the initial action, while for the equation for
the gauge fields the action will become the T-dual action.
Varying the action (21), one obtains the following equations
of motion:

∂−v
μ
+ − ∂+v

μ
− = 0 (23)

and

�
e f f
±μν(�V, 2b�Ṽ )vν∓ + 1

2
∂∓�μ = ±β±

μ (V ), (24)

where the beta functions β±
μ (V ) come from the variation over

the background field’s arguments, and they are defined by

δASfix = κ

∫
dξ2

[
εαβ∂ρB

eff
μν (2bδṼ )ρ

+1

2
ηαβ∂ρG

eff
μνδV

ρ

]
∂αV

μ∂βV
ν

= −κ

∫
d2ξ(β+

μ δv
μ
+ + β−

μ δv
μ
−). (25)

Partially integrating, using the fact that ∂αδṼμ = ε
β
αδv

μ
β ,

one obtains the explicit form of the beta functions

β±
μ (V ) =

[
− b σ

μ ∂σ B
eff
νρ + 1

4
∂μG

eff
νρ

]
V ν∂∓V ρ. (26)

Substituting the explicit values of the effective background
fields (15), (A.2), and (16) one obtains
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β±
μ (V ) = −1

3
[b σ

μ Bσνρ + b σ
ν Bσρμ

+b σ
ρ Bσνμ − 4b σ

μ b τ
ν b ε

ρ Bστε]V ν∂∓V ρ. (27)

3.1 Regaining the effective theory

Solving Eq. (23), by

v
μ
± = ∂±qμ, (28)

one obtains Vμ = qμ and Ṽμ = q̃μ. Substituting these
relations to the gauge fixed action (21), one confirms that it
reduces to the effective action (13).

3.2 T-dual theory

To obtain the T-dual action, one should substitute the expres-
sions for the gauge fields to the gauge fixed action. The gauge
fields are obtained, multiplying the equation of motion (24)
by the inverse of �

e f f
±μν , (�

e f f
∓ )μν defined in (A.9),

v
μ
± = −κ(�eff± )μν(�V, 2b�Ṽ )[∂±�ν ± 2β∓

ν (V )]. (29)

The beta functions will not contribute to the T-dual action
because they are infinitesimal and appear within the quadratic
term. So, the T-dual action reads

�S = κ

∫
d2ξ∂+�μ

κ

2
(�eff− )μν(�V (�), 2b�Ṽ (�))∂−�ν.

(30)

Let us calculate the argument of the background fields.
Using the zeroth order of the equations of motion (24) and
(A.5),

�eff
0±μνv

ν
0∓ + 1

2
∂∓�μ = ±1

2
geff
μνv

ν
0∓ + 1

2
∂∓�μ = 0, (31)

and the fact that the open string effective metric (A.2) is the
same in both initial and the effective background (A.4), one
obtains the explicit value of the arguments (22),

Vμ
0 (�) = (g−1

E )μν(Geff , Beff)�̃ν = (g−1
E )μν�̃ν,

Ṽμ
0 (�) = (g−1

E )μν(Geff , Beff)�ν = (g−1
E )μν�ν. (32)

Comparing the forms of the effective action (13) and the
T-dual action (30), we see that they are equal under the fol-
lowing transformations:

∂±qμ → ∂±�μ,

�
e f f
+μν → ��

μν
+ ,

(33)

where the T-dual background is

��
μν
+ (�V, 2b�Ṽ ) := κ

2
(�

e f f
− )μν(�V, 2b�Ṽ ). (34)

Using (A.9), we obtain the T-dual metric �Gμν , which
depends on the first variable �Vμ and the T-dual Kalb–

Ramond field �Bμν , which depends on the second variable
2bμ

ν�Ṽ ν

�Gμν = (G−1
E )μν(�V ),

�Bμν = κ

2
(θe f f )μν(2b�Ṽ ) = κ

2
�θμν(2b�Ṽ ). (35)

We see that the effective metric has transformed to its inverse
and that the Kalb–Ramond field has transformed to the
infinitesimal part of the non-commutativity parameter.

Comparing the actions one could conclude that the relation
between the variables of the effective theory and its T-dual is
simple as in (33). However, the real connection is given by
the T-dual coordinate transformation law, which is obtained
comparing the expressions for the gauge fields (28) and (29),
and it reads

∂±qμ ∼= −κ(�eff± )μν(�V (�), 2b�Ṽ (�))

×[∂±�ν ± 2β∓
ν (V (�))]. (36)

In the zeroth order this law gives

q(0)μ ∼= V (0)μ(�), (37)

which will be useful later on.

4 T-dualization of T-dual theory

Let us now show that the T-dualization of the T-dual the-
ory (30) leads to the initial effective theory (13). Follow-
ing the T-dualization procedure, we localize the global sym-
metry δ�μ = λμ = const. We introduce the gauge fields
u±μ, which transform as δu±μ = −∂±λμ, substitute the
ordinary derivatives ∂±�μ in the T-dual action (30) by the
covariant derivatives D±�μ = ∂±�μ + u±μ, substitute
the coordinate �μ and its double �̃μ in the background
field’s argument by an invariant coordinate �inv

μ = �μ(ξ) −
�μ(ξ0)+�Uμ and its double �̃inv

μ = �̃μ(ξ)− �̃μ(ξ0)+�Ũμ

where �Uμ = ∫
P (dξ+u+μ + dξ−u−μ), and �Ũμ =∫

P (dξ+u+μ − dξ−u−μ), add the Lagrange multiplier ςμ

term, and fix the gauge by �μ(ξ) = �μ(ξ0). In this way, we
obtain the gauge fixed action for the T-dual action (30), which
reads

�S f i x = κ

∫
d2ξ

[
κ

2
(�eff− )μν(�V (�U ), 2b�Ṽ (�U ))

×u+μu−ν + 1

2
(u+μ∂−ςμ − u−μ∂+ςν)

]
. (38)

Varying it over ςμ and u±μ, one obtains the following equa-
tions of motion:

∂+u−μ − ∂−u+μ = 0 (39)
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and

κ

2
(�eff± )μν(�V (�U ), 2b�Ṽ (�U ))u±ν + 1

2
∂±ςμ

= ∓κ(�eff
0±)μνβ∓

ν (V (U )), (40)

where the right hand side is the contribution from the varia-
tion over the background field’s arguments

δA
�S f i x = κ2

2

∫
d2ξ

[
εαβ∂ρ(θeff)μν(2bδṼ (U ))ρ

+ 1

2κ
ηαβ∂ρ((Geff

E )−1)μνδV ρ(U )

]
∂αUμ∂βUν

= −κ

∫
d2ξ [δu+μκ(�eff

0−)μνβ+
ν (V (U ))

+δu−μκ(�eff
0+)μνβ−

ν (V (U ))], (41)

with the beta functions β±
μ given by (26). Multiplying Eq.

(40) by the inverse of (�eff± )μν , �eff∓μν , defined in (14), we
obtain the gauge fields,

u±μ = −2�eff∓μν(�V (�U ), 2b�Ṽ (�U ))∂±ςν

∓2 β∓
μ (V (U )). (42)

The gauge fixed action (38) reduces to its initial theory
(30) for the equation of motion for the Lagrange multiplier
(39) and to the effective theory for the equation of motion for
the gauge fields (42). One can verify that the solution of Eq.
(39) is

u±μ = ∂±�μ, (43)

which implies Vμ(U ) = Vμ(�), and Ṽμ(U ) = Ṽμ(�)

transforms the gauge fixed action (38) to the T-dual action
(30). On the other hand, substituting the gauge fields (42) to
the gauge fixed action (38), using the zeroth order value of
the gauge fields,

u0±μ = −2�eff
0∓μν∂±ςν = ±gEμν∂±ςν, (44)

which implies

U (0)
μ = gEμνς̃

ν, (45)

while V (0)μ(U (0)) = ςμ and Ṽ (0)μ(U (0)) = ς̃μ, one obtains
the effective theory (13), with qμ = ςμ. The results show
that T-dual of the T-dual is the initial theory.

Comparing the expressions for the gauge fields (43) and
(42), we obtain the T-dual coordinate transformation law

∂±�μ
∼= −2�eff∓μν(�V (�U ), 2b�Ṽ (�U ))∂±ςν

∓2 β∓
μ (V (U )), (46)

which is the inverse of the law (36). In the zeroth order this
law gives

�(0)
μ

∼= U (0)
μ (q). (47)

5 Open string T-dual

We started with the open string described by coordinates xμ,
solved the boundary conditions and obtained the effective
string described by the even part of the initial coordinates
qμ, then we T-dualized the effective theory and obtained the
T-dual string described by coordinates �μ (which were orig-
inally the Lagrange multipliers). Now, our goal is to find an
open string theory such that its effective theory, obtained for
the solution of the boundary conditions is exactly the T-dual
theory (30). So, obviously the coordinates of the open T-
dual string should have a lower index yμ, in order for their
even part to be the T-dual coordinate �μ, ones its boundary
conditions are solved. Consequently the open T-dual back-
ground should have upper indices G̃μν , B̃μν . What are the
relations between the open string background and its T-dual,
and the relations between their coordinates will become evi-
dent once the open string T-dual is found, i.e. once the con-
nection between the effective theory of the theory we search
for and the T-dual theory (30) is made.

So, let us find the open string theory

S̃[y] = κ

∫
�

d2ξ ∂+yμ�̃
μν
+ (y)∂−yν, (48)

where �̃
μν
+ = B̃μν ± 1

2 G̃
μν and B̃μν = b̃μν + 1

3 B̃
μνρ yρ ,

such that its effective theory (13),

S̃eff = κ

∫
dτ

∫ π

−π

dσ

×∂+qμ(y)�̃μν
+eff (q(y), 2b̃q̃(y))∂−qν(y), (49)

is the T-dual theory (30). The effective background is com-
posed of the metric (G̃eff)μν = G̃μν

E = (G̃ − 4B̃2)μν and
the Kalb–Ramond field (B̃eff)μν = − κ

2 (g̃E�θ̃ g̃E )μν . The
effective variable is qμ(y), which is the even part of the vari-
able yμ and q̃μ(y) is its double. Let us first make a connection
between the variables of these two theories. We suppose that

qμ(y) = Cμν(g
−1
E )νρ�̃ρ,

q̄μ(y) = Dμν2(G−1bg−1
E )νρ�ρ. (50)

Then ∂±qμ(y) = ±Cμν(g
−1
E )νρ∂±�ρ , so equating the

actions (49) and (30) one obtains the condition for the back-
ground fields

g−1
E CT �̃+eff(q(y), 2b̃q̃(y))Cg−1

E

= −κ

2
�eff− (g−1

E �̃, 2G−1bg−1
E �). (51)

In the zeroth order this condition becomes

g−1
E CT g̃ECg

−1
E = −g−1

E , (52)
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which implies

G̃ = −(CT )−1GC−1,

b̃ = ±(CT )−1bC−1.
(53)

Let us denote the variables of the T-dual theory by

zμ = (g−1
E )μν�̃ν, tμ = 2(G−1bg−1

E )μν�ν. (54)

Using (53) and (50) we can note that

q̄μ(y) = 2(G̃−1b̃) ν
μ q̃ν(y)

= ∓2(CG−1bC−1) ν
μ q̃ν(y) = ∓Cμν t

ν, (55)

on the other hand from (50) it follows that q̄μ(y) = Dμν tν ,
so we conclude that D = ∓C . Therefore, the coordinate that
solves the boundary conditions of the unknown theory (48)
is just

yμ = qμ(y) + q̄μ(y) = Cμν(z
ν ∓ tν)

= Cμν

(
(g−1

E )νρ�̃ρ ± κθ
νρ
0 �ρ). (56)

Now, we can write the first order part of the condition (51)
as

g−1
E CT G̃E1(Cz)Cg−1

E = −(G−1
E )1(z),

g−1
E CT g̃E�θ̃(∓Ct)g̃ECg

−1
E = �θ(t).

(57)

Using the explicit values of the effective open string metric,
its inverse and the non-commutativity parameter (A.2), (A.6),
and (A.8), we obtain

∓[
bCT h̃(Cz)C + CT h̃(Cz)Cb

] = bh(z) + h(z)b,

∓[
CT h̃(Ct)C + 4bCT h̃(Ct)Cb

] = h(t) + 4bh(t)b,
(58)

with the following solution:

h̃(Ct) = ∓(CT )−1h(t)C−1. (59)

Finally, we determine the open string T-dual background. It
reads

G̃ = −(CT )−1GC−1,

B̃(y) = ±(CT )−1(b − h(C−1y))C−1.
(60)

The effective theory (which gives the space-time equations
of motion (2)) for the T-dual background (60) remains the
same. In a constant background, the dual background would
be just (53), choosing the upper solution for b̃ one has

G̃ ± b̃ = −(CT )−1(G ∓ b)C−1, (61)

which choosing C = G ∓ b becomes

G̃ ± b̃ = −(G ± b)−1, (62)

which is in agreement with the standard T-duality relation
(13) of Ref. [34]. The other solution would lead to an equiv-
alent conclusion.

Comparing the initial open string theory (5) and its T-dual
(48) with the background (60), we see that they are equal
under the following transformations:

∂±xμ → ∂±yμ,

G → G̃ = −(CT )−1GC−1,

B(x) = b + h(x) →
B̃(y) = ±(CT )−1(b − h(C−1y))C−1. (63)

Choosing

Cμν = G̃−1
μν , (64)

which is by (60) just Cμν = −Gμν , the T-dual of the open
string in the weakly curved background becomes

G̃μν = −(G−1)μν,

B̃μν(y) = b̃μν + 1

3
B̃μνρ yρ,

(65)

with the constant part of the Kalb–Ramond field equal to

b̃μν = ±(
G−1bG−1)μν (66)

and the field strength of the T-dual Kalb–Ramond field equal
to

B̃μνρ = ±(G−1)μσ (G−1)ντ (G−1)ρεBστε, (67)

and therefore B̃μν(y) = ±(G−1B(G−1y)G−1)μν . In this
case, the transformation of the background fields (63) is just

�±μν(x) → �̃
μν
± (y)

=
{(

G−1
)μρ

�∓ρσ (G−1y)
(
G−1

)σν
,

−(
G−1

)μρ
�±ρσ (G−1y)

(
G−1

)σν
.

(68)

6 Conclusion

In this paper we were looking for a T-dual of an open string
moving in a weakly curved background. The starting the-
ory, S, was a subject of investigation in Refs. [23–25], where
it was shown that, solving the boundary conditions at the
open string endpoints, one obtains the effective closed string
described by the effective closed string theory Seff , defined on
the doubled space (qμ, q̃μ). The T-duals of such a theory can
be determined using the generalized Buscher T-dualization
procedure, which we developed earlier in Refs. [20–22]. In
this paper we applied the T-dualization procedure to the
effective theory Seff along all effective directions qμ. We
obtained the T-dual theory �Seff . Applying the procedure to
the obtained theory along all dual directions �μ, we returned

to the effective theory. So, we proved Seff T←→ �Seff . Finally,
we searched for the open string theory S̃ such that its effective
theory is �Seff exactly. We found the explicit form of S̃.
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The relations between the theories investigated are repre-
sented in the following diagram:

S = κ
∫
�

d2ξ ∂+xμ�+μν(x)∂−xν

T

solving BC−−−−−−→ Seff = κ
∫
�� d2ξ ∂+qμ �eff+μν(q, 2bq̃)∂−qν

T

S̃ = κ
∫
�

d2ξ ∂+yμ�̃
μν
+ (y)∂−yν

solving BC−−−−−−→ �Seff = κ2

2

∫
�� d2ξ ∂+�μ(�eff− )μν(g−1

E �̃, 2bg−1
E �)∂−�ν.

On the left hand side are the open string theories, the orig-
inal theory depending on the original coordinate xμ and its
T-dual depending on the dual coordinate yμ. On the right
hand side are the effective theories of the open string the-
ories, obtained for the solution of the boundary conditions.
These theories are defined on the doubled spaces, which con-
sist of the effective variables which are the even parts of the
coordinates of the theories they originate from and their dou-
bles. The effective theories are T-dual to each other, and their
variables are connected by the T-dual coordinate transfor-
mation laws (36) and (46). The obtained T-dual coordinate
transformation laws, could be used for investigation of the
relations between the geometrical properties of the corre-
sponding spaces. Let us notice that the T-dualization of a
closed string theory [20–22] led to a T-dual theory with the
target space which significantly differs from the initial space.
While the initial theory was defined in the ordinary space the
T-dual was defined in the doubled space. In the open string
case investigated here, the T-dualization does not cause such
a transition. Both the initial theory and its T-dual are defined
on the geometrical space.

The metrics of the above theories are

Gμν = const

T

solving BC−−−−−−→ Geff
μν = GE

μν(q)

T

G̃μν = ˜const
solving BC−−−−−−→ G̃μν

eff = (G−1
E )μν(g−1

E �̃),

and the Kalb–Ramond fields are

Bμν(x) = bμν + 1
3 Bμνρxρ

T

solving BC−−−−−−→ Beff
μν = − κ

2 (gE�θ(2bq̃)gE )μν

T

B̃μν(y) = b̃μν + 1
3 B̃

μνρ yρ
solving BC−−−−−−→ B̃μν

eff = κ
2 θ

μν
eff (2bg−1

E �),

with G̃μν and B̃μν(y) given explicitly by (60).
One can notice that the relation between the initial back-

ground and its T-dual in the open string case differs from that
in the closed string case, as it should be expected. In the closed

string case, the T-duality transforms the constant metric of the
weakly curved background to a coordinate dependent effec-

tive metric inverse, while the linearly coordinate dependent
Kalb–Ramond field is transformed into a coordinate depen-
dent non-commutativity parameter. In the open string case,
the important role in the relation between the T-dual back-
grounds plays a matrix C , which is introduced to define the
connection between the variables of the open string theory
T-dual and the effective theory T-dual. It is found that T-
duality transforms the constant metric of the weakly curved
background to a constant T-dual metric, while the coordi-
nate dependent Kalb–Ramond field transforms again to the
coordinate dependent field, which is in this case of the same
structure as the initial field.

Acknowledgements Research is supported in part by The Ser-
bian Ministry of Education, Science and Technological Develop-
ment (project No. 171031) and by The National Scholarship L’Oreal-
UNESCO ”For Women in Science”.

Open Access This article is distributed under the terms of the Creative
Commons Attribution 4.0 International License (http://creativecomm
ons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit
to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made.
Funded by SCOAP3.

Appendix A: Background fields

The background fields used in the paper will be separated
into their constant and coordinate dependent values.

• The weakly curved background

G0μν = const,

G1μν = 0,

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Eur. Phys. J. C   (2016) 76:660 Page 9 of 9  660 

B0μν = bμν = const,

B1μν(x) = hμν(x) = 1

3
Bμνρx

ρ, Bμνρ = const.

(A.1)

• Effective metric Geff
μν(G, B) = (GE )μν(G, B) = Gμν −

4(BG−1B)μν

Geff
0μν = (GE0)μν = gμν − 4b2

μν = (gE )μν,

Geff
1μν = (GE1)μν = −4(bh + hb)μν. (A.2)

• Effective Kalb–Ramond field Beff
μν

Beff
0μν = 0,

Beff
1μν = −κ

2
(gE�θgE )μν = (h + 4bhb)μν. (A.3)

Note that, because the effective Kalb–Ramond field is
infinitesimal,

GE (Geff(x), Beff(y)) = Geff(x) = GE (x). (A.4)

• Background field combination �eff±μν = Beff
μν (y) ±

1
2G

eff
μν(x)

�eff
0±μν = ±1

2
(gE )μν,

�eff
1±μν = (h(y) + 4bh(y)b)μν ∓ 2(bh(x) + h(x)b)μν.

(A.5)

• Effective metric inverse

(G−1
E )μν = (G−1

E0 − G−1
E0GE1G

−1
E0)

μν,

(G−1
E )

μν
0 = (g−1

E )μν,

(G−1
E )

μν
1 = 4(g−1

E (bh + hb)g−1
E )μν. (A.6)

• Non-commutativity parameter θμν =− 2
κ
(G−1

E BG−1)μν

θ
μν
0 = − 2

κ
(g−1

E bG−1)μν,

θ
μν
1 = �θμν = − 2

κ
[g−1

E (h + 4bhb)g−1
E ]μν. (A.7)

• Effective non-commutativity parameter

θ
μν
eff := θμν(Geff(x), Beff(y))

= − 2

κ
(G−1

E (Geff(x), Beff(y))Beff(y)G
−1
eff (x))

μν

θ
μν
0eff = 0,

θ
μν
1eff(x, y) = �θμν(y)

= − 2

κ
(g−1

E (h(y) + 4bh(y)b)g−1
E )μν. (A.8)

• Tensor�μν
± = − 2

κ
(G−1

E �±G−1)μν = θμν∓ 1
κ
(G−1

E )μν .
• Effective tensor

(�eff± )μν(x, y) ≡ �
μν
± (Geff(x), Beff(y))

= θ
μν
eff (y) ∓ 1

κ
(G−1

E )μν(x),

(�eff
0±)μν(x, y) = ∓ 1

κ
(g−1

E )μν,

(�eff
1±)μν(x, y) = θ

μν
1eff(y) ∓ 1

κ
(G−1

E )
μν
1 (x). (A.9)
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Abstract We investigate whether the symmetry transfor-
mations of a bosonic string are connected by T-duality. We
start with a standard closed string theory. We continue with
a modified open string theory, modified to preserve the sym-
metry transformations possessed by the closed string theory.
Because the string theory is conformally invariant world-
sheet field theory, in order to find the transformations which
preserve the physics, one has to demand the isomorphism
between the conformal field theories corresponding to the
initial and the transformed field configurations. We find the
symmetry transformations corresponding to the similarity
transformation of the energy-momentum tensor, and find that
their generators are T-dual. Particularly, we find that the gen-
eral coordinate and local gauge transformations are T-dual,
so we conclude that T-duality in addition to the well-known
exchanges, transforms symmetries of the initial and its T-dual
theory into each other.

1 Introduction

One of the most important notions in theoretical physics is a
symmetry. What is a symmetry of the string theory is not yet
clear mainly because the theory itself is not yet formulated
in a background independent way, which would enlighten its
deeper principles. However, it is believed that the symme-
try does exist, and that it will lead to finding the physically
indistinguishable solutions to the string equations of motion
and choosing the correct vacuum [1,2].

String theory revealed a T-duality, a symmetry which is a
consequence of the string’s extended nature. T-duality con-
nects seemingly different string theories by exchanging, for
example, the characteristics of the strings momentum and
winding [3–6]. So, it should exchange the symmetries of

a e-mail: ljubica@ipb.ac.rs
b e-mail: sazdovic@ipb.ac.rs

string theories as well. If that holds, one can say that sym-
metries of string theories always appear in pairs.

In this paper, we will investigate symmetry of the space-
time in which the bosonic string moves, using a world-sheet
formulation [1]. The formalism differs from the usual, where
the symmetry is a transformation of the space-time fields
which leave the classical action invariant. This concept of a
symmetry does not apply now, because only the world-sheet
values of the space-time fields appear in the string action.
Still, a symmetry should be a change in the space-time fields
which does not change the physics. Thus, suppose one con-
siders a string theory with some chosen space-time field con-
figuration, and a string theory with a modified space-time
configuration. How does one determine if these two descrip-
tions are physically equivalent? The string theory is a con-
formally invariant world-sheet field theory. The physics is
determined by the conformal field theory, corresponding to
the field configuration in question. The transformation on
the fields will be a symmetry if the corresponding conformal
field theories are isomorphic [1,2].

If one is given a conformal field theory, one will obtain a
physically identical conformal field theory by performing a
similarity transformation on the operators of the initial con-
formal field theory

Ô → e−i Γ̂ Ôei Γ̂ .

This transformation does not change the algebraic prop-
erties, so the new theory will be physically the same as the
initial theory. However, the transformation will in general
make changes to the world-sheet energy-momentum tensor.
If these changes can be interpreted as changes in the space-
time fields, then the latter are the symmetry transformations
of the target space.

This idea was introduced in [1,7], where this automor-
phism of the operator algebra was seen as an analog of the
change of variables in a partition function. The problem of
finding symmetries was reduced to the problem of finding the
operator generating the symmetry transformation. The first

0123456789().: V,-vol 123
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investigations were treating the string massless fields, but the
method was then generalized to treat conformal deformations
of conformal field theory [8,9].

The classical analog of a similarity transformation is
a transformation of a variable of interest by a Poisson
bracket between a generator and a variable. In this paper,
we will apply these transformations to the string sigma
model energy-momentum tensor. We will start by consid-
ering a small modification of the space-time background
Π±μν → Π±μν + δΠ±μν . It will induce the transformation
of the energy-momentum tensor. We will demand that the
new energy-momentum tensor satisfies the Virasoro algebra
as well. This means that the transformed theory is physically
equivalent to the initial theory, or that these field transforma-
tions are the symmetry of space-time theory. In this way we
will find a transformation of space-time fields correspond-
ing to a similarity transformation and the generator of this
symmetry.

We will consider both closed and open string theory. For
the open string we will consider a modified action which dif-
ferent from the closed string action has an additional surface
term which enables the invariance of the complete action to
the general coordinate transformations and the gauge trans-
formations, which are the symmetries of the closed string. For
the open string theory, the boundary conditions can be satis-
fied by choosing either the Neumann or the Dirichlet bound-
ary condition for every coordinate direction. If the choice is
made, the modified action surface term is given in terms of
the corresponding Neumann and the Dirichlet gauge fields.
The closed string symmetries remain the symmetries of the
open string theory taking the appropriate transformation of
these gauge fields.

If one includes T-duality into the consideration, one can
conclude that the general coordinate transformations and the
local gauge transformations are not independent. Comparing
their generators, using the T-dual coordinate transformation
laws, one concludes that they are T-dual. Therefore, the sym-
metries are T-dual and the complete generator of symmetries
is self-dual.

2 The bosonic string essentials

The quantization of the bosonic string theory, describing the
string moving in a background consisting of a space-time
metric Gμν , a Kalb–Ramond field Bμν and a dilaton field
Φ, leads to the conclusion that in order to have a conformal
invariance on the quantum level the energy-momentum ten-
sor components T̂±(ϕ), with ϕ = (Gμν, Bμν,Φ), have to
obey the Virasoro algebras [2,10,11],

[
T̂±(ϕ(σ )), T̂±(ϕ(σ̄ ))

]

= i h̄
[
T̂±(ϕ(σ )) + T̂±(ϕ(σ̄ ))

]
δ′(σ − σ̄ ),

[
T̂±(ϕ(σ )), T̂∓(ϕ(σ̄ ))

]
= 0. (1)

From these conditions follow the space-time equations of
motion which space-time fields Gμν, Bμν,Φ have to obey.
In order to obtain the symmetries of the space-time equations
of motion, one does not need to find their explicit form. It
is sufficient to consider the transformations which do not
change the above relations.

2.1 The conformal gauge

The action which was quantized [12] for a constant dilaton
field reads

S[x] = κ

∫

Σ

d2ξ
√−g

[1

2
gαβGμν(x)

+ εαβ

√−g
Bμν(x)

]
∂αx

μ∂βx
ν, (ε01 = −1), (2)

where the integration goes over a two-dimensional world
sheet Σ with coordinates ξα (ξ0 = τ, ξ1 = σ ). gαβ is the
intrinsic world-sheet metric and xμ(ξ), μ = 0, 1, . . . , D−1
are the coordinates of the D-dimensional space-time and κ =

1
2πα′ .

Taking a conformal gauge gαβ = e2Fηαβ , the action
becomes

S[x] = κ

∫

Σ

d2ξ ∂+xμΠ+μν(x)∂−xν, (3)

with

Π±μν(x) = Bμν(x) ± 1

2
Gμν(x), (4)

given in terms of the light-cone coordinates ξ± = 1
2 (τ ±σ),

∂± = ∂0 ± ∂1.

The momentum corresponding to xμ is

πμ = ∂L
∂ ẋμ

= κGμν(x)ẋ
ν − 2κBμν(x)x

′ν, (5)

and therefore the canonical Hamiltonian for the theory (3)
equals

Hc = 1

4κ
(G−1)μν

[
j+μ j+ν + j−μ j−ν

]
, (6)

where the currents j±μ are given by

j±μ = πμ + 2κΠ±μν(x)x
′ν . (7)

One can rewrite the Hamiltonian in terms of the energy-
momentum tensor components

T± = ∓ 1

4κ
(G−1)μν j±μ j±ν, (8)
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as

HC = T− − T+. (9)

2.2 The gauge invariant approach

Let us in this subsection consider a string theory without a
gauge fixing. If one takes the following parametrization of
the world-sheet metric tensor gαβ [13]:

gαβ = e2F ĝαβ = 1

2
e2F

(−2h−h+ h− + h+
h− + h+ −2

)
, (10)

with h− > h+, the action (2) becomes

S = 2κ

∫

Σ

d2ξ
√

−ĝ ∂̂+xμΠ+μν∂̂−xν, (11)

where Π±μν is defined by (4) and the partial derivative is
given by

∂̂± =
√

2

h− − h+ (∂0 + h∓∂1). (12)

Varying the action over xμ, one obtains the equations of
motion

∇̂±∂̂∓xμ + Γ
μ
∓νρ∂±xν∂∓xρ = 0, (13)

with ∇̂± being the covariant derivative [13], defined by

∇̂±xn = (∂̂± + nω̂±)xn, ω± = ∓
√

2h∓′

h− − h+ , (14)

where xn is a scalar, vector or tensor and n is the sum of its
world-sheet indices, taking 1 for plus and −1 for minus. The
generalized connection is defined by

Γ
μ
±νρ = Γ μ

νρ ± Bμ
νρ, (15)

given in terms of the Christoffel symbol by

Γ μ
νρ = 1

2
(G−1)μσ (∂νGρσ + ∂ρGσν − ∂σGνρ),

and the field strength of the field Bμν ,

Bμ
νρ = (G−1)μσ Bσνρ=(G−1)μσ (∂σ Bνρ+∂νBρσ + ∂ρBσν).

The momentum corresponding to xμ is

πμ = ∂L
∂ ẋμ

= κGμν(x)

h− − h+
(

2ẋν + (h+ + h−)x ′ν)

−2κBμν(x)x
′ν . (16)

One can extract ẋμ from the last equation, to obtain

ẋμ = (G−1)μν

2κ

(
h−(πν + 2κΠ−νρx

′ρ)

−h+(πν + 2κΠ+νρx
′ρ)

)
. (17)

Using the currents (7), the coordinate derivatives over world-
sheet parameters become

ẋμ = (G−1)μν

2κ

(
h− j−ν − h+ j+ν

)
, (18)

x ′μ = (G−1)μν

2κ

(
j+ν − j−ν

)
. (19)

The canonical Hamiltonian density Hc = πμ ẋμ − L is

Hc = −h−T+ − h+T−, (20)

with T± defined in (8). For h± = ∓1, one returns to the
conformal gauge.

3 The symmetries of space-time

In this section, we will search for the symmetries of the space-
time in which the closed and the open strings propagate, and
for their generators. We will investigate the change of the
world-sheet energy-momentum tensor caused by the change
in the space-time fields. We will demand that the transformed
energy-momentum tensor T± + δT± still obeys the classical
analog of the Virasoro algebra (1).

The energy-momentum tensor components T± satisfy two
independent copies of the Virasoro algebra. To find a symme-
try of the equations of motion, one should conclude what kind
of transformation of fields ϕ → ϕ + δϕ, and consequently
of the energy-momentum tensor

T̂±(ϕ + δϕ) = T̂±(ϕ) + δT̂±(ϕ),

δT̂±(ϕ) = GT̂
μν
± δGμν + B T̂

μν
± δBμν + Φ T̂±δΦ, (21)

conserves the Virasoro algebra. One does not need to know
the explicit form of the space-time equations of motion to find
its symmetry transformations. In order to have a conserved
Virasoro algebra, one should find transformations for which
the following conditions are fulfilled:
[
T̂±(ϕ(σ )), δT̂±(ϕ(σ̄ ))

]
+

[
δT̂±(ϕ(σ )), T̂±(ϕ(σ̄ ))

]

= i h̄
[
δT̂±(ϕ(σ )) + δT̂±(ϕ(σ̄ ))

]
δ′(σ − σ̄ ),

[
δT̂±(ϕ(σ )), T̂∓(ϕ(σ̄ ))

]
+

[
T̂±(ϕ(σ )), δT̂∓(ϕ(σ̄ ))

]
= 0.

(22)

It is known [14] that a similarity transformation applied
to T̂±,

T̂± → e−i Γ̂ T̂±ei Γ̂ ,

ensures the physical equivalence of the corresponding the-
ories, and it makes the change in T̂±, which corresponds
to a change in the space-time fields, without changing the
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physics. This kind of change in the space-time fields is there-
fore a symmetry transformation. The similarity transforma-
tion implies that the change of T̂± is just

δT̂±(ϕ) = −i
[
Γ̂ , T̂ (ϕ)

]
. (23)

One can confirm that the last relation solves the conditions
for the Virasoro algebra conservation (22).

In the subsequent sections, we will be interested in find-
ing the change in the space-time fields, which transform
T± in a way which preserves the classical version of the
Virasoro algebra. We will search for a generator ΓΛ (where
Λ is some parameter) such that its Poisson bracket with
energy-momentum components T± produces the variation
δT± = {Γ, T±}, equal to the change of energy-momentum
tensor caused by the variation of fields ϕ → ϕ + δϕ. If such
a generator exists, then the previous variation is a symmetry
transformation of the space-time.

3.1 T-duality of the closed string symmetry generators

Our goal in this and the subsequent sections is to find the
generators of the general symmetry transformations corre-
sponding to the similarity transformation. Thus, let us sup-
pose the background fields undergo a small change in value
Π±μν → Π±μν + δΠ±μν . Let us find the generators of
the symmetries Γ , for this transformation of the background
fields. The currents change by

δ j±μ = 2κδΠ±μν(x)x
′ν, (24)

and therefore

δT± = 1

2κ
δΠ±μν j

μ
± jν∓. (25)

Let us determine the algebra of the currents (7). Using the
standard Poisson brackets between the coordinates and the
momenta

{xμ(σ ), πν(σ̄ )} = δμ
ν δ(σ − σ̄ ), (26)

one obtains

{ j±μ(σ ), j±ν(σ̄ )} =
±2κΓ∓μ,νρ x ′ρ(σ )δ(σ − σ̄ )

±2κGμν(x(σ ))δ′(σ − σ̄ ),

{ j±μ(σ ), j∓ν(σ̄ )} =
±2κΓ∓ρ,μν x

′ρ(σ )δ(σ − σ̄ ), (27)

where the generalized connection is defined by (15). Con-
sequently, the Poisson brackets between T±, defined by (8),

and currents are

{T±(σ ), j±μ(σ̄ )}
= ± 1

2κ
Γ∓ν,μρ j

ν± jρ∓δ(σ − σ̄ ) − j±μ(σ )δ′(σ − σ̄ ),

{T±(σ ), j∓μ(σ̄ )} = ± 1

2κ
Γ∓ρ,νμ jν± jρ∓δ(σ − σ̄ ). (28)

Finally, we obtain the Virasoro algebra

{T±(σ ), T±(σ̄ )} = −
[
T±(σ ) + T±(σ̄ )

]
δ′(σ − σ̄ ),

{T±(σ ), T∓(σ̄ )} = 0, (29)

in agreement with the condition (1).
We will suppose the generator of the symmetries in the

following form:

G = G+ + G−, G± =
∫

dσ Λ
μ
±
(
x(σ )

)
j±μ(σ ). (30)

Using (28), one obtains the Poisson brackets between T± and
the generators,

{T±(σ ),G±(σ̄ )} = ± 1

2κ

[
Γ

μ
∓ρνΛ

ρ
± + ∂νΛ

μ
±
]
j±μ jν∓,

{T±(σ ),G∓(σ̄ )} = ± 1

2κ

[
Γ ν∓μρΛ

ρ
∓ + ∂μΛν∓

]
jμ± j∓ν . (31)

If one defines the generalized covariant derivatives by

D±μΛν = ∂μΛν + Γ ν±ρμΛρ = DμΛν ± Bν
ρμΛρ, (32)

one rewrites (31) as

{T±(σ ),G±(σ̄ )} = ± 1

2κ

(
D∓νΛ

μ
±
)
j±μ jν∓,

{T±(σ ),G∓(σ̄ )} = ± 1

2κ

(
D±μΛν∓

)
jμ± j∓ν . (33)

We know that T± transforms as (25), therefore we search
for a generator G = G+ + G− such that

δT± = {G, T±} = 1

2κ
δΠ±μν j

μ
± jν∓, (34)

which implies

δΠ±μν = ∓
(
D∓νΛ±μ + D±μΛ∓ν

)
. (35)

Taking

Λ±μ = ξμ ± Λμ, (36)

one obtains

δGμν = −2(Dμξν + Dνξμ),

δBμν = DμΛν − DνΛμ − 2B ρ
μν ξρ. (37)
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Using the currents (7) and the gauge parameter (36), we
rewrite the generator G as

G =
∫

dσ
[
2ξμπμ + 2κ(2ξμBμν + ΛμGμν)x

′ν]. (38)

To simplify the last expression, one can define another gauge
parameter

Λ̃ν = 2ξμBμν + ΛμGμν = Λν − 2Bνμξμ, (39)

so that

G = 2
∫

dσ
[
ξμπμ + Λ̃μκx ′μ]

. (40)

In terms of the new parameter the Kalb–Ramond field
transforms as

δBμν = DμΛ̃ν − DνΛ̃μ

+2
[
Dμ

(
Bνρξρ

) − Dν

(
Bμρξρ

) − ξρBρμν

]
, (41)

and the generator (40) is rewritten as

G = Gξ + GΛ̃. (42)

Therefore, the closed string described by (11) is invariant
under the general coordinate transformations

δξGμν = −2(Dμξν + Dνξμ),

δξ Bμν = −2ξρBρμν + 2(∂μbν − ∂νbμ), bμ = Bμνξ
ν,

(43)

with Dμξν = ∂μξν − Γ
ρ
μνξρ, and the local gauge transfor-

mations

δΛGμν = 0,

δΛBμν = ∂μΛν − ∂νΛμ, (44)

where we omit the tilde on Λμ.
If one keeps in mind T-duality, the present form of the

generator offers interesting conclusions. T-duality connects
physically equivalent string sigma models, and the connec-
tion between T-dual string backgrounds and their variables
is simplest in the constant background case. In that case, the
well-known T-duality relation [15,16]

πμ
∼= κx ′μ

stands. So, T-duality interchanges the sigma derivative of
the coordinates with the momenta. The consequence of the
above relation for the generator of symmetry (42) is that its
constituents turn out to be T-dual as well,

Gξ
∼= GΛ̃,

which makes the complete generator G self-dual. Because of
this, the local gauge transformations and the general coordi-
nate transformations are T-dual also. The same relation, how-
ever, does not hold in more complicated backgrounds, when
T-duality is performed along the nonisometry directions or in
backgrounds without the global shift symmetry. These back-
grounds were discussed in [17–19] where the generalized
T-dualization procedure, applicable along an arbitrary space-
time direction was presented and elaborated.

4 The open string and its symmetries

The open string described by the same action as the closed
string is not invariant to the above symmetries. The change in
the action caused by the general coordinate transformations
is

δξ S = 2
√

2κ

∫
dτξν

[
− h−Π+νμ∂̂−xμ + h+Π−νμ∂̂+xμ

]∣∣∣
σ=π

σ=0
, (45)

for the equation of motion (13) and the change by the local
gauge transformations is

δΛS = 2κ

∫
dτΛμ ẋ

μ
∣∣∣
σ=π

σ=0
. (46)

The first expression can be rewritten as

δS = −2
∫

dτξμγ (0)
μ

∣∣∣
σ=π

σ=0
,

where

γ (0)
μ = −√

2κ
[

− h−Π+νμ∂̂−xμ + h+Π−νμ∂̂+xμ
]

= κGμν(x)

h− − h+
[
(h− + h+)ẋν + 2h−h+x ′ν]

+2κBμν(x)ẋ
ν . (47)

The boundary conditions of the open string are given in terms
of this variable,

γ (0)
μ δxμ

∣∣∣
σ=π

σ=0
= 0. (48)

In Ref. [20] the way to gain invariance to the transforma-
tion (44) was shown, and in Refs. [21,22] the open string
action invariant under both (43) and (44) was presented,
which different from the standard action has an additional
surface term,

Sbon = 2
∫

dτ
[
κAμ(x)ẋμ − Āμ(x)(G−1)μνγ (0)

ν

]∣∣∣
σ=π

σ=0
.

(49)
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This term makes the open string theory invariant under
both general coordinate and local gauge transformations, if
the introduced vector fields Aμ and Āμ transform as

δΛAμ = −Λμ,

δξ Āμ = −ξμ. (50)

For each of the coordinates one can fulfill the bound-
ary conditions (48), by choosing either the Neumann or
the Dirichlet boundary condition. If we mark the coordi-
nates with the Neumann condition by xa, a = 0, 1, . . . , p
and the coordinates with the Dirichlet condition by xi , i =
p + 1, . . . , D − 1, the surface term (49) reduces to

Sbon = 2
∫

dτ
[
κAN

a (x)ẋa − AD
i (x)(G−1)i jγ

(0)
j

]∣∣∣
σ=π

σ=0
,

(51)

where AN
a and AD

i are (p+1)- and (D− p−1)-dimensional
vector gauge fields, the former living on the Dp-brane and
the latter orthogonal to the Dp-brane. The Neumann vector
field is as usual coupled to the coordinate time parameter
derivative and the Dirichlet vector field is coupled to the
variable γ

(0)
μ related to the boundary condition, depending on

both world-sheet parameter derivatives of the coordinates.

4.1 Field strengths

It is well known that, in the bosonic string action, the surface
term can be rewritten in the form of the Kalb–Ramond term.
If all the boundary conditions are Neumann, then the action
on the boundary,

Sbon = 2κ

∫
dτ AN

μ (x)ẋμ
∣∣∣
σ=π

σ=0
, (52)

can be rewritten as

Sbon = κ

∫
d2ξ FN

μν εαβ∂αx
μ∂βx

ν, (53)

with

FN
μν = ∂μA

N
ν (x) − ∂ν A

N
μ (x). (54)

For arbitrary choice of the boundary conditions the action
on the boundary is given by (51). Let us restrict our investi-
gation to the following metric:

Gμν =
[
Gab 0

0 Gi j

]
. (55)

In that case, (51) can be rewritten using (48) as

Sbon = 2κ

∫
dτ

[
A(0)

μ (x)ẋμ + A(1)
μ x ′μ]∣∣∣

σ=π

σ=0
, (56)

with

A(0)
a = AN

a ,

A(0)
i = −h− + h+

h− − h+ AD
i + 2(BG−1)

j
i AD

j ,

A(1)
a = 0,

A(1)
i = −2

h−h+

h− − h+ AD
i . (57)

In terms of the field strengths, the surface term becomes

Sbon = 2κ

∫

Σ

d2ξ
√

−ĝ ∂̂+xμFμν∂̂−xν, (58)

Fμν = F (a)
μν + 1

2
F (s)

μν ,

with

F (a)
ab = ∂a A

N
b − ∂b A

N
a ,

F (a)
i j = −h− + h+

h− − h+ (∂i A
D
j − ∂ j A

D
i ) + 2∂i ((BG

−1) k
j A

D
k )

−2∂ j ((BG
−1) l

i A
D
l ),

F (s)
ab = 0,

F (s)
i j = − 2

h− ∂i A
(1)
j + 2

h+ ∂ j A
(1)
i . (59)

The above calculations are done for an open string mov-
ing in constant background fields. If a coordinate dependent
background is assumed, then the field strengthsF (s)

i j andF (a)
i j

will have additional terms, coming from h+−h−
h+h− A(1)

i Γ i∓νρ .
Comparing the boundary actions (58) with the action (11),

we conclude that the addition of the surface term has changed
the background fields by

Gμν → Gμν + F (s)
μν ≡ Gμν,

Bμν → Bμν + F (a)
μν ≡ Bμν. (60)

4.2 The symmetry generators for the open string

The metric and the Kalb–Ramond field are changed in com-
parison with the closed string case to Gμν → Gμν =
Gμν + F (s)

μν and Bμν → Bμν = Bμν + F (a)
μν . Instead of

the transformations (37), the open string symmetry transfor-
mations, for a theory with mixed boundary conditions, are

δGμν = −2(Dμξν + Dνξμ),

δBμν = DμΛν − DνΛμ − 2B ρ
μν ξρ, (61)

where

DμΛν = ∂μΛν + Γ ν
ρμ(G)Λρ

is a covariant derivative corresponding to the metric Gμν . By
B ρ

μ ν we denoted the field strength of the Kalb–Ramond field.
The field itself is changed; however, the field strength of the
additional part is zero and therefore Bμνρ = Bμνρ.
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The generator of the transformation is

G =
∫

dσ
[
2ξμπμ + 2κ(2ξμBμν + ΛμGμν)x

′ν], (62)

with

πμ = κGμν(x)ẋ
ν − 2κBμν(x)x

′ν . (63)

Using the explicit form of the transformed metric, we obtain
the connection

Γμ,νρ(G) = Γμ,νρ − 2∂ν∂ρ A
D
μ . (64)

If one choses only Neumann boundary conditions, the
metric remains the same as F (s)

μν = 0, so that only the Kalb–
Ramond field changes, but not its field strength.

5 Conclusion

We considered the general coordinate and the local gauge
transformations of the bosonic string, and we showed that
they are T-dual to each other. We started with the bosonic
string theory in a conformal gauge and in a gauge invariant
form. One of the purposes of the latter was to find the separa-
tion of the Hamiltonian into two energy-momentum tensors
satisfying two copies of the Virasoro algebras. These tensors
are represented as products of currents, which are used for
defining the generators of symmetries that were investigated.
The generators were defined as the integrals over the spatial
world-sheet parameter of the weighted currents.

Given the form of the generator, we investigated how it
affects the variables, whose transformation is defined by a
Poisson bracket between the generator of symmetry and the
corresponding variable. We were interested in finding the
explicit form of the change in the energy-momentum tensor
caused by such a transformation. This form of transforma-
tion is used as a classical analog of the quantum transfor-
mation, known to preserve the Virasoro algebra between the
energy-momentum tensor components. So, both the initial
and the transformed energy-momentum tensor describe the
same physics. Because of that, we were interested in find-
ing the small variations of background fields such that the
change in energy-momentum tensor they cause is exactly the
considered transformation. In fact, if there exists a generator
such that the described equality is possible, then the obtained
transformations of space-time fields represent the symmetry
of the theory.

We considered the standard closed string theory, and a
modified open string theory which in comparison to the stan-
dard open string theory has an additional surface term. This
term was chosen in such a way as to cancel the obstacle for

the closed string symmetries to be the open string symme-
tries as well. Introduction of the Neumann vector fields on the
boundary is equivalent to a change of Kalb–Ramond field. In
the case considered here, however, the vector fields are not
coupled only to the time derivative of the coordinates but also
to the functions which define the boundary conditions on the
string endpoints. Therefore, both metric and Kalb–Ramond
field are changed by the surface term.

We found the transformations of the background fields,
which transform the energy-momentum tensor in such a way
that the Virasoro algebra is preserved. It turned out that the
generators of the symmetries (40) can be separated in such
a way that one part of the generator, linear in x ′μ, represents
the generator of the well-known local gauge transformation
of the Kalb–Ramond field and the other part, proportional to
πμ, generates the general coordinate transformations. Since
these quantities are T-dual κx ′μ ∼= πμ, we conclude that
these symmetries are T-dual. Thus, we showed that T-duality
has an additional feature: it interchanges the symmetries of a
theory. The generator of general coordinate transformations
and local gauge transformations of the initial theory is T-
dual to the generator of local gauge transformations and the
general coordinate transformations of the T-dual theory.
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Abstract We investigate how T-duality and solving the
boundary conditions of the open bosonic string are related.
We start by considering the T-dualization of the open string
moving in the constant background. We take that the coordi-
nates of the initial theory satisfy either Neumann or Dirichlet
boundary conditions. It follows that the coordinates of T-dual
theory satisfy exactly the opposite set of boundary condi-
tions. We treat the boundary conditions of both theories as
constraints, and apply the Dirac procedure to them, which
results in forming σ -dependent constraints. We solve these
constraints and obtain the effective theories for the solution.
We show that the effective closed string theories are also
T-dual.

1 Introduction

T-duality [1–3], first observed in string theory, interchanges
the string momenta and winding numbers, leaving the spec-
trum unchanged. Its description on the string sigma model
level was first given by Buscher [4,5]. The Buscher procedure
[6] covers the T-dualization of the coordinates on which the
background fields do not depend. The generalized Buscher
procedure, applicable to the arbitrary coordinate of the coor-
dinate dependent background was proposed in [7]. The T-
dual theory obtained by this prescription is nongeometric,
described in terms of the dual coordinates and their double.
The double field theories are investigated in [8,9].

The nongeometricity appears naturally when considering
the open bosonic string moving in a weakly curved back-
ground with all coordinates satisfying the Neumann bound-
ary conditions. The problem of solving these boundary con-
ditions was considered in [10–12]. In the first two papers the
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conditions were treated as constraints in a Dirac procedure.
In the third, the solution of boundary conditions was presup-
posed in a form expressing the odd coordinate and momenta
parts in terms of their even parts. Both treatments lead to
effective theories, obtained for the solution of boundary con-
dition, defined in nongeometric space given in terms of even
parts of coordinates and of their doubles.

In this paper we consider the open string moving in the
constant background fields: metric Gμν and antisymmet-
ric Kalb–Ramond field Bμν . It is well known that the con-
stant Kalb–Ramond field does not affect the dynamics in
the world-sheet interior but it contributes to its boundary
and causes the noncommutativity of the string coordinates.
Also, we consider the T-dual theory, obtained applying the
T-dualization procedure to the above theory. The T-dual the-
ory has a standard action describing the T-dual string moving
in the background with a T-dual metric �Gμν = (G−1

E )μν ,
which is an inverse of the effective metric and a dual Kalb–
Ramond field �Bμν = κ

2 θμν which is the noncommutativ-
ity parameter, in Seiberg–Witten terminology of the open
bosonic string theory [13].

We consider the mixed boundary conditions, for both ini-
tial and T-dual coordinates and solve them using techniques
developed in [10–12]. We chose the Neumann boundary con-
ditions for coordinate directions xa and Dirichlet conditions
for the rest of the coordinates xi of the initial theory. As
usual, using the T-dual coordinate transformation laws one
shows that the chosen boundary conditions of the initial the-
ory transform to the boundary conditions of the T-dual theory,
so that ya satisfy the Dirichlet and yi the Neumann boundary
conditions.

We treat all boundary conditions as constraints and follow
the Dirac procedure. The new constraints are found, first as
a Poisson bracket between the hamiltonian and the bound-
ary conditions, and every subsequent as a Poisson bracket
between the hamiltonian and the previous constraint. Using
the Taylor expansion, we represent this infinite set of con-
straints we obtain, by only two σ -dependent constraints [14–
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17], one for each endpoint. Imposing 2π -periodicity, to the
variables building the constraints, one observes that the con-
straints at σ = π can be expressed in terms of that at σ = 0,
and that in fact solving one pair of constraints one solves the
other pair as well.

We can separate the constraints into even and odd parts
under world-sheet parity transformation (Ω : σ → −σ ),
separating the variables building the constraints into even and
odd parts. Solving the σ -dependent constraints, one reduces
the phase space by half. Halves of the original canonical
variables are treated as effective variables: the independent
variables and their canonical conjugates. For the solution of
the constraints we obtain the effective theories, defined in
terms of the effective variables. We examine their character-
istics and confirm that the effective theories of two T-dual
theories are also T-dual.

The paper is organized as follows: In Sect. 2 we con-
sider the standard open bosonic string action and we choose
the boundary conditions for every coordinate. Then, we find
the T-dual theory, and show that T-dual coordinates satisfy
exactly the opposite boundary condition for a given direction
of the T-dual space-time, than for the corresponding direc-
tion of the original space-time. In Sect. 3, we rewrite the
boundary conditions in the canonical form and find the new
constraints following the Dirac procedure. We gather the con-
straints into σ -dependent constraints, separate the canonical
variables into their even and odd parts, and solve the con-
straints. In Sect. 4 we find the noncommutativity relations
for coordinates and momenta of both initial and T-dual theo-
ries. In Sect. 5 we calculate the effective theories, which will
be obtained from the initial theories for the solution of the
constraints. We show that the effective theories of the ini-
tial and T-dual theory remain T-dual, and find the effective
T-duality coordinate transformation laws.

2 The open bosonic string and its T-dual

The bosonic string sigma model, describes the bosonic string
moving in a curved background associated with the massless
bosonic fields: a metric field Gμν , a Kalb–Ramond field Bμν

and a dilaton field Φ. The dynamics is described by the action
[18–20]

S[x] = κ

∫
Σ

d2ξ
√−g

[(
1

2
gαβGμν(x)

+ εαβ

√−g
Bμν(x)

)
∂αx

μ∂βx
ν + Φ(x)R(2)

]
. (1)

The integration goes over two-dimensional world-sheet Σ

parametrized by ξα (ξ0 = τ, ξ1 = σ ), gαβ is the intrinsic
world-sheet metric, R(2) corresponding 2-dimensional scalar
curvature, xμ(ξ), μ = 0, 1, ..., D − 1 are the coordinates

of the D-dimensional space-time, κ = 1
2πα′ with α′ being

the Regge slope parameter and ε01 = −1. The space-time
fields in which the string moves have to obey the space-time
equations of motion, in order to have a conformal invariance
on the quantum level. If the dilaton field is taken to be zero,
and the conformal gauge is considered gαβ = e2Fηαβ , the
action can be rewritten as

S = κ

∫
dξ2∂+xμΠ+μν∂−xν, (2)

with the background field composition

Π±μν(x) = Bμν(x) ± 1

2
Gμν(x), (3)

and the light-cone coordinates given by

ξ± = 1

2
(τ ± σ), ∂± = ∂τ ± ∂σ . (4)

From the minimal action principle one obtains the equa-
tions of motion and the boundary conditions

γ (0)
μ δxμ

∣∣∣π
0

= 0, (5)

where

γ (0)
μ = κ

(
Π+μν∂−xν + Π−μν∂+xν

)
. (6)

For the closed string the boundary conditions are fulfilled
because of the periodicity of its coordinates. In the open string
case, for each of the space-time coordinates one can fulfill
the boundary conditions (5) by choosing either the Neumann
or the Dirichlet boundary condition. Let us choose the Neu-
mann condition for coordinates xa, a = 0, 1, . . . , p and the
Dirichlet condition for coordinates xi , i = p+1, . . . , D−1,
which read

Neumann: γ (0)
a

∣∣∣
∂Σ

= 0,

Nγ 0
a ≡ γ (0)

a = κ
(
Π+ab∂−xb + Π−ab∂+xb

)
,

Dirichlet: κ ẋ i
∣∣∣
∂Σ

= 0, Dγ i
0 ≡ κ ẋ i . (7)

We consider the block diagonal constant metric and Kalb–
Ramond field Gμν = const , Bμν = const

Gμν =
(
Gab 0

0 Gi j

)
, Bμν =

(
Bab 0
0 Bi j

)
. (8)

2.1 Open string theory T-dual

Let us find a T-dual of the open string theory described by
the action (2). In order to find the T-dual action, one substi-
tutes the ordinary derivatives with the covariant derivatives
D±xμ = ∂±xμ + v

μ
±, defined in terms of the gauge fields

v
μ
±. One adds the Lagrange multiplier term to make the intro-

duced gauge fields nonphysical. The gauge is fixed taking
xμ(ξ) = 0. Next, one finds the equations of motion varying
the obtained gauge fixed action over the gauge fields v

μ
±. The
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T-dual action is obtained by substituting the expressions for
the gauge fields obtained from these equations of motion,
into the gauge fixed action. The T-dual action reads [10]

�S = κ2

2

∫
dξ2∂+yμΘ

μν
− ∂−yν, (9)

The dual background field composition equals

�Π
μν
± = κ

2
Θ

μν
∓ = −

(
G−1

E Π∓G−1
)μν

,

(GE )μν = (G − 4BG−1B)μν, (10)

where GE is the effective metric. The T-dual metric is its
inverse

�Gμν = (G−1
E )μν, (11)

and a T-dual Kalb–Ramond field is

�Bμν = κ

2
θμν, (12)

where θμν = − 2
κ
(G−1

E BG−1)μν is the noncommutativity
parameter.

Because of the choice (8), the composition of the T-dual
background fields is also block diagonal

Θ
μν
± =

(
Θab± 0

0 Θ
i j
±

)
, (13)

given in terms of the inverse of the initial metric and the
effective metric

(G−1)μν =
(

(G−1)ab 0
0 (G−1)i j

)
,

(G−1
E )μν =

(
(G−1

E )ab 0
0 (G−1

E )i j

)
, (14)

by

Θab± = − 2

κ

(
G−1

E

)ac
Π±cd(G

−1)db = θab∓ 1

κ

(
G−1

E

)ab
,

Θ
i j
± = − 2

κ

(
G−1

E

)ik
Π±kl(G

−1)l j = θ i j∓ 1

κ

(
G−1

E

)i j
,

(15)

where (GE )ab = Gab − 4Bac(G−1)cd Bdb and (GE )i j =
Gi j −4Bik(G−1)kl Bl j . The components of the non-commu-
tativity parameter are

θab = − 2

κ

(
G−1

E

)ac
Bcd(G

−1)db,

θ i j = − 2

κ

(
G−1

E

)ik
Bkl(G

−1)l j . (16)

The coordinates of the initial and the T-dual theory are con-
nected by T-duality coordinate transformation laws, which
read

∂±xμ ∼= −κΘ
μν
± ∂±yν,

∂±yμ ∼= −2Π∓μν∂±xν . (17)

The T-dual boundary conditions are

�γ (0)μ δyμ
∣∣∣π
0

= 0, (18)

where

�γ (0)μ = κ2

2

[
Θ

μν
− ∂−yν + Θ

μν
+ ∂+yν

]
. (19)

The T-dual theory (9) is equivalent to an open string theory (2)
with chosen boundary conditions (7), if the T-dual boundary
conditions are fulfilled in a Neumann way for coordinates yi
and in a Dirichlet way for ya

Neumann: �γ (0)i
∣∣∣
∂Σ

= 0,

�
Nγ i

0 ≡ �γ (0)i = κ2

2

[
Θ

i j
− ∂−y j + Θ

i j
+ ∂+y j

]
,

Dirichlet: κ ẏa
∣∣∣
∂Σ

= 0, �
Dγ 0

a ≡ κ ẏa . (20)

This is because of the T-duality transformation law (17),
which gives

− κ ẋμ ∼= �γ
(0)μ

(y), γ (0)
μ (x) ∼= −κ ẏμ, (21)

and consequently

Dγ i
0 ≡ κ ẋ i ∼= −�γ

(0)i ≡ −�
Nγ i

0 ,

Nγ 0
a ≡ γ (0)

a
∼= −κ ẏa = − �

Dγ 0
a . (22)

So, performing T-dualization one changes the type of the
boundary conditions which the coordinates in i and a direc-
tions satisfy.

3 Dirac consistency procedure applied to the boundary
conditions

The coordinates of the initial and T-dual open string satisfy
the appropriate set of the boundary conditions (7) and (20),
obtained from the actions (2) and (9). In this section, we are
going to treat them as constraints and we will apply the Dirac
consistency procedure. In order to implement the procedure,
let us find the canonical form of the boundary conditions, and
express them in terms of the currents building the energy-
momentum tensors, and consequently the hamiltonians.

The momenta conjugated to the coordinates of the initial
and T-dual theories (2) and (9) are

πμ = −2κBμνx
′ν + κGμν ẋ

ν,

�πμ = −κ2θμν y′
ν + κ

(
G−1

E

)μν

ẏν

= −2κ �Bμν y′
ν + κ �Gμν ẏν . (23)

The energy-momentum tensor components for the initial
theory can be expressed in terms of currents

j±μ = πμ + 2κΠ±μνx
′ν, (24)
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as

T± = ∓ 1

4κ
(G−1)μν j±μ j±ν . (25)

Using the first relation in (23), the currents can be rewritten
in terms of coordinates as

j±μ = κGμν∂±xν . (26)

The canonical hamiltonian density is

Hc = T− − T+ = 1

4κ
(G−1)μν

[
j+μ j+ν + j−μ j−ν

]
. (27)

The hamiltonian density and the energy-momentum ten-
sor of the T-dual theory

�T± = ∓ 1

4κ
(�G−1)μν � j±μ

� j±ν,

�Hc = �T− − �T+

= 1

4κ
(�G−1)μν

[
� j+μ

� j+ν + � j−μ
� j−ν

]
(28)

are expressed in terms of the dual currents given by

� jμ± = �π
μ + 2κ�Π

μν
± y′

ν, (29)

where �Π
μν
± is defined in (10). Using the second relation in

(23) one obtains

� jμ± = κ
(
G−1

E

)μν

∂±yν . (30)

3.1 The Dirac procedure applied to the initial theory

Let us treat the Neumann and Dirichlet boundary conditions
(7) of the initial theory as canonical constraints and apply the
Dirac consistency procedure to them, following [10,11]. The
simplest way to obtain the explicit form of these constraints is
using the currents defined in (24). Because the hamiltonian is
already expressed in terms of these currents, all that remains
is to find their algebra.

The algebra of currents [21] in a constant background is
given by
{
j±μ(σ ), j±ν(σ̄ )

} = ± 2κ Gμν δ′(σ − σ̄ ),{
j±μ(σ ), j∓ν(σ̄ )

} = 0. (31)

Using the expressions for momenta (23), one can rewrite the
Neumann (N) and Dirichlet (D) boundary conditions (7) in
a canonical form

Nγ
0
a = Π+ab(G

−1)bc j−c + Π−ab(G
−1)bc j+c,

Dγ
i
0 = κ ẋ i = 1

2
(G−1)i j ( j+ j + j− j ). (32)

Following the Dirac procedure, one can impose consistency
to these constraints. The additional constraints are defined
for every n ≥ 1 by

Nγ
n
a =

{
Hc, Nγ

n−1
a

}
, Dγ

i
n =

{
Hc, Dγ

i
n−1

}
, (33)

with Hc = ∫
dσHc being the canonical hamiltonian.

All these constraints can be gathered into only two con-
straints, which depend on the space parameter of the world-
sheet. We will multiply every constraint by an appropriate
degree of the world-sheet space parameter σ and add the
terms together, forming two sigma dependent constraints

Γ N
a (σ ) =

∑
n≥0

σ n

n! Nγ
n
a

∣∣∣
σ=0

, Γ i
D(σ ) =

∑
n≥0

σ n

n! Dγ
i
n

∣∣∣
σ=0

.

(34)

One could in principle consider another reparametrization of
the world-sheet given by η = f (σ ) so that the parameters of
string endpoints remain 0 and π i.e. one demands f (0) = 0
and f (π) = π , and on the interval (0, π) f should be an
increasing function f ′ > 0. Then, one would consider a
Taylor expansion

Γ N
a (η) =

∑
n≥0

ηn

n! Nγ
n
a

∣∣∣
η=0

, Γ i
D(η) =

∑
n≥0

ηn

n! Dγ
i
n

∣∣∣
η=0

.

Solving these constraints would be exactly the same, only
the argument of variables would change to f (σ ), as if one
has performed the reparametrization of all effective variables
qμ, q̄μ, pμ, p̄μ, defined later in this section. At the end, one
would obtain the noncommutativity relations of the same
form.

Because the background fields are constant, the Poisson
bracket between the hamiltonian and the currents will pro-
duce the first σ -derivative of the currents{
Hc, j±μ(σ )

}
= ∓ j ′±μ(σ ). (35)

Consequently, the n-th constraints will be given in terms of
the n-th derivative of the currents

Nγ
n
a = Π+ab(G

−1)bc j (n)
−c + Π−ab(G

−1)bc(−1)n j (n)
+c ,

Dγ
i
n = (G−1)i j

2

[
(−1)n j (n)

+ j + j (n)
− j

]
. (36)

So, the constraints read

Γ N
a (σ ) =

∑
n≥0

σ n

n!
[
Π+ab(G

−1)bc j (n)
−c

+Π−ab(G
−1)bc(−1)n j (n)

+c

]∣∣∣
σ=0

,

Γ i
D(σ ) = 1

2

∑
n≥0

σ n

n! (G−1)i j
[
(−1)n j (n)

+ j + j (n)
− j

]∣∣∣
σ=0

, (37)

where (n) marks the n-th partial derivative over σ . Sum-
ming, we obtain the explicit form of the sigma dependent
constraints

Γ N
a (σ ) = Π+ab(G

−1)bc j−c(σ ) + Π−ab(G
−1)bc j+c(−σ),

Γ i
D(σ ) = 1

2
(G−1)i j

[
j+ j (−σ) + j− j (σ )

]
. (38)
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The Poisson brackets of σ -dependent constraints are
{
Γ N
a (σ ), Γ N

b (σ̄ )
}

= −κ(GE )ab δ′(σ − σ̄ ),{
Γ i
D(σ ), Γ

j
D(σ̄ )

}
= −2κ(G−1)i jδ′(σ − σ̄ ). (39)

Therefore, they are of the second class and one can solve
them.

Obviously, the parameter dependent constraints are given
in terms of currents depending on either σ or −σ . Therefore,
in order to obtain the constraints in terms of the indepen-
dent canonical variables, it is useful to divide the latter into
their even and odd parts, with respect to σ . For the initial
coordinates one has

xμ = qμ + q̄μ,

qμ =
∑
n≥0

σ 2n

(2n)! x
(2n)μ

∣∣∣
σ=0

,

q̄μ =
∑
n≥0

σ 2n+1

(2n + 1)! x
(2n+1)μ

∣∣∣
σ=0

, (40)

and for the momenta one has

πμ = pμ + p̄μ,

pμ =
∑
n≥0

σ 2n

(2n)! π(2n)
μ

∣∣∣
σ=0

,

p̄μ =
∑
n≥0

σ 2n+1

(2n + 1)! π(2n+1)
μ

∣∣∣
σ=0

. (41)

It is well known that this separation, leads to a solvable
form of the constraints which now read

Γ N
a (σ ) = 2(BG−1) b

a pb + p̄a − κ(GE )abq̄
′b,

Γ i
D(σ ) = (G−1)i j

[
p j − κG jkq

′k + 2κBjkq̄
′k]. (42)

Using the above expressions for the constraints of the initial
theory

Γ N
a (σ ) = 0, Γ i

D(σ ) = 0, (43)

one obtains the solution

p̄a = 0, q̄ ′a = −θab pb,

q ′i = 0, pi = −2κBi j q̄
′ j . (44)

3.1.1 The constraints at σ = π

In order to derive constraints at the other string end-point
σ = π , we will multiply every constraint with the appropriate
power of σ − π and sum the products to obtain two sigma
dependent constraints

πΓ N
a (σ ) =

∑
n≥0

(σ − π)n

n! Nγ
n
a

∣∣∣
σ=π

,

πΓ i
D(σ ) =

∑
n≥0

(σ − π)n

n! Dγ
i
n

∣∣∣
σ=π

. (45)

Substituting the canonical form of the constraints (36), we
obtain

πΓ N
a (σ ) =

∑
n≥0

(σ − π)n

n!
[
Π+ab(G

−1)bc j (n)
−c

+Π−ab(G
−1)bc(−1)n j (n)

+c

]∣∣∣
σ=π

,

πΓ i
D(σ ) = 1

2

∑
n≥0

(σ − π)n

n! (G−1)i j
[
(−1)n j (n)

+ j

+ j (n)
− j

]∣∣∣
σ=π

. (46)

Summing, we obtain the explicit form of the sigma dependent
constraints

πΓ N
a (σ ) = Π+ab(G

−1)bc j−c(σ )

+Π−ab(G
−1)bc j+c(2π − σ)

πΓ i
D(σ ) = 1

2
(G−1)i j

[
j+ j (2π − σ) + j− j (σ )

]
. (47)

Comparing the constraints (47) and (38), one observes that
they are equal if

j+a(2π − σ) = j+a(−σ),

j+i (2π − σ) = j+i (−σ). (48)

It follows that if we extend the domain [10] of the variables
building the currents, i.e. original coordinates and momenta
and demand their 2π -periodicity

xμ(σ + 2π) = xμ(σ ),

πμ(σ + 2π) = πμ(σ), (49)

then the σ -dependent constraints for σ = 0 and σ = π are
equal, and their solution is given by (44).

3.2 T-dual theory constraints

The canonical form of the T-dual boundary conditions (20) is
obtained using the expression for the T-dual momenta, given
by the second relation of (23) and the dual currents (29). The
conditions are rewritten as

�
Nγ i

0 = κ

2

[
Θ

i j
−GE

jk
� j k− + Θ

i j
+GE

jk
� j k+

]
, (50)

and

�
Dγ 0

a = 1

2
GE

ab

(
� jb+ + � jb−

)
. (51)

Although the boundary conditions of the initial and the T-
dual theory are related by (22), so that the Neumann and
the Dirichlet conditions of the initial theory transform to the
Dirichlet and the Neumann conditions in the T-dual theory,
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one can observe that the form of Neumann and Dirichlet
conditions has not changed. Rewriting (50) and (51) as

�
Nγ i

0 = �Π+i j (
�G−1) jk � j−k +� Π−i j (

�G−1) jk � j+k,

�
Dγ 0

a = 1

2
(�G−1)ab

(
� jb+ + � jb−

)
. (52)

using �Π
i j
± = κ

2 Θ
i j
∓ and �Gμν = (G−1

E )μν , we see that they
are of the same form as (32) keeping in mind the T-duality
relations

Π±μν → �Π
μν
± , Gμν → �Gμν

, j±μ → � jμ±. (53)

Using the Dirac procedure, analogue to that for the initial
theory, the following σ -dependent constraints are obtained

�Γ i
N (σ ) = κ

2

[
Θ

i j
−GE

jk
� j k−(σ ) + Θ

i j
+GE

jk
� j k+(−σ)

]
,

�Γ D
a (σ ) = 1

2
GE

ab

[
� jb+(−σ) + � jb−(σ )

]
. (54)

The constraints at σ = π produce the same result if we
demand the 2π -periodicity for the T-dual canonical variables
yμ(σ + 2π) = yμ(σ ) and �πμ(σ + 2π) = �πμ(σ ).

Separating the dual variables into the odd and even parts
with respect to σ = 0, in a same way as in (40) and (41)

yμ = kμ + k̄μ,

�πμ = � pμ + � p̄μ
, (55)

one obtains the sigma dependent constraints of the following
form

�Γ i
N (σ ) = −2(G−1B)i j

� p j + � p̄i − κ(G−1)i j k̄′
j ,

�Γ D
a (σ ) = GE

ab

[
� pb + κ2θbck̄′

c − κ
(
G−1

E

)bc
k′
c

]
. (56)

The T-dual constraints are also of the second class. So, we
can solve them

�Γ D
a (σ ) = 0, �Γ i

N (σ ) = 0, (57)

by

� p̄i = 0, k̄′
i = − 2

κ
Bi j

� p j
,

� pa = −κ2θabk̄′
b, k′

a = 0. (58)

4 Noncommutativity of the effective variables

Solving the constraints (43), has reduced the phase space by
half. The σ -derivative of coordinates and the momenta for
the solution (44) are

x ′μ =

⎧⎪⎨
⎪⎩
q ′a − θab pb, μ=a,

q̄ ′i , μ=i,

(59)

and

πμ =

⎧⎪⎨
⎪⎩
pa, μ=a,

p̄i − 2κBi j q̄ ′ j , μ=i.

(60)

By solving the constraints, one has eliminated parts of ini-
tial coordinates q̄a, qi and momenta p̄a, pi , and one is left
with variables qa, q̄i , pa, p̄i which are considered as funda-
mental variables. Note that in N -sector the new fundamental
variables are even qa, pa , while in D-sector the new funda-
mental variables are odd q̄i , p̄i .

For an arbitrary function F(x, π) defined on the initial
phase space, one introduces its restriction on the reduced

phase space by f = F(x, π)

∣∣∣
Γμ=0

. The Poisson brackets in

the effective phase space are the Dirac brackets [21] of the ini-
tial phase space associated with the second class constraints
Γμ = 0. The new brackets are denoted by star

�{ f, g} = {F,G}Dirac

∣∣∣
Γμ=0

. (61)

The Poisson brackets of the effective variables are considered
in app. “Appendix A” (for details see [10]).

So, by looking at the solution of the constraints, we
can observe that in the Neumann-subspace, the coordinates
depend on both effective coordinates and momenta, while in
the Dirichlet-subspace the momenta depend on both effec-
tive coordinates and momenta. Therefore, using (A.6) we can
conclude that in N -subspace, the coordinates do not commute

�{xa(σ ), xb(σ̄ )} = 2θabθ(σ + σ̄ ), (62)

while in the D-subspace the momenta do not commute

�{πi (σ ), π j (σ̄ )} = 4κBi jδ
′(σ + σ̄ ). (63)

The dual coordinate σ -derivative and the dual momenta
for the solution (58) of the dual constraints (57) are

y′
μ =

⎧⎪⎨
⎪⎩
k̄′
a, μ=a,

k′
i − 2

κ
Bi j � p

j , μ=i,

(64)

and

�πμ =

⎧⎪⎨
⎪⎩

� p̄a − κ2θabk̄′
b, μ=a,

� pi , μ=i.

(65)

By solving the T-dual constraints one has eliminated the
variables ka, k̄i , � pa, � p̄i . Therefore, the new fundamental
variables are k̄a, � p̄a (odd) in the D-sector and ki , � pi (even)
in the N -sector.

In this description, we see that the coordinates in the D-
subspace commute while in the N -subspace they are not com-
mutative
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�{yi (σ ), y j (σ̄ )} = 4

κ
Bi jθ(σ + σ̄ ) = 2 �θ i jθ(σ + σ̄ ). (66)

The momenta are commutative in the N -subspace, while in
the D-subspace they are noncommutative

�{�πa
(σ ), �π

b
(σ̄ )} = 2κ2θabδ′(σ + σ̄ )

= 4κ �Bab
δ′(σ + σ̄ ).

(67)

So, N and D-sectors of the initial and T-dual theories replace
their characteristics. Note that in all cases the Kalb–Ramond
field is the source of noncommutativity.

5 Effective theories

By extending the domain of the initial coordinates and
momenta, the solution of the constraint in one string endpoint
solves the constraint in the other string endpoint as well, as in
[10]. If we substitute the solution of the constraints into the
canonical hamiltonians, we will obtain the effective hamilto-
nians. Using the equations of motion for momenta, we will
find the corresponding effective lagrangians. Effective theo-
ries describe the closed effective string.

When choosing the Neumann boundary conditions for
all directions the new basic canonical variables, the effec-
tive variables, are the even coordinate and momenta parts
qμ(σ ) and pμ(σ ). Choosing the mixed boundary conditions
both odd and even parts of initial coordinates and momenta
remain the basic canonical variables for some directions.
So, the effective hamiltonian for the initial theory will be
given in terms of odd q̄i , p̄i in Dirichlet directions and even
qa, pa in Neumann directions and the effective T-dual hamil-
tonian in terms of odd k̄a, � p̄a in Dirichlet directions and even
ki , � pi in Neumann directions. The corresponding effective
lagrangians will consequently depend on both even and odd
coordinate parts qa, q̄i and ki , k̄a .

5.1 Effective energy-momentum tensors

For the solution (59), (60) of the boundary conditions, the a-
th and the i-th component of the initial currents j±μ, reduce
to

j±a = ∓κGabΘ
bc± j N±c, j N±c ≡ pc ± κGE

cdq
′d ,

j±i = p̄i ± κGi j q̄
′ j ≡ j D±i . (68)

The energy-momentum tensor components (25) in a back-
ground (8) read

T± = ∓ 1

4κ

[
(G−1)ab j±a j±b + (G−1)i j j±i j± j

]
, (69)

and reduce to

T ef f
± = ∓ 1

4κ

[ (
G−1

E

)ab
j N±a j

N±b + (G−1)i j j D±i j
D± j

]

≡ T N± + T D± , (70)

for the solution of constraints.
The dual energy-momentum tensor components are

�T± = ∓ 1

4κ

[
(�G−1)ab

� ja± � jb± + (�G−1)i j
� j i± � j j±

]
.

(71)

The dual currents reduce for the solution (64) and (65) to

� ja± = � p̄a ± κ
(
G−1

E

)ab
k̄′
b ≡ � jaD±,

� j i± = ±κΘ
i j
∓G jk

� j kN±, � j kN± = � pk ± κ(G−1)klk′
l ,

(72)

and therefore the energy-momentum tensor components
become

�T ef f
± = ∓ 1

4κ

[
(GE )ab

� jaD± � jbD± + Gi j
� j iN±� j jN±

]

≡ �T D
± + �T N± . (73)

Note that in opposite to the initial currents, the T-dual currents
with index a are Dirichlet’s, while the currents with index i
are Neumann’s.

5.2 Effective hamiltonians

The effective canonical hamiltonian for theory (2) is

He f f
c = T ef f

− − T ef f
+ , (74)

and the effective T-dual canonical hamiltonian for (9) is

�He f f
c = �T ef f

− − �T ef f
+ . (75)

The effective hamiltonian (74), expressed in terms of
effective variables with the help of (68), reads

He f f
c = He f f

N (qa, pa) + He f f
D (q̄i , p̄i ), (76)

where

He f f
N (qa, pa) = κ

2
q ′aGE

abq
′b + 1

2κ
pa(G

−1
E )ab pb,

He f f
D (q̄i , p̄i ) = κ

2
q̄ ′i Gi j q̄

′ j + 1

2κ
p̄i (G

−1)i j p̄ j .

(77)

The effective T-dual hamiltonian (75), expressed in terms
of effective variables with the help of (72), reads

�He f f
c = �He f f

D (k̄a,
� p̄a) + �He f f

N (ki ,
� pi ), (78)

where

�He f f
D (k̄a,

� p̄a) = κ

2
k̄′
a

(
G−1

E

)ab
k̄′
b + 1

2κ

� p̄a(GE )ab
� p̄b,
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�He f f
N (ki ,

� pi ) = κ

2
k′
i (G

−1)i j k′
j + 1

2κ

� piGi j
� p j

.

(79)

5.3 Effective Lagrangians

The lagrangians of the effective theories (76) and (78) are
given by

Le f f =
[
πμ ẋ

μ − Hc(x, π)
]∣∣∣

Γμ=0
, (80)

�Le f f =
[

�π
μ ẏμ − �Hc(y,

�π)
]∣∣∣

�Γμ=0
. (81)

The effective lagrangians can be separated into

Le f f = LN (q, p) + LD(q̄, p̄),
�Le f f = �LD(k̄, � p̄) + �LN (k, � p), (82)

with

LN (q, p) = paq̇
a − He f f

N (qa, pa),

LD(q̄, p̄) = p̄i ˙̄qi − He f f
D (q̄i , p̄i ),

�LD(k̄, � p̄) = � p̄a ˙̄ka − �He f f
D (k̄a,

� p̄a),
�LN (k, � p) = � pi k̇i − �He f f

N (ki ,
� pi ). (83)

The explicit forms of the effective lagrangians are found
by eliminating the momenta from (83), using the equations
of motion for them

pa = κGE
abq̇

b, p̄i = κGi j ˙̄q j , (84)

and

� p̄a = κ
(
G−1

E

)ab ˙̄kb, � pi = κ(G−1)i j k̇ j . (85)

For these equations the σ -derivatives of the initial and T-dual
coordinates, given by (59) and (64), become

x ′μ =

⎧⎪⎨
⎪⎩
q ′a + 2(G−1B)ab q̇

b, μ=a,

q̄ ′i , μ=i,

(86)

and

y′
μ =

⎧⎪⎨
⎪⎩
k̄′
a, μ=a,

k′
i − 2(BG−1)

j
i k̇ j , μ=i.

(87)

In order to find the expression for the initial and the T-dual
coordinate we need to introduce a double coordinate q̃a of
the even part of the initial coordinate qa

˙̃q a = q ′a, q̃ ′a = q̇a, (88)

and a double coordinate k̃i of the even part of the T-dual
coordinate ki

˙̃k i = k′
i , k̃ ′

i = k̇i . (89)

The coordinates become

xμ =

⎧⎪⎨
⎪⎩
qa + 2(G−1B)ab q̃

b, μ=a,

q̄i , μ=i,

(90)

and

yμ =

⎧⎪⎨
⎪⎩
k̄a, μ=a,

ki − 2(BG−1)
j

i k̃ j , μ=i.

(91)

For the equations (84) and (85), the currents (68) and (72)
reduce to

j N±a = κ(GE )ab ∂±qb, j D±i = κGi j ∂±q̄ j , (92)

and

� jaD± = κ
(
G−1

E

)ab
∂±k̄b, � j iN± = κ(G−1)i j ∂±k j . (93)

So, after elimination of the momenta the effective
lagrangians become

Le f f = LN (q) + LD(q̄),

�Le f f = �LD(k̄) + �LN (k), (94)

where the lagrangians (83) reduced to

LN (q) = κ

2
GE

ab ηαβ∂αq
a∂βq

b,

LD(q̄) = κ

2
Gi j η

αβ∂αq̄
i∂β q̄

j ,

�LD(k̄) = κ

2
(G−1

E )ab ηαβ∂α k̄a∂β k̄b,

�LN (k) = κ

2
(G−1)i j ηαβ∂αki∂βk j . (95)

5.4 T-duality between effective theories

Let us now introduce coordinates

Qμ =
[
qa

q̄i

]
, Kμ =

[
k̄a
ki

]
, (96)

and the corresponding canonically conjugated momenta

Pμ =
[
pa
p̄i

]
, �Pμ =

[
� p̄a
� pi

]
. (97)

The currents j N±a and j D±i defined in (68) and the currents
� jaD± and � j in± defined in (72), can be gathered into currents

ĵ±μ =
[
j N±a
j D±i

]
, � ĵμ± =

[
� jaD±
� j iN±

]
. (98)

They satisfy

ĵ±μ = Pμ ± κGef f
μν Q′ν,
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� ĵμ± = �Pμ ± κ �Gμν
e f f K

′
ν, (99)

where

Gef f
μν =

(
GE

ab 0
0 Gi j

)
,

�Gμν
e f f =

((
G−1

E

)ab
0

0 (G−1)i j

)
. (100)

The effective energy-momentum components (70) and (73)
can be rewritten as

T ef f
± = ∓ 1

4κ

(
G−1

e f f

)μν

ĵ±μ ĵ±ν,

�T ef f
± = ∓ 1

4κ

(
�G−1

e f f

)
μν

� ĵμ± � ĵν±, (101)

and the effective hamiltonians (76) and (78) are therefore

He f f = κ

2
Q′μGef f

μν Q′ν + 1

2κ
Pμ

(
G−1

e f f

)μν

Pν,

�He f f = κ

2
K ′

μ
�Gμν

e f f K
′
ν + 1

2κ

�Pμ
(

�G−1
e f f

)
μν

�Pν
.

(102)

Using the T-duality relations

κx ′μ ∼= �πμ, κy′
μ

∼= πμ, (103)

and (59), (65), (64), (60) one obtains

κq ′a − κθab pb ∼= � p̄a − κ2θabk̄′
b, κ q̄

′i ∼= � pi , (104)

and

κ k̄′
a

∼= pa, κk
′
i − 2Bi j

� p j ∼= p̄i − 2κBi j q̄
′ j . (105)

Separating the odd and even parts one obtains

κq ′a ∼= � p̄a, κ k̄′
a

∼= pa,

κ q̄ ′i ∼= � pi , κk′
i
∼= p̄i , (106)

which gives

κQ′μ ∼= �Pμ, κK ′
μ

∼= Pμ. (107)

Comparing the background fields (100), we see that they are
T-dual to each other as expected, because by T-duality the
metric should transform to the inverse of the effective metric.
In our case, in absence of the effective Kalb–Ramond field
this means the T-dual metric should be inverse to the initial
metric, what is just the case

(Gef f
μν )−1 =

(
GE

ab 0
0 Gi j

)−1

=
(

(G−1
E )ab 0
0 (G−1)i j

)
= �Gμν

e f f .

(108)

Using (107) and (108) we can conclude that the effective
hamiltonians (102) are T-dual to each other.

The corresponding lagrangians (94) are given by

Le f f = Q̇μPμ − He f f (Q, P),

�Le f f = K̇μ
�Pμ − �He f f (K , �P), (109)

which for the equations of motion for momenta (84) and (85)

Pμ = κGef f
μν Q̇ν, �Pμ = κ �Gef f

μν K̇ν, (110)

become

Le f f = κ

2
ηαβ ∂αQ

μ Gef f
μν ∂βQ

ν,

�Le f f = κ

2
ηαβ ∂αKμ

�Gμν
e f f ∂βKν . (111)

Combining (107) with (110) one obtains

Q′μ ∼= �Gμν
e f f K̇ν, K ′

μ
∼= Gef f

μν Q̇ν. (112)

Therefore, the effective and T-dual effective variables Qμ

and Kμ are connected by

∂±Kμ
∼= ±Gef f

μν ∂±Qν . (113)

This is the T-dual effective coordinate transformation law.
Using it together with (108), one can conclude that the
effective lagrangians (111) are T-dual. This law is in agree-
ment with the T-dual coordinate transformation law (17), for
Bμν = 0

∂±yμ ∼= ±Gμν∂±xν, (114)

keeping in mind that the metric is replaced by the effective
metric Gμν → Gef f

μν .

6 Conclusion

In the present paper we show that solving the constraints
obtained applying the Dirac consistency procedure to mixed
boundary conditions of the open bosonic string, which leads
to the effective theory and the T-dualization of the bosonic
string theory can be performed in an arbitrary order. We
started considering the string described by the open string
sigma model. The string is moving in the constant metric
Gμν and a constant Kalb–Ramond field Bμν . We chose the
Neumann boundary conditions for some directions xa and
the Dirichlet boundary conditions for all other directions xi .

We treated the boundary conditions as constraints, and
applied the Dirac procedure. The boundary conditions where
given in terms of coordinates and momenta, which we
rewrote in terms of currents building the energy-momentum
tensor components. By Dirac procedure the new constraints
are found commuting the hamiltonian with the known con-
straints. The canonical form of constraints allowed us a sim-
ple calculation of the exact form of the infinitely many con-
straints. From these constraints we formed two σ -dependent
constraints, for every string endpoint, by multiplying every
obtained constraint with the appropriate power of σ for con-
straints in σ = 0 and π − σ for constraints in σ = π ,
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and adding these terms together into Taylor expansions. The
constraints at σ = 0 and σ = π were found to be equiva-
lent by imposing 2π -periodicity condition for the canonical
variables xμ and πμ.

The σ -dependent constraints are of the second class. To
solve them we introduced even and odd parts of the initial
canonical variables. We found the solution and expressed
the σ -derivative of the initial coordinate x ′μ and the initial
momentum πμ in terms of even parts qa, pa of xμ, πμ in
Neumann directions and of their odd parts q̄i , p̄i in Dirichlet
directions, see (59) and (60). For the solution of constraints,
the theory reduced to the effective theory. We obtained the
effective energy-momentum tensors (70) and the effective
hamiltonian (76). For the equations of motion for momenta,
we obtained the corresponding effective lagrangian (94).

We also found the T-dual of the initial theory. We applied
the Dirac procedure to the mixed boundary conditions of the
T-dual theory. The constraints where solved, which reduced
the phase space to k̄a, � p̄a in D-sector and ki , � pi in N -
sector. For the solution of T-dual constraints we obtained the
T-dual effective energy-momentum tensors (73) and the T-
dual effective hamiltonian (78), as well as the corresponding
T-dual effective lagrangian (94).

The canonically conjugated effective variables are now
pairs qa, pa and q̄i , p̄i for the initial and ki , � pi and k̄a, � p̄a

for the T-dual effective theory. The effective variables in
both effective theories satisfy the modified Poisson brack-
ets considered in “Appendix A”. Therefore, if the variable of
the initial theory depends on both effective coordinates and
effective momenta of any pair, it will be noncommutative.
One observes that in N -sector coordinates do not commute
(62) and also the momenta of the D-sector of the initial the-
ory (63). In T-dual theory the roles are exchanged so that
in D-sector coordinates do not commute (66) and also the
momenta of the N -sector (67).

This is different, in comparison to the choice of the Neu-
mann boundary conditions for all directions [10–12]. In that
case, solving the constraints leads to full elimination of odd
variables. Also, when considering a weakly curved back-
ground, with a coordinate dependent Kalb–Ramond field
with an infinitesimal field strength, the effective theory turned
out to be non-geometric. It is defined in the effective space-
time composed of the even coordinate and its double xμ →
qμ, q̃μ. This fact lead to appearance of nontrivial effective
Kalb–Ramond field, depending on the double effective coor-
dinate Bμν(x) → Bef f

μν (2bq̃). It would be interesting to find
the corresponding field in the mixed boundary conditions
case. For constant initial background fields, considered in
this paper the effective fields are constant. But, the nonge-
ometricity can still be seen. It appears in a fact that coordi-
nates of the initial and T-dual theories, can not be expressed
without an introduction of double coordinates, see (90) and
(91).

The obtained effective theories, defined in terms of the
effective variables, where compared using the T-dualization
procedure. It was confirmed that the corresponding back-
ground fields (the effective metrics Gef f

μν and �Gμν
e f f (100))

are T-dual to each other. Also, the effective variables of the
initial effective theory are confirmed to be T-dual to the T-dual
effective variables of the T-dual effective theory, by obtaining
the T-duality law connecting them. This law was an appro-
priate reduction of the standard T-duality coordinate trans-
formation law. Therefore, we showed the T-duality of the
reduced bosonic string theories. Consequently, all the theo-
ries on the following diagram are equivalent

κ
∫
dξ2∂+xμΠ+μν∂−xν κ2

2

∫
dξ2∂+yμΘ

μν
− ∂−yν

κ
2

∫
dξ2∂+QμGef f

μν ∂−Qν κ
2

∫
dξ2∂+Kμ

�Gμν
e f f ∂−Kν

T

T

Γ =0 �Γ =0

So, we confirmed that two procedures, the T-dualization
procedure and the solving of the mixed boundary conditions,
treated as constraints in the Dirac consistency procedure, do
commute.
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Appendix A: Brackets between effective variables

The effective theory is given in terms of the odd and even
parts of the initial coordinates and momenta. These parts do
not satisfy the ordinary Poisson brackets because they are not
the arbitrary functions, but contain only even or odd powers
of σ . Additionally their domain is changed in order to solve
the boundary conditions in both string endpoints. The new
fundamental variables satisfy the modified Poisson brackets,
defined with the appropriate delta functions.

The standard Poisson brackets between the initial coordi-
nates and the momenta

{xμ(σ ), πν(σ̄ )} = δμ
ν δ(σ − σ̄ ), (A.1)

give

{qμ(σ ), pν(σ̄ )} = δμ
νδS(σ, σ̄ ),
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{q̄μ(σ ), p̄ν(σ̄ )} = δμ
νδA(σ, σ̄ ), (A.2)

where δS and δA are defined by

δS(σ, σ̄ ) = 1

2
[δ(σ − σ̄ ) + δ(σ + σ̄ )],

δA(σ, σ̄ ) = 1

2
[δ(σ − σ̄ ) − δ(σ + σ̄ )], (A.3)

and the domain is [−π, π ]. The even and odd coordinate
parts satisfy∫ π

−π

dσ̄qμ(σ̄ )δS(σ̄ , σ ) = qμ(σ ),

∫ π

−π

dσ̄ q̄μ(σ̄ )δA(σ̄ , σ ) = q̄μ(σ ). (A.4)

Separating integration domain in two parts, from −π to 0
and from 0 to π , and changing the integration variable in the
first part σ̄ → −σ̄ , we obtain

2
∫ π

0
dσ̄qμ(σ̄ )δS(σ̄ , σ ) = qμ(σ ),

2
∫ π

0
dσ̄ q̄μ(σ̄ )δA(σ̄ , σ ) = q̄μ(σ ). (A.5)

So, the unit functions on the interval [0, π ] for functions
with only an even or odd power in σ are 2δS(σ̄ , σ ) and
2δA(σ̄ , σ ), respectively. Therefore, the brackets which we
use are

�{qμ(σ ), pν(σ̄ )} = 2δμ
ν δS(σ, σ̄ ),

�{q̄μ(σ ), p̄ν(σ̄ )} = 2δμ
ν δA(σ, σ̄ ), σ, σ̄ ∈ [0, π ]. (A.6)
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10. L. Davidović, B. Sazdović, Phys. Rev. D 83, 066014 (2011)
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Abstract
We propose a new method for the derivation of Husimi symbols, for operators that are given in
the form of products of an arbitrary number of coordinates, and momentum operators, in an
arbitrary order. For such an operator, in the standard approach, one expresses coordinate and
momentum operators as a linear combination of the creation and annihilation operators, and then
uses the antinormal ordering to obtain the final form of the symbol. In our method, one obtains
the Husimi symbol in a much more straightforward fashion, departing directly from operator
explicit form without transforming it through creation and annihilation operators. With this
method the mean values of some operators are found. It is shown how the Heisenberg and the
Schrödinger–Robertson uncertainty relations, for position and momentum, are transformed
under scale transformation q p q p( ; ) ( ; )λ λ→ . The physical sense of some states which can be
constructed with this transformation is also discussed.

Keywords: average values, Husimi function, polynomials, operators, scaling transform,
uncertainty relation

1. Introduction

In classical statistical mechanics, in order to find the mean
value of any function F q p( , ) defined on the phase space, one
has to integrate that function over the phase space, weighted
with an appropriate probability density function, i.e.

F F q p q p q p( , ) ( , )d d . (1)∫ ρ=

Here, q p( , )ρ is a probability density, which means that the
integral of this function over a certain region of phase space
gives the probability of having the system in that region of the
phase space. In quantum mechanics, to each observable
F q p( , ) one assigns an operator Â. However, if one wants to

keep the resemblance to classical statistical mechanics, i.e. to
still compute the mean value of an operator by some formula
similar to (1), some additional steps are needed. First, an
analogue of the classical distribution function has to be
chosen, and this analogue comes in the form of the
quasidistribution function D q p( , ). The mean value is now
calculated similarly to (1) as:

A A q p D q p q pˆ ( , ) ( , )d d . (2)D∫= ρ

A few notes about the function A q p( , )D are in order.
This function should be assigned to each operator Â. The
process of assignment is far from trivial, and is one the main
themes of this work. The function is defined on the whole
phase space, and must fulfil the condition that the mean value
Â〈 〉 of an operator Â at a given state, described by the
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quasidistribution D q p( , ), is given by (2). The function
A q p( , )D is called the symbol of the operator Â, corre-
sponding to the quasidistribution D q p( , ). In quantum
mechanics a number of quasidistribution functions are used,
hence, different symbols are assigned to the same operator, Â,
depending on the quasidistribution [1–5]. So, a problem arises
—how do we find the symbol of the given operator for the
concrete quasidistribution?

In a number of cases the answer to this question is
known. Concretely, the symbols are known for the following
quasidistributions: Wigner function W q p( , ) [8], Husimi-
Kano Q q p( , ) [6, 7] and Glauber-Sudarsan P q p( , ) [9, 10]. If
the operator Â comes in the form of creation and annihilation
operators’ bivariate polynomial, then its W, Q, and P-symbols
are obtained using operations of symmetrization, antinormal
and normal ordering [11–13].

The sequence of the actions is as follows: first, in a given
operator which is the function of the coordinate and
momentum operators, one expresses the mentioned operators
as corresponding linear combinations of creation and anni-
hilation operators. To this form of the operator the procedure
of symmetrization or antisymmetrization, depending on the
quasiprobability used, is applied. For this ordered form the
scalar function can be directly obtained. This procedure, in
principle, solves the problem of the determination of the
symbols for the polynomial operators, but if the polynomial is
complicated, the procedure can be very tedious.

In this paper, we propose a new, simpler, way of deter-
mining the Q-symbols. In our approach, we simply replace
operators q̂ and p̂ at the places where they stand in the ori-
ginal operator, with differential operators which we will
define below. This is done explicitly, without using any
operations such as symmetrization or operator ordering. The
obtained differential operator acts on the Husimi function
giving the appropriate Q- symbol of the original operator. The
crucial fact is that for obtaining the Q- symbol of an operator,
the explicit form of the Husimi function for a given state is
not needed. One uses only its general structure which is the
same for all concrete Husimi functions. In section 2 we give
the Husimi function in a form that is used below. Our novel
method is presented in section 3.

In section 4, with the help of this method, we evaluate the
mean values of some operators and analyze the behavior of
the uncertainty relations under scale transformation
q p q p( ; ) ( ; )λ λ→ . We show that as a result of the transfor-
mation, the right-hand side of the inequalities increases. This
result can be used to explain some of the tunnelling
phenomena.

In section 5 we investigate the properties of ‘stretched
Fock states’. These states can be achieved by applying of the
scale transformation to Fock states of the harmonic oscillator.

2. Husimi function and the mean value problem

The Husimi functions are determined by the density operator
and the set of coherent states of a harmonic oscillator [6, 7].

Let us consider some state, described by the density operator
ρ̂, and x α〈 ∣ 〉 is a coherent state. Then, the Husimi function of
the state ρ̂ is defined by

( )Q x x y y x y, * 1
( , ) d d . (3)∫α α

π
α ρ α=

Here, ir iα α α= + is an arbitrary complex number, and
x y( , )ρ is the kernel of the density operator in the coordinate

representation. For the complex number α, which determines
the coherent state, we will use expression q p( i ) 2α = +
and will regard the Husimi function Q as a function of p and q

Q q p q p q p( , )
1

2
, ˆ , . (4)

π
ρ=


Here q p,∣ 〉 is the coherent state, given in terms of the
variables q and p:

x q p x q px qp,
1

exp
1

2
( ) i

i

2
. (5)

1 4
2⎜ ⎟⎛

⎝
⎞
⎠

⎡
⎣⎢

⎤
⎦⎥π

= − − + −

The Husimi function of the state, given by the wave
function x( )ψ , has the following form

Q q p y q py y

x x q px x y

C F q p x y x y

( , )
1

2

1
exp

1

2
( ) i *( )

( ) exp
1

2
( ) i d d

( , ; . )d d . (6)

3 2
2

2

⎜ ⎟⎛
⎝

⎞
⎠

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

∫

∫

π
ψ

ψ

= − − +

× − − −

=

Using the Husimi function one can also determine the
mean value of the operator, by applying the formula (2).

The Q-symbol of the operator, Â, in the standard
approach, is determined with the help of the antinormal
ordering of the creation and annihilation operators in the
expression for the operator, Â. If the operator, Â, is a low
order polynomial of the creation and annihilation operators, or
of coordinates and momenta, then one can find the explicit
form of its symbols by performing the antinormal ordering. In
a number of cases, however, the procedure could be tedious.
In this paper we propose a new procedure for determining the
Q- symbols of an operator of arbitrary form, without using
any operator ordering.

3. Deriving the Husimi symbols without antinormal
ordering

Let us introduce the operator

X q
q p

ˆ 1

2

i

2
. (7)= + ∂

∂
+ ∂

∂

Using the explicit form of the function (6), one can prove the
following formula

XQ q p q p qQ q p q p

x x x x

ˆ ( , )d d ( , )d d

( ) *( )d . (8)

∫ ∫
∫ ψ ψ

=

=

2
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The right-hand side of (8) is, by definition, the mean value of
the coordinate operator. So, this equation shows that the mean
value of the coordinate operator, when the state is described
by the Husimi function, may be represented by the left-hand
side of (8). So, in order to find the mean value of the
coordinate operator x̂ , when the quantum state is described by
the Husimi function, one should apply the operator X̂ (7) on
the Husimi function of the corresponding state and integrate
the obtained result over the whole phase space (q, p). The
equation (8) presents two alternative expressions for the mean
value of the coordinate operator, one using the wave function
for the description of the states and the other using the Husimi
function.

Let us generalize the obtained results to the case of
arbitrary exponent of the coordinate operator. It can be easily
seen, that the mean value of some operator K X( ˆ ), where K is
a polynomial of one variable, can be calculated by the fol-
lowing formula

( )K X C K q F q p x y x y q pˆ ˜ ( ) ( , ; , )d d d d . (9)∫=

In the case where K X( ˆ ) is a monomial K X X( ˆ ) ( ˆ )n= and
with the help of mathematical induction one can prove that
the functions K q˜ ( )n are related by the recurrent relation

K q qK q
q

K q K˜ ( ) ˜ ( )
1

2
˜ ( ), ˜ 1. (10)n n n1 0= − ∂

∂
=+

K q
n

s n s
q˜ ( )

( 1) !

! ( 2 ) !4
. (11)n

s n

s

s
n s

0 [ 2]

2∑= −
−⩽ ⩽

−

Here n[ 2] is the integer part of a number n 2.
So, in order to derive the mean value of the operator

K X( ˆ ), one has to apply this operator to the Husimi function
and integrate over the parameter space (q, p), which deter-
mines the coherent state (5). The result is a polynomial of the
variable q.

Almost the same procedure can be used in order to obtain
the mean values of the momenta operators. To this end, in
addition to the operator X̂ defined in (7), consider the operator
P̂ defined as:

P p
q p

ˆ i

2

1

2
. (12)= − ∂

∂
+ ∂

∂

Operators (7), (12) satisfy the commutation relation

P X i[ ˆ, ˆ ] . (13)= −

For the operator P̂ the following relation holds

PQ C p
q p

F q p x y x y

C p q x F q p x y x y

ˆ i

2

1

2
( , ; , )d d

( i i ) ( , ; , )d d . (14)

⎛
⎝⎜

⎞
⎠⎟∫

∫

= − ∂
∂

+ ∂
∂

= + −

Integrating this expression over the phase space parameters
(q, p), we obtain

PQ q p q p C pF q p x y x y q pˆ ( , )d d ( , ; , )d d d d . (15)∫ ∫=

By induction one can prove that

p P Q q p q p

C L p F q p x y x y q p

ˆ ˆ ( , )d d

( ) ( , ; , )d d d d . (16)

n n

n

∫
∫

=

=

The polynomials Ln(p) are related by the following recurrence
relation, which is the analogue of (10)

L p pL p
p

L p L

L p
n

s n s
p

( ) ( )
1

2
( ), 1;

( )
( 1) !

! ( 2 ) !4
. (17)

n n n

n

s n

s

s
n s

1 0

0 [ 2]

2∑

= − ∂
∂

=

= −
−

+

⩽ ⩽

−

Here n[ 2] is the integer part of a number n 2.
Let us now consider the following more general problem.

Consider the operator which is the monomial of the coordi-
nate and momenta operators. In the coordinate representation
it can be represented as the polynomial of operators x and

x

∂
∂
.

More precisely, it will be the monomial expression

A x
x x

x x
x

ˆ , i i i . (18)⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠− ∂

∂
= − ∂

∂
… − ∂

∂

The mean value of this operator in the state x( )ψ is
determined by the formula

A C x y q py

x q px

A x
x

x x y p q

ˆ *( ) exp
1

2
( ) i

· exp
1

2
( ) i

, i ( )d d d d . (19)

2

2

⎜ ⎟

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

∫ ψ

ψ

= − − +

− − −

× − ∂
∂

One can find the expression for this mean value with the help
of mathematical induction. Supposing that the mean value of
the operator (19) is determined by

A PX XPQ q p q pˆ ˆ ˆ ˆ ˆ ( , )d d , (20)∫= …

i.e. supposing that the following equality holds

PX XPQ q p q p

C x y q py

x q px

A x
x

x x y p q

ˆ ˆ ˆ ˆ ( , )d d

*( ) exp
1

2
( ) i

· exp
1

2
( ) i

, i ( )d d d d . (21)

2

2

⎜ ⎟

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

∫
∫ ψ

ψ

…

= − − +

− − −

× − ∂
∂

Let us now consider the following operator

xA x
x

x
x

x x
x

ˆ , i i i . (22)⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠− ∂

∂
= − ∂

∂
… − ∂

∂

3
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Its mean value has a form

xA C x y q py

x q px

xA x
x

x x y p q

C p qX x y x

y q py

x q px

A x
x

x

XPX XPQ q p p q

ˆ *( ) exp
1

2
( ) i

· exp
1

2
( ) i

, i ( )d d d d

d d ˆ d d *( )

exp
1

2
( ) i

exp
1

2
( ) i

· , i ( )

ˆ ˆ ˆ ˆ ˆ ( , )d d . (23)

2

2

2

2

⎜ ⎟

⎜ ⎟

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

∫

∫ ∫

∫

ψ

ψ

ψ

ψ

= − − +

− − −

× − ∂
∂

=

× − − +

× − − −

− ∂
∂

= …

This result shows that in order to obtain the mean value
of the operator xÂ, one has to apply the operator XPX XPˆ ˆ ˆ ˆ ˆ…
to the Husimi function Q q p( , ) and integrate the obtained
result over p qd d .

Analogously, one can consider the operator

i
x

A x
x

x x
x x

x

ˆ , i

i i i . (24)

⎜ ⎟ ⎜ ⎟

⎜ ⎟⎜ ⎟ ⎜ ⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

− ∂
∂

− ∂
∂

= − ∂
∂

− ∂
∂

… − ∂
∂

Its mean value has the form

x
A C x y q py

x q px

x
A x

x
x x y p q

i ˆ *( ) exp
1

2
( ) i

· exp
1

2
( ) i

i , i ( )d d d d . (25)

2

2

⎜ ⎟

⎜ ⎟ ⎜ ⎟

⎛
⎝

⎞
⎠

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

∫ ψ

ψ

− ∂
∂

= − − +

− − −

× − ∂
∂

− ∂
∂

Integrating by parts one obtains

C x y q py x q px

p x q A x
x

x x y p q

C p qP x y x y q py

x q px

A x
x

x PPX XPQ q p p q

*( ) exp
1

2
( ) i

1

2
( ) i

· ( i i ) , i ( )d d d d

d d ˆ d d *( ) exp
1

2
( ) i

exp
1

2
( ) i

, i ( ) ˆ ˆ ˆ ˆ ˆ ( , )d d . (26)

2 2

2

2

⎜ ⎟

⎜ ⎟

⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

∫

∫ ∫

∫

ψ

ψ

ψ

ψ

− − + − − −

− + − ∂
∂

= − − +

× − − −

− ∂
∂

= …

From formulas (23), (26) it can be seen that, in order to
determine the mean value of the operator (18), one has to
apply the operators X Pˆ , ˆ to the Husimi function Q q p( , ) in
the order in which the operators x, i

x
− ∂

∂ appear in the operator

( )A x, i
x

− ∂
∂ , and integrate this result over (q, p).

4. Evaluation of mean values and uncertainty
relations

Let us consider a state with a Husimi function Q q p( , ). It was
shown in [14] that if Q(q, p) is a Husimi function of a
quantum state and 12λ < , then the transformed function

Q q p( , )2λ λ λ is a Husimi function of some quantum state too.
A state with the Husimi function Q q p( , )2λ λ λ we call a
stretched state.

In this section we consider the problem of evaluation of
average values of some operators. Let us consider a Hamil-
tonian operator

( )H q p¯
2

ˆ ˆ . (27)2 2ω= +

The average value of the energy Ē of a state with a
Husimi function Q q p( , ) reads

( )

( )

E q p Q q p q p

q p Q q p q p

¯
2

1 ( , )d d

2
( , )d d

2
. (28)

2 2

2 2

∫
∫

ω

ω ω

= + −

= + −



 

The average value of the energy Ēλ of a stretched state
with a Husimi function Q q p( , )2λ λ λ reads

( )

( )

E q p Q q p q p

q p Q q p q p

E

¯
2

1 ( , )d d

1

2
( ) ( ) ( , )d( )d( )

2

1 ¯ 1

2
. (29)

2 2 2

2
2 2

2

2

2

∫
∫

ω λ λ λ

λ
ω λ λ λ λ λ λ ω

λ
λ

λ
ω

= + −

= + −

= + −

λ


 



One can see from the expression (29) that energy of a
state increases after the transform q p q p( ; ) ( ; )λ λ→ .

Let us consider now the Heisenberg uncertainty relation

q q p p

1

4
,

ˆ ˆ , ˆ ˆ , (30)

qq pp

qq pp

2

2 2 2 2

σ σ

σ σ

⩾

= − = −



and the Schrödinger–Robertson uncertainty relation

pq qp q p

1

4
;

1

2
ˆ ˆ ˆ ˆ ˆ ˆ . (31)

qq pp qp

qp

2 2σ σ σ

σ

− ⩾

= + −



The dispersions qqσ and ppσ can be evaluated with the
help of the Husimi functions

( )

( )

q Q q p q p qQ q p q p

p Q q p q p

pQ q p q p

1

2
( , )d d ( , )d d ,

1

2
( , )d d

( , )d d . (32)

qq

pp

2
2

2

2

⎜ ⎟

⎜ ⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

∫ ∫

∫

∫

σ

σ

= − −

= −

−

4
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Also

qpQ q p q p

qQ q p q p pQ q p q p

( , )d d

( , )d d ( , )d d . (33)

qp ∫
∫ ∫

σ =

−

For the stretched states the formulas (32), (33) take the
form

( )

( )

q Q q p q p

q Q q p q p

p Q q p q p

p Q q p q p

qp Q q p q p

q Q q p q p p Q q p q p

1

2
( , )d d

( , )d d ,

1

2
( , )d d

( , )d d ,

( , )d d

( , )d d ( , )d d . (34)

qq

pp

qp

2 2

2
2

2 2

2
2

2

2 2

⎜ ⎟

⎜ ⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

∫

∫
∫

∫
∫

∫ ∫

σ λ λ λ

λ λ λ

σ λ λ λ

λ λ λ

σ λ λ λ

λ λ λ λ λ λ

= −

−

= −

−

=

−

λ

λ

λ

From the formulas (34) one can find values of dispersions
qqσ and ppσ for stretched states.

1 1

2
,

1 1

2
,

1
. (35)

qq qq

pp pp qp qp

2

2

2

2

2

2 2

σ
λ

σ λ
λ

σ
λ

σ λ
λ

σ
λ

σ

= + −

= + − =

λ

λ λ

We see that for stretched states the Heisenberg uncer-
tainty relation reads

( )

( )

( )

1

1

2
1

1

4
1

1

4
, (36)

qq pp qq pp

qq pp

4

2

2 2

4
2

⎛
⎝⎜

⎞
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σ σ
λ

σ σ

λ σ σ

λ
λ

=

+ − +

+ − ⩾

λ λ



and the Schrödinger–Robertson uncertainty relation for
stretched states reads

(

( ) ( )( )

1

1

2
1

1

4
1

1

4
. (37)

qq pp qp qq pp qp

qq pp

2
4

2

2 2 2

4
2⎟⎞⎠

σ σ σ
λ

σ σ σ

λ σ σ λ
λ

− = −

+ − + + − ⩾

λ λ λ



One can interpret the inequalities (36) and (37) in the
sense that the scaling transform q p q p( ; ) ( ; )λ λ→ provides
an ‘effective Planck’s constant’ value eff

2λ=  . For
12λ ≪ the effective Planck’s constant satisfies the

inequality

. (38)eff ≫ 

A similar situation appeared in the case of correlated

states [15]. For these states the value of r1eff
2= − 

depends on the correlation coefficient r xp x pσ σ σ= between
the coordinate and momentum.

The value of Planck’s constant ℏ is responsible for purely
quantum phenomena such as quantum tunnelling [16]. The
well-known quasiclassical formula for the transmission
probability through the potential barrier U(x) reads

D m U x E xexp
2

2 ( ( ) ) d . (39)
a

b⎛
⎝⎜

⎞
⎠⎟∫≈ − −



Here m is the mass of particle and E is its energy.
The above formula together with the inequality (38)

shows that for the larger constant zrmeff the quantum tun-
nelling effect is enhanced. In [17], it was advocated that the
transmission probability for the correlated wave packets with
the nonzero correlation coefficient r between the coordinate
and the momentum can be higher than for uncorrelated
packets, and that the increase of this probability can be
described by replacing the true Planck’s constant ℏ with the

effective constant r1eff
2= −  . This remark has been

done in [15] and developed in [18–22].
We believe that, as correlated states, the stretched states

can be used to explain some physical phenomena.
The scaling transformation arises in a natural way in a

number of physical problems and especially in the problem of
the most quiet phase insensitive amplification of a quantum
state [23]. In this case, the parameter λ is equal to the inverse
value of the coefficient of amplification G 1 λ= .

5. Stretched fock states

We will now, as an example, apply the general obtained
results to the case of the harmonic oscillator.

It was shown in [24] that a Fock state of the harmonic
oscillator is transformed under the scale transformation in the
mixed state, which is described by the density matrix

( )
N

N k

k

N k N k

ˆ
!

( )!

!

1 , 1. (40)

N

N

k

k

2 2

0

2 2

∑ρ λ

λ λ

= +

− + + <

+

=

∞

These Fock stretched states consist of pure states
N k k, 0, 1, 2, .∣ + 〉 = …∞ Every one of these pure states
N k∣ + 〉 is present in the mixed state with the probability

( )c
N k

N k

( )!

! !
1 . (41)k

N
N k2 2

2λ λ= + −
+

The distribution of pure states is described by a negative
binomial distribution [25]

f k r p r k
k

p q p q

k

( , , ) 1 ; 1;

0, 1, 2, (42)

r k⎜ ⎟
⎛
⎝

⎞
⎠= + − + =

= …
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Using the properties of this distribution, it is possible to
find the average photon number in a stretched state (40)

( )n
N

N k
N k

k

N

!
( )

( )!

!
1

1
1. (43)

N

k

k2 2

0

2

2

∑λ λ

λ

= + + −

= + −

+

=

∞

And the dispersion of the photon number

( )
n n

N
( )

( 1) 1
. (44)n

2 2
2

4
σ

λ

λ
= − =

+ −

The dispersions ,qq ppσ σ and qpσ for the stretched Fock
states (40) can be found directly with the help of the
expression (40).

n q n n
1

2
. (45)2 = +

( )

( )
N

N k
N k

k

N N

!

1

2

( )!

!
1

1

2

1
( 1) 1

1

2
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N

k

k
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2 2

0

2

2
2

2

2

2

⎜ ⎟

⎜ ⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
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∑σ λ λ

λ
λ

σ

λ
λ

λ

= + + + −
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λ

+

=

∞

We see that the expression (46) coincides with the
expression (35). The same is true for the dispersions ppσ and

qpσ .

6. Conclusion

A new method that allows the Q-symbols of operators to be
obtained without resorting to the anti-normal-ordering
operation has been developed. In order to achieve this aim, an
explicit form of coherent states, in terms of which the Husimi
function is used, has been constructed. The proposed form-
alism is based on using the operators X̂ and P̂, which con-
stitute a Heisenberg algebra, and are a certain generalization
of the standard coordinate and momentum operators. We
hope that this approach can also be used to construct and
analyze other quasiprobability distributions. With the help of
this formalism the mean values of some operators are calcu-
lated. It is shown how the uncertainty relations are trans-
formed under scale transformations. The right-hand side of
these relations can greatly increase. This fact can be used to
study the tunnelling effect. We have also found, in an explicit
form, the density matrix for the scaling-transformed Husimi
functions of Fock states for a harmonic oscillator. These
stretched states can be used in the study of the quantum
tunnelling phenomenon.
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SCALE TRANSFORMATIONS IN PHASE SPACE AND STRETCHED

STATES OF A HARMONIC OSCILLATOR
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D. Davidović†

We consider scale transformations (q, p) → (λq, λp) in phase space. They induce transformations of the

Husimi functions H(q, p) defined in this space. We consider the Husimi functions for states that are arbi-

trary superpositions of n-particle states of a harmonic oscillator. We develop a method that allows finding

so-called stretched states to which these superpositions transform under such a scale transformation. We

study the properties of the stretched states and calculate their density matrices in explicit form. We

establish that the density matrix structure can be described using negative binomial distributions. We

find expressions for the energy and entropy of stretched states and calculate the means of the number-of-

states operator. We give the form of the Heisenberg and Robertson–Schrödinger uncertainty relations for

stretched states.
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uncertainty relation
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1. Introduction

We propose a new method for constructing the quantum states arising in certain physical processes.
This method is based on using quasiprobability distributions to describe quantum states. These distribu-
tions are defined on the phase space, and physical processes are associated with some transformations of this
space. Phase-space transformations induce transformations of the functions defined on them. Determining
the physical states corresponding to the transformed quasiprobability distributions, we can find the result
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of the action of a physical process on the initial quantum state. This is the general scheme of our approach.
Here, we use Husimi functions as quasiprobability distributions and consider the amplification of quantum
states as a physical process. This process can be associated with a scale transformation in the phase space.

It is known that quantum mechanics admits several mutually equivalent formulations. Moreover, one
of them can be more convenient for a particular problem, which justifies their joint existence and study.
The most popular is the formulation where a quantum state is associated with a vector in a Hilbert space
and observable quantities are associated with operators acting in this space. Another also very popular
formulation is based on using so-called quasiprobability distributions in phase space. Historically, this
approach is related to attempts to use the similarity between the statistical nature of quantum phenomena
and classical statistical processes.

In classical statistical mechanics, a physical state is associated with some distribution function ρ(q, p)
defined on the phase space of a system. This function is the probability density for the system to be in the
state characterized by the parameters q and p. The arguments are the coordinates and momenta, where q

is exactly the coordinate of the point in space where the system is at a given instant and p is exactly the
momentum which the system has at this instant. Moreover, we assume that the coordinates and momenta
can be measured simultaneously. Knowing the distribution function for a system, we can calculate its
various characteristics, for instance, the means of certain quantities. For this, a physical quantity is also
associated with a corresponding function F (q, p) defined on the phase space, and to find its mean in the
state with a distribution function ρ(q, p), we must calculate the integral

〈F 〉 =
∫

F (q, p)ρ(q, p) dq dp. (1)

From the very beginning of quantum mechanics, there were attempts to regard it as a statistical theory
and develop a formalism similar to classical statistical theory, namely, to associate a quantum state with
some function D(q, p) that is defined on the phase space and uniquely characterizes the state. Each operator
Â related to an observable quantity can be associated with the function AD(q, p), which is also defined over
the whole phase space such that the mean 〈Â〉 of the operator Â in the state defined by a quasiprobability
distribution D(q, p) can be calculated as the integral

〈Â〉 =
∫

AD(q, p)Dρ(q, p) dq dp. (2)

The function D(q, p) is called the quasiprobability distribution associated with a given quantum state,
and the function AD(q, p) is the Â-operator symbol, constructed according to the given quasiprobability
distribution D(q, p).

There is a set of quasiprobability states in quantum mechanics, and each operator Â therefore has sev-
eral symbols. The Wigner W (q, p) [1], Husimi–Kano Q(q, p) [2], [3], and Glauber–Sudarshan P (q, p) [4], [5]
functions are the most famous of them. General properties of quasiprobability distributions were studied
in [6]–[9], where methods for constructing operator symbols associated with these quasiprobability distri-
butions were also developed. Problems of applying them in quantum optics were considered in [10]–[14].

In addition to various quasiprobability distributions, there is a true probability distribution in quantum
mechanics defined on the phase space and completely determining the quantum state. It is called the
symplectic tomogram of a quantum state [15]. Properties of tomograms were discussed in [16].

Here, we deal with the Husimi–Kano function Q(q, p), which we call the Husimi function for brevity. Its
definition and general properties are presented in Sec. 2. The principal idea of our approach is as follows.
There is a set of quantum states for which the exact analytic form of the Husimi functions is known.
We can consider a transformation of the phase space (q, p) that induces a transformation of the Husimi
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functions. As a result, new functions arise that depend on the transformation parameters. We can try to
represent these new functions as a sum of already known Husimi functions with coefficients depending on
the parameters of the phase-space transformation. Using this sum of Husimi functions, we can then find
the density matrix of the transformed state. In several cases, the phase-space transformation can be related
to a particular physical process.

We consider a scale transformation in the phase space of the form

(q, p) → (λq, λp), |λ|2 ≤ 1. (3)

It was proved in [17] that if Q(q, p) is a Husimi function of a quantum state and λ < 1, then

Qλ(q, p) = λ2Q(λq, λp) (4)

is also a Husimi function for some quantum state.
In Sec. 3, we show that transformation (4) of the Husimi function naturally arises in quantum optics

problems. This stimulates our interest in this problem. We study what happens with the states of a
harmonic oscillator under such a transformation.

In Sec. 4, we consider the pure state that is an arbitrary superposition of n-particle states. We show
that a pure state becomes a mixed state as a result of this transformation, and we find its density matrix.
This mixed λ state contains an infinite set of pure states, and the probabilities with which these pure states
are included into a mixed state form a negative binomial distribution.

In the case where we deal with an initial single N -particle state, the transformed λ state contains all
M -particle states with M ≥ N . Moreover, the less the parameter λ2 is, the smoother the distribution of the
given pure states in the mixed state. Roughly speaking, we can assume that under λ transformation (3),
states with M > N arise from the state |N〉. We call such mixed states stretched states. In Sec. 5, we find
the means of the particle number operator for stretched states. In Sec. 6, we calculate the entropy of the
von Neumann stretched states. In Sec. 7, we find the forms of the Heisenberg and Robertson–Schrödinger
uncertainty relations for stretched states. For such states, we show that the factor λ−4 appears in the right-
hand side of the uncertainty relations, i.e., the uncertainty of states increases under λ transformation (3).
We briefly discuss the possible physical effects of this fact.

Everywhere in this paper, we assume that |λ| < 1. But the question of what happens and what states
can appear for |λ| > 1 arises. In Sec. 8, we formally apply the argumentation scheme used for |λ| < 1 to the
case |λ| > 1. We show that in this case, the Husimi functions of n-particle states of the harmonic oscillator
are transformed into quantities that are not the Husimi functions of any quantum states.

2. Husimi functions of harmonic-oscillator states

We consider the one-dimensional harmonic oscillator. Its Hamiltonian Ĥ is defined as

Ĥ = −�
2

2
d2

dx2
+

ω2

2
x2 =

1
2
(p̂2 + ω2q̂2) = �ω

(
â†â +

1
2

)
, (5)

where the coordinate and momentum operators q̂ and p̂ and also the creation and annihilation operators
â† and â are

p̂ = −i�
d

dx
, q̂ = x,

â† =
1√
2�ω

(p̂ + iωq̂), â =
1√
2�ω

(p̂ − iωq̂).
(6)
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For the Hamiltonian H , the n-particle states |n〉 are its eigenfunctions:

Ĥ |n〉 = �ω

(
n +

1
2

)
|n〉. (7)

The coherent states of the harmonic oscillator are

|α〉 = e−|α|2/2
∞∑

n=0

αn

√
n!

|n〉. (8)

Here, α is an arbitrary complex number.
Let there be a quantum state defined by the density operator ρ̂. Using coherent states (8), we can then

construct its Husimi function:

Q(α, α∗) =
1
π

∫
〈α|x〉ρ(x, y)〈y|α〉 dx dy. (9)

If the quantum state is pure and is described by the wave function |ψ〉, then its Husimi function is

Q(q, p) = 〈α|ψ〉〈ψ|α〉. (10)

The Husimi function is defined on the phase space with the coordinates (q, p). The scale transformation
(q, p) → (λq, λp) in this space was considered in [17]. It was shown that if Q(q, p) is a Husimi function of a
quantum state, then λ2Q(λq, λp) is also a Husimi function of some quantum state if |λ|2 ≤ 1.

Below, we show that transformation (3) can be associated with certain physical processes, for instance,
with the state of an electromagnetic field passing through a quantum amplifier [18], [19]. Therefore, the
problem of constructing an explicit form of such transformations for a particular state and studying their
properties is relevant. In several cases, this problem can be solved exactly.

Here, we consider a harmonic oscillator and find the density matrices of those states into which the
superpositions of its n-particle states are mapped under scale transformation (3). For this, we use a special
method based on some properties of Husimi functions of such states.

3. Connection of scale transformations with quantum optics
problems

Before proceeding to a systematic development of the formalism, we show the relation of this approach
to quantum optics problems and explain how scale transformation (3) appears in such a formulation of the
problem. The general idea can be understood using an example of a simple linear light amplifier consisting
of partially inverted two-level atoms. The resonance Hamiltonian for the interaction between the field and
the atoms is

Ĥ = �k

(
0 â

â† 0

)
. (11)

This is an interaction Hamiltonian in the Jaynes–Cummings model. It has several interesting properties,
in particular, supersymmetry [20]. For this Hamiltonian, the equation for the density matrix ρ̂ of an
electromagnetic field can be written in the first approximation as [13]

∂ρ̂

∂t
= −kN1(ââ†ρ̂ − 2â†ρ̂â + ρ̂ââ†) − kN2(â†âρ̂ − 2âρ̂â† + ρ̂â†â). (12)

Here, â† and â are the creation and annihilation operators of the electromagnetic field, N1 and N2 are the
populations of the upper and lower levels of a two-level atoms, and k is the amplification coefficient.
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Using relation (9) between the density matrix and the Husimi function, we can pass from operator equa-
tion (12) to an ordinary differential equation for the Husimi function. Using this equation, the expression
for the Husimi function for the state at the exit from a quantum amplifier was obtained in [18]:

Qout(α, t) =
1

G2
Qin

(
α

G

)
=

〈
α

G

∣∣∣∣ρ̂in

∣∣∣∣ α

G

〉
, (13)

where
G(t) = e2(N1−N2)kt. (14)

We see that expression (13) coincides with (4) at λ = G−1. Hence, scale transformation (3) in the phase
space turns out to be related to the action of a quantum amplifier, and the form of this transformation
is defined by the structure of Hamiltonian (11). Accordingly, the action of the amplifier on an arbitrary
quantum state can be described using the scale transformation in the phase space.

Formally, we here deal with only the states of a harmonic oscillator, but keeping in mind that the
method developed here is assumed to be applicable to quantum optics problems, we sometimes call these
states n-photon or n-particle Fock states.

4. Density matrices of stretched states

We first consider the N -particle state |N〉. Its Husimi function is

QN(q, p) = 〈α|N〉〈N |α〉 = e−|α|2 |α|
2N

N !
. (15)

After scale transformation (3), we have

Qλ
N(q, p) = λ2e−λ2|α|2 λ2N |α|2N

N !
. (16)

We want to represent expression (16) as a sum of Husimi functions Qj(q, p) with different j. For this, we
write it as

Qλ
N (q, p) = e−λ2|α|2 λ2N+2|α|2N

N !
= e−|α|2e(1−λ2)|α|2 λ2N+2|α|2N

N !
. (17)

Expanding the exponential e(1−λ2)|α|2 in a series, we now obtain

Qλ
N(q, p) = e−|α|2

∞∑
j=0

(1 − λ2)j |α|2j

j!
λ2N+2|α|2N

N !
=

=
∞∑

j=0

λ2N+2 (1 − λ2)j(N + j)!
j! N !

e−|α|2 |α|
2(N+j)

(N + j)!
=

=
∞∑

j=0

λ2N+2 (1 − λ2)j(N + j)!
j! N !

QN+j(q, p). (18)

Passing from the Husimi function to the density matrix, we find that state (16) corresponds to the density
matrix

ρ̂λ
N =

∞∑
j=0

λ2N+2 (1 − λ2)j(N + j)!
j! N !

|N + j〉〈N + j|. (19)
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This density matrix has a diagonal form with the first N diagonal elements (with the labels 0, 1, . . . , N −1)
equal to zero and the other main diagonal elements

FN
N+j =

(1 − λ2)j(N + j)!
j! N !

λ2N+2, j = 0, 1, . . . . (20)

Quantities (20) form a negative binomial distribution. The elements of this distribution are given by [21]

f(k, r, p) =
(

r + k − 1
k

)
prqk =

(r + k − 1)!
(r − 1)! k!

pr(1 − p)k, k = 0, 1, 2, . . . . (21)

They are determined by two parameters r and p, q = 1 − p, and k is the element label in the distribution.
In our case, r = N + 1, k = j, and p = λ2. We therefore have

FN
N+j = f(j, N + 1, λ2). (22)

We now consider a state that is a superposition of two k-particle states |M〉 and |N〉. Its wave function
and density matrix are

ψM,N = cM |M〉 + cN |N〉, |cM |2 + |cN |2 = 1,

ρ̂M,N = (cM |M〉 + cN |N〉)(c∗M 〈M | + c∗N 〈N |).
(23)

We find the density matrix of the stretched state ρ̂λ
M,N . The Husimi function of state (23) can be written

as

QM,N(α) = 〈α|ρM,N |α〉 =

= e−|α|2/2

(
cM

(α∗)M

√
M !

+ cN

(α∗)N

√
N !

)
e−|α|2/2

(
c∗M

αM

√
M !

+ c∗N
αN

√
N !

)
. (24)

After transformation (3), we have

Qλ
M,N(λq, λp) = λ2e−λ2|α|2

(
cM

λM (α∗)M

√
M !

+ cN

λN (α∗)N

√
N !

)(
c∗M

λMαM

√
M !

+ c∗N
λNαN

√
N !

)
=

= e−|α|2λ2e(1−λ2)|α|2
(

cM

λM (α∗)M

√
M !

+ cN

λN (α∗)N

√
N !

)(
c∗M

λMαM

√
M !

+ c∗N
λNαN

√
N !

)
. (25)

As in the previous case, we expand the exponential e(1−λ2)|α|2 in a series, and Husimi function (25) then
becomes

Qλ
M,N(λq, λp) = e−|α|2λ2

∞∑
j=0

(1 − λ2)j |α|2j

j!

(
cM

λM (α∗)M

√
M !

+ cN
λN (α∗)N

√
N !

)(
c∗M

λMαM

√
M !

+ c∗N
λNαN

√
N !

)
.

We now take the relations

e−|α|2/2 αs+j√
(s + j)!

= 〈s + j|α〉, e−|α|2/2 (α∗)k+j√
(k + j)!

= 〈α|k + j〉 (26)

into account. Using them, we obtain the expression for Husimi function (25):

Qλ
N,M(λq, λp) =

∞∑
j=0

λ2(1 − λ2)j

j!
〈α|

(√
(M + j)!

M !
λMcM |M + j〉 +

√
(N + j)!

N !
λN cN |N + j〉

)
×

×
(√

(M + j)!
M !

λMc∗M 〈M + j| +
√

(N + j)!
N !

λNc∗N 〈N + j|
)
|α〉. (27)
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It hence follows that the density matrix of the stretched state ρ̂λ
M,N is

ρ̂λ
N,M =

∞∑
j=0

λ2(1 − λ2)j

j!

(√
(M + j)!

M !
λMcM |M + j〉 +

√
(N + j)!

N !
λN cN |N + j〉

)
×

×
(√

(M + j)!
M !

λMc∗M 〈M + j| +
√

(N + j)!
N !

λN c∗N 〈N + j|
)

. (28)

We consider the structure of this matrix.
Density matrix (28) has three nonzero diagonals. Let M = N + k. Then the first N elements with the

labels 0, 1, . . . , N − 1 on the main diagonal are equal to zero. The next k diagonal elements with the labels
N, . . . , N + k − 1 coincide with the first k nonzero diagonal elements of density matrix (19),

DN+j,N+j =
(1 − λ2)j(N + j)!

j! N !
λ2+2N |cN |2, j = 0, 1, . . . , k − 1. (29)

The remaining elements on the main diagonal of density matrix (28) have the form of the sum of the
diagonal elements of the density matrices ρλ

N and ρλ
M , which are given by formula (19):

DN+k+j,N+k+j =
(1 − λ2)k+j(N + k + j)!

(k + j)!N !
λ2+2N |cN |2 +

+
(1 − λ2)j(M + j)!

j!M !
λ2+2M |cM |2, j = 0, 1, . . . . (30)

Therefore, the main diagonal of the density matrix ρ̂λ
N,M given by (28) has the form of the sum of the main

diagonals of the density matrices ρ̂λ
N and ρ̂λ

M multiplied by the coefficients |cN |2 and |cM |2.
In addition to the main diagonal, density matrix (28) has nonzero elements on two more diagonals,

above and below the main diagonal at a distance of k steps. These nonzero elements are located with the
coordinates (N + i, N + k + i) and (N + k + i, N + i), i = 0, 1, . . . . The elements of the density matrix with
the coordinates (N + j, M + j) and (M + j, N + j) have the forms

DN+j,M+j =
(1 − λ2)j

j!
λN+M+2

√
(N + j)! (M + j)!

N ! M !
cNc∗M ,

DM+j,N+j =
(1 − λ2)j

j!
λN+M+2

√
(N + j)! (M + j)!

N ! M !
c∗NcM ,

j = 0, 1, . . . . (31)

We can now consider a general case of an arbitrary state of the harmonic oscillator. The strategy
remains the same as in the case of state (19), which is a superposition of two Fock states.

We consider a pure state that is an arbitrary superposition of n-particle states of a harmonic oscillator:

|ψ〉Σ =
∞∑

k=0

ck|k〉,
∞∑

k=0

|ck|2 = 1. (32)

Its Husimi function is

QΣ(q, p) = 〈α|ψ〉〈ψ|α〉 = e−|α|2/2
∞∑

k=0

(α∗)k

√
k!

cke−|α|2/2
∞∑

s=0

αs

√
s!

c∗s. (33)
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After a λ-scale transformation, Husimi function (33) becomes

Qλ
Σ(q, p) = λ2Q(λq, λp) = λ2e−λ2|α|2

∞∑
k=0

λk(α∗)k

√
k!

ck

∞∑
s=0

λsαs

√
s!

c∗s =

= e−|α|2λ2e(1−λ2)|α|2
∞∑

k=0

λk(α∗)k

√
k!

ck

∞∑
s=0

λsαs

√
s!

c∗s. (34)

We expand the exponential e(1−λ2)|α|2 in a series, and expression (34) then becomes

λ2QΣ(λq, λp) = e−|α|2λ2
∞∑

j=0

(1 − λ2)j |α|2j

j!

∞∑
k=0

λk(α∗)k

√
k!

ck

∞∑
s=0

λsαs

√
s!

c∗s. (35)

It can be written as

λ2QΣ(λq, λp) = e−|α|2
∞∑

j=0

λ2 (1 − λ2)j

j!

∞∑
k=0

λk(α∗)k+j

√
k!

ck

∞∑
s=0

λsαs+j

√
s!

c∗s. (36)

As before, we must now take relations (26) into account. Using them, we write equality (36) in the form

λ2QΣ(λq, λp) =
∞∑

j=0

λ2 (1 − λ2)j

j!

∞∑
k=0

√
(k + j)!

k!
λkck〈α|k + j〉

∞∑
s=0

√
(s + j)!

s!
λsc∗s〈s + j|α〉. (37)

We see that expression (37) is the Husimi function of a state with the density matrix

ρ̂λ
Σ =

∞∑
j=0

λ2(1 − λ2)j

j!

( ∞∑
k=0

√
(k + j)!

k!
λkck|k + j〉

)( ∞∑
s=0

√
(s + j)!

s!
λsc∗s〈s + j|

)
. (38)

We find that after λ-scale transformation (3), pure state (32) becomes a mixed state described by density
matrix (38).

We now consider the structure of density matrix (38). For this, as an example, we use density ma-
trix (28) corresponding to the stretched state obtained from a state that is a superposition of two Fock
states. For such a state, the main diagonal of the density matrix has the form of the sum of the main
diagonals of the density matrices corresponding to the single Fock states, and the elements of each of these
matrices are multiplied by the square of the absolute value of the coefficient with which this single state is
included in the superposition.

If state (32) is a superposition of more than two n-particle states, then the main diagonal of density
matrix (38) of the corresponding stretched state has a similar structure. Namely, it has the form of a sum
of the main diagonals of the density matrices corresponding to the single n-particle states, and elements
of each of them are multiplied by |ck|2, the square of the absolute value of the coefficient with which this
single state |k〉 is included in superposition (32).

We introduce the notation

dN,j = λN+1

√
(1 − λ2)j(N + j)!

N ! j!
cN ,

d∗N,j = λN+1

√
(1 − λ2)j(N + j)!

N ! j!
c∗N ,

j = 0, 1, . . . . (39)
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With this notation, the elements on the main diagonal of density matrix (28) become

Dn,n =
n∑

i=0

|di,n−i|2, i = 0, 1, . . . , n, n = 0, 1, . . . . (40)

In addition to the main diagonal, there are nonzero elements of density matrix (38) on other diagonals
parallel to the main one. Their structure is analogous to the structure of the secondary diagonals of density
matrix (28). We describe elements on these diagonals. For this, we use notation (31). In fact, these elements
are sums of quantities of type (31).

We first consider the diagonal nearest to the main diagonal of matrix (28) and located above it. Its
elements have the coordinates (n, n + 1), n = 0, 1, 2, . . . and are expressed as

Dn,n+1 =
n∑

j=0

dj,n−jd
∗
j+1,n−j . (41)

The summation limits in this formula are defined by the k-particle states included in superposition state (32).
If state (32) contains a finite number of k-particle states and the highest of them is the state |K〉, then
formula (41) becomes

Dn,n+1 =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

n∑
j=0

dj,n−jd
∗
j+1,n−j , n < K,

K−1∑
j=0

dj,n−jd
∗
j+1,n−j , n ≥ K.

(42)

The values of the elements on other diagonals above the main diagonal are defined as

Dn,n+k =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

n∑
j=0

dj,n−jd
∗
j+k,n−j , n ≤ K − k,

K−k∑
j=0

dj,n−jd
∗
j+k,n−j , n ≥ K − k.

(43)

If some terms in state (32) are absent, i.e., some coefficients ck = 0, then the corresponding quantities
dk,j = 0, j = 0, 1, . . . , and the corresponding terms in sum (39) are absent. The values of the elements of
the density matrix below the main diagonal are defined by the Hermitian property:

Dn+k,n = D∗
n,n+k. (44)

This is the structure of density matrix (38) of the stretched state corresponding to state (32). We
study some of its properties below, but we first note the following fact. The elements on the main diagonal
of matrix (38) are linear combinations of terms from negative binomial distributions (21). In our case,
these distributions differ one from another by the parameter N , while the parameter λ is the same in all
of them. The elements on the diagonals above and below the main diagonal are linear combinations of the
distribution terms of the form

F (N, M ; λ)j =
(1 − λ2)j

j!
λN+M+2

√
(N + j)!(M + j)!

N ! M !
, j = 0, 1, . . . . (45)

Distributions (45) are characterized by the three parameters N , M , and λ, where N and M are integers
and λ2 ≤ 1. For N = M , they become the usual negative binomial distributions. We call distributions (45)
double negative binomial distributions. Their properties will be studied in another paper.
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5. Means of the state number operator

We now study some properties of stretched states. First, we find the means of the particle number of
stretched state (38). We do this for state (21) first.

The mean of particles in the state given by the density matrix ρ is defined by the expression

〈n̂〉 = Tr(N̂ ρ̂), (46)

where N̂ = â+â is the particle number operator.
For state (21), we have

〈n̂N 〉 =
∞∑

j=0

λ2(1 − λ2)j

j!

(
(N + j)!

N !
λ2N (N + j)

)
. (47)

It is known that we have the relation

S0
N (x) =

∞∑
j=0

(N + j)!
j!

xj =
N !

(1 − x)N+1
, |x| < 1. (48)

Substituting x = 1 − λ2 in it, we obtain

∞∑
j=0

λ2N+2 (N + j)!
N ! j!

(1 − λ2)j = 1. (49)

We now calculate the quantity

S1
N (x) =

∞∑
j=0

j
(N + j)!

j!
xj = x

d

dx
S0

N(x) =
x(N + 1)!
(1 − x)N+2

. (50)

Using relations (49) and (50), we obtain the expression for the mean of the particle number in stretched
state (21)

〈n̂N 〉 = N + (S0
N )−1S1

N = N +
(N + 1)(1 − λ2)

λ2
=

N + 1
λ2

− 1. (51)

We now find an expression for the dispersion of the particle number in state (21), which is defined as

σn = 〈n̂2〉 − 〈n̂〉2. (52)

To calculate its value, we need the mean 〈n̂2
N 〉. It can be found:

〈n̂2
N 〉 =

∞∑
j=0

λ2N+2 (1 − λ2)j

j!
(N + j)!

N !
(N + j)2 =

= N2 + 2N〈nN〉 +
∞∑

j=0

λ2N+2 (1 − λ2)j

j!
(N + j)!

N !
j2. (53)

We next have

S2
N (x) =

∞∑
i=0

i2
(N + i)!

i!
xi =

= x
d

dx
S1 =

(
x

d

dx

)2

S0 =
x(N + 1)

1 − x
+

x2(N + 1)(N + 2)
(1 − x)2

. (54)
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Hence, using relations (51), we obtain the expression for the dispersion of the particle number in state (21):

σn = 〈n̂2
N 〉 − 〈n̂N 〉2 =

x(N + 1)
(1 − x)2

=
(N + 1)(1 − λ2)

λ4
. (55)

We have found the quantities 〈n̂N 〉 and 〈n̂2
N 〉. We now obtain 〈n̂l

N 〉 for state (21). In this case, we have

〈n̂l
N 〉 =

∞∑
j=0

λ2N+2 (1 − λ2)j

j!
(N + j)!

N !
(N + j)l =

=
∞∑

j=0

FN
N+j

l∑
k=0

(
l

k

)
jkN l−k =

l∑
k=0

Gk
N (λ)

(
l

k

)
N l−k. (56)

Here,
(

l
k

)
= l!

(l−k)! k! are the usual binomial coefficients, and the quantities Gk
N (λ) are

Gk
N (λ) =

∞∑
j=0

λ2N+2 (1 − λ2)j

j!
(N + j)!

N !
jk. (57)

We calculate these sums. As shown above, equality (48) holds. Using it, we obtain

S1
N (x) =

∞∑
i=0

i
(N + i)!

i!
xi = x

d

dx
S0,

S2
N (x) =

∞∑
i=0

i2
(N + i)!

i!
xi = x

d

dx
S1 =

(
x

d

dx

)
2

S0,

...

Sk
N (x) =

∞∑
i=0

ik
(N + i)!

i!
xi =

(
x

d

dx

)
k

S0,

... .

(58)

Using these relations, we obtain expressions for the Gk
N (λ):

Gk
N (λ) = (S0

N (1 − λ2))−1Sk
N(1 − λ2). (59)

Hence, we have the formula

〈n̂l〉 =
l∑

k=0

(S0
N (1 − λ2))−1Sk

N (1 − λ2)
(

l

k

)
N l−k. (60)

We note that both positive and negative binomial coefficients are used to construct the 〈n̂l
N 〉.

We now calculate the values of quantities (51) and (60) for the stretched states with density matrix (38).
We first do this for state (28). In this case, the mean particle number 〈n̂N,V 〉 is

〈n̂N,V 〉 =
∞∑

j=0

λ2(1 − λ2)j

j!

(
(N + j)!

N !
λ2N |cN |2(N + j) +

(M + j)!
M !

λ2M |cM |2(M + j)
)

=

=
1
λ2

(
|cN |2N + |cM |2M

)
+

1
λ2

− 1, |cN |2 + |cM |2 = 1. (61)
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The mean of an arbitrary power of the particle number operator 〈(n̂N,V )l〉 for state (28) is

〈(n̂N,V )l〉 =
∞∑

j=0

λ2(1 − λ2)j

j!

(
(N + j)!

N !
λ2N |cN |2(N + j)l +

(M + j)!
M !

λ2M |cM |2(M + j)l

)
=

=
1
λ2

(
|cN |2〈n̂l

N 〉 + |cM |2〈n̂l
M 〉

)
+

1
λ2

− 1, |cN |2 + |cM |2 = 1. (62)

In the case of state (38) of general form, the quantities 〈n̂Σ〉 and 〈(n̂Σ)l〉 can be written as

〈n̂Σ〉 =
1
λ2

∞∑
k=0

|ck|2k +
1
λ2

− 1,

〈(n̂Σ)l〉 =
1
λ2

∞∑
k=0

|ck|2〈n̂l
k〉 +

1
λ2

− 1,

∞∑
k=0

|ck|2 = 1. (63)

We see that formulas (63) for the means of powers of the particle number operator for state (38) are the
sums of similar expressions for state (21). This can be explained because only the diagonal elements of
density matrix (38) are included in formulas (63) and these elements equal the sum of diagonal elements
of density matrices (21) for the stretched states |k〉 multiplied by the squares of the absolute values of the
coefficients ck with which they are included in state (32).

6. Entropy of stretched states

We now consider the von Neumann entropy H of stretched states. Let there be a state defined by a
density matrix ρ̂. Then the quantity H is

H = −
∑

k

λk log2 λk. (64)

Here, λk is an eigenvalue of the density matrix ρ. Moreover, we assume that 0 · log2 0 = 0. It follows from
this definition that the entropy of a pure state is equal to zero because the idempotency of the density
matrix of the pure state ρ̂2 = ρ̂ implies that some of its eigenvalues are unity and the others are zero.

If we have a mixed state, then its entropy is defined by the distribution of the λk. The value λk

defines the probability of finding the system in the state associated with the given eigenvalue of the density
matrix. It is easy to understand that the more uniformly the probabilities λk are distributed, the greater
entropy (64) is, and it reaches its maximum when these probabilities are equal to each other. In the
case where sum (64) has N terms, the maximum of the von Neumann entropy H is at λk = 1/N and is
H = log2 N .

We now consider the stretched states corresponding to the N -particle state of the harmonic oscillator.
Its density matrix is

ρ̂N =
λ2N+2

N !

∞∑
k=0

(N + k)!
k!

(1 − λ2)k|N + k〉〈N + k|, λ2 < 1. (65)

Because this matrix is diagonal, its elements

cN
k =

λ2N+2(N + k)!
N ! k!

(1 − λ2)k (66)
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are its eigenvalues, and they can be directly substituted in expression (64).
Therefore, to find the von Neumann entropy of state (65), we must calculate the quantity

HN = −
∞∑

k=0

cN
k log2 cN

k =

= −
∞∑

k=0

λ2N+2(N + k)!
N ! k!

(1 − λ2)k log2

(
λ2N+2(N + k)!

N ! k!
(1 − λ2)k

)
. (67)

If N = 0, then we have

H0 = −λ2
∞∑

k=0

(1 − λ2)k log2(λ
2(1 − λ2)k) = − log2 λ2 − log2(1 − λ2)

1 − λ2

λ2
. (68)

If λ → 1, then H0 → 0, and this corresponds to the fact that the entropy of a pure N -particle state is
zero. If λ → 0, then H0 → ∞. This means that the uncertainty in the probability of detecting an arbitrary
n-particle state increases.

If there is a stretched state corresponding to superposition (32) of n-particle states of a harmonic
oscillator, then its density matrix (38) is not diagonal, and we must find its eigenvalues to calculate the
entropy of such a state.

7. Uncertainty relation for stretched states

In the preceding section, we calculated the means of the particle number operator and its powers for the
stretched state obtained from an arbitrary superposition of k-particle Fock states of a harmonic oscillator.
In this section, we consider some other operators and present the form of the Heisenberg and Robertson–
Schrödinger uncertainty relations for stretched states. In [22], a new method for constructing the Husimi
symbols was proposed. It is especially effective for an operator that is polynomial in the coordinate and
momentum operators q̂ and p̂. These are the operators we treat here.

We first consider the harmonic oscillator Hamiltonian

Ĥ =
�ω

2
(
q̂2 + p̂2

)
. (69)

Its Husimi symbol is
KH(q, p) = q2 + p2 − 1. (70)

The mean energy Ē of the state characterized by the Husimi function Q(q, p) is

Ē =
∫

�ω

2
(q2 + p2 − 1)Q(q, p) dq dp =

∫
�ω

2
(q2 + p2)Q(q, p) dq dp − �ω

2
. (71)

We now find the mean energy of the stretched state corresponding to the state with the Husimi function
Q(q, p). The Husimi function of the stretched state can be written as Qλ(q, p) = λ2Q(λq, λp), and the mean
energy Ēλ of the state with such a Husimi function is defined by

Ēλ =
∫

KH(q, p)Qλ(q, p) dq dp =

=
∫

1
λ2

�ω

2
(
(λq)2 + (λp)2 − 1

)
Q(λq, λp) d(λq) d(λp) =

1
λ2

Ē +
1 − λ2

λ2

�ω

2
. (72)
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This expression holds for all stretched states of a harmonic oscillator. Because |λ|2 < 1, we can recognize
that the energy of a stretched state increases under a scale transformation (q, p) → (λq, λp). For the Fock
states, the mean energy of the corresponding stretched states can be found explicitly. Hence, in the case of
superposition (32), we have

ĒΣλ =
1
λ2

�ω

2

∞∑
k=0

|ck|2k +
1 − λ2

λ2

�ω

2
. (73)

Using the expression for the means of operators in terms of the Husimi functions of states, we can
establish the form of the uncertainty relations for the stretched states. We consider the Heisenberg and
Robertson–Schrödinger uncertainty relations here. They can be written in the general forms

σqqσpp ≥ 1
4

�
2, σqqσpp − σ2

qp ≥ 1
4

�
2, (74)

and they hold for any quantum state. We now determine what happens with these relations when we pass
to the stretched states. For this, we must calculate the quantities

σqq = 〈q̂2〉 − 〈q̂〉2, σpp = 〈p̂2〉 − 〈p̂〉2, σqp =
1
2
〈p̂q̂ + q̂p̂〉 − 〈q̂〉〈p̂〉.

Using the Husimi function, we can write the dispersions σqq and σpp and the quantity σqp as

σqq =
∫ (

q2 − 1
2

)
Q(q, p) dq dp −

( ∫
qQ(q, p) dq dp

)
2

,

σpp =
∫ (

p2 − 1
2

)
Q(q, p) dq dp −

( ∫
pQ(q, p) dq dp

)
2

,

σqp =
∫

qpQ(q, p) dq dp −
∫

qQ(q, p) dq dp

∫
qQ(q, p) dq dp.

(75)

For stretched states. these formulas become

σqqλ =
∫ (

q2 − 1
2

)
λ2Q(λq, λp) dq dp −

( ∫
qλ2Q(λq, λp) dq dp

)
2

,

σppλ =
∫ (

p2 − 1
2

)
λ2Q(λq, λp) dq dp −

( ∫
pλ2Q(λq, λp) dq dp

)2

,

σqpλ =
∫

qpλ2Q(λq, λp) dq dp −
∫

qλ2Q(λq, λp) dq dp

∫
qλ2Q(λq, λp) dq dp.

(76)

These expressions yield the values of σqq, σpp, and σqp for stretched states:

σqqλ =
1
λ2

σqq +
1 − λ2

λ2
, σppλ =

1
λ2

σpp +
1 − λ2

λ2
, σqpλ =

1
λ2

σqp. (77)

Using the obtained expressions, we find the modification of the Heisenberg and Robertson–Schrödinger
uncertainty relations in passing to the stretched states,

σqqλσppλ =
1
λ4

(
σqqσpp +

1
2
(1 − λ2)(σqq + σpp) +

1
4
(1 − λ2)2

)
≥ 1

4λ4
�

2,

σqqλσppλ − σ2
qpλ =

1
λ4

(
σqqσpp − σ2

qp +
1
2
(1 − λ2)(σqq + σpp) +

1
4
(1 − λ2)2

)
≥ 1

4λ4
�

2.
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We see that the right-hand sides of these uncertainty relations contain the factor λ−4. For |λ| < 1, their
values therefore increase and, in general, can become arbitrarily large. Some other states have the same
property, for instance, the so-called correlated states that arise as a generalization of coherent states [23].
These states have a large coordinate and momentum uncertainty. In [24]–[26], it was proposed to use this
property of such states to describe some phenomena in which the observed probability of transmission
through the potential barrier is larger than usual. The increase in the tunneling probability can be formally
associated with an “increase” of the Planck constant �, i.e., we can assume that the scale transformation
(q, p) → (λq, λp) generates an “effective Planck constant” �eff = �/λ2. The effective Planck constant for
λ2 	 1 satisfies the inequality �eff 
 �.

8. The case of large λ

Up to now in our considerations, we assumed that λ < 1. Moreover, we relied on a theorem proved
in [17]. According to this theorem, if Q(q, p) is the Husimi function of a quantum state and λ < 1, then
λ2Q(λq, λp) is also a Husimi function of some quantum state. There is no known statements of this type
for λ > 1. To clarify what kind of problems can arise in this case, we try to implement the construction
used for λ < 1 to the case λ > 1.

We first consider the case 1 < λ < 2 and choose the N -particle Fock state |N〉. Its Husimi function is

QN(q, p) = e−|α|2 |α|2N

N !
. (78)

After the transformation (q, p) → (λq, λp), it becomes

λ2QN (λq, λp) = λ2+2Ne−λ2|α|2 |α|2N

N !
= e−4|α|2λ2+2Ne(4−λ2)|α|2 |α|2N

N !
. (79)

As before, we want to represent this function as a sum of quantities of form (78). For this, we expand the
exponential e(4−λ2)|α|2 in a series:

e(4−λ2)|α|2 =
∞∑

j=0

(4 − λ2)j

j!
|α|2j . (80)

Substituting this expansion in (79), for 1 < λ < 2, we obtain

λ2QN (λq, λp) =
∞∑

j=0

(4 − λ2)j

N ! j!
λ2+2Ne−4|α|2 |α|2N+2j =

=
∞∑

j=0

(4 − λ2)j

N ! j!
λ2+2Ne−4|α|2 (4|α|2)N+j

4N+j
=

=
∞∑

j=0

(4 − λ2)j(N + j)!
N ! j!

λ2+2N 1
4N+j

(
e−4|α|2 (4|α|2)N+j

(N + j)!

)
=

= 4
∞∑

j=0

(N + j)!
N ! j!

(
1 − λ2

4

)j(λ2

4

)1+N

QN+j(2q, 2p). (81)

In the general case where s − 1 < λ < s, we have

λ2QN (λq, λp) = s2
∞∑

j=0

(N + j)!
N ! j!

(
1 − λ2

s2

)
j
(

λ2

s2

)
1+N

QN+j(sq, sp). (82)

1094



As before, the coefficients of the quantities QN+j(sq, sp) in sums (81) and (82) are the elements of a negative
binomial distribution. Their sum is equal to unity, and series (81) and (82) therefore converge. Hence, the
only open problem is to interpret the quantities

QN(sq, sp) = s2Ne−s2|α|2 |α|2N

N !
= e−s2q2−s2p2 (s2q2 + s2p2)N

N !
. (83)

In [27], the problem of the conditions that must be satisfied by a function F (q, p) (defined on the phase
space) for this function to be the Husimi function of a quantum state was studied. It was shown that the
Gauss function

F (q, p) = Ce−λ2q2−λ2p2
(84)

is the Husimi function of a quantum state if and only if λ ≤ 1. Functions (83) do not satisfy this criterion;
consequently, no quantum state is associated with them, i.e., they are not Husimi functions. Therefore,
scale transformation (3) for λ2 > 1, in general, does not transform a Husimi function into another Husimi
function.

9. Conclusion

We have proposed a new method for constructing the states arising as a result of quantum processes.
This method is based on using quasiprobability distributions, more specifically, Husimi functions. The chain
of arguments is as follows. Let some process be described by a Hamiltonian H . Using this Hamiltonian,
we can find an operator equation for the density matrix ρ. Using the relation between the Husimi function
Q and the density matrix ρ, we can pass from this operator equation to an ordinary differential equation
for the Husimi function.

The principle underlying our method is that solutions of a given differential equation are associated
with transformations of a phase space. Such a transformation induces a transformation of the Husimi
functions defined in it. Expressing such transformed functions Q̃ in terms of the already known Husimi
functions, we can perform the inverse transformation and find the density matrix ρ̃ of the transformed
state. Here, we implemented this program for scale transformation (3) in the phase space, which models
the operation of a quantum amplifier [18], [19]. We constructed the density matrix for a stretched state
arising as a result of the action of this amplifier on n-particle states of a harmonic oscillator and on their
superpositions. We plan to consider other states and other transformations of the phase space in the future,
in particular, states leading to weakening of Fock states rather than their amplification.
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Abstract

We consider the Husimi Q(q, p)-functions which are quantum quasiprobability distributions on the
phase space. It is known that, under a scaling transform (q; p) → (λq;λp), the Husimi function of any
physical state is converted into a function which is also the Husimi function of some physical state.
More precisely, it has been proved that, if Q(q, p) is the Husimi function, the function λ2Q(λq;λp) is
also the Husimi function. We call a state with the Husimi function λ2Q(λq;λp) the stretched state
and investigate the properties of the stretched Fock states. These states can be obtained as a result of
applying the scaling transform to the Fock states of the harmonic oscillator. The harmonic-oscillator
Fock states are pure states, but the stretched Fock states are mixed states. We find the density matrices
of stretched Fock states in an explicit form. Their structure can be described with the help of negative
binomial distributions. We present the graphs of distributions of negative binomial coefficients for
different stretched Fock states and show the von Neumann entropy of the simplest stretched Fock
state.

Keywords: Husimi function, harmonic oscillator, scaling transform, Fock states, stretched states.

1. Introduction

The usual formulation of quantum mechanics is based on the concept of Hilbert space and related

structures. In this approach, quantum states are associated with vectors of this space and the observables,

with operators in this space. However, there exists the formulation of quantum mechanics similar to the

classical statistical mechanics. Quantum mechanics in the statistical theory, and only in it, can predict the

probabilities of measurements and, in this context, it is similar to the classical statistical mechanics. The

main object of investigation in this theory is the distribution function ρ(q, p). In the classical statistical

mechanics, in order to find the mean value of any function F (q, p) defined on the phase space, one has to

integrate this function over the phase space weighted with an appropriate probability density function,

i.e.,

〈F 〉 =
∫

F (q, p)ρ(q, p) dq dp. (1)
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In order to describe quantum phenomena in a similar way, one associates a quasidistribution function

D(q, p) with each quantum state; the other function AD(q, p) is called the symbol of the operator Â. We

calculate the mean value analogously to (1) and obtain

〈Â〉 =
∫

AD(q, p)Dρ(q, p) dq dp. (2)

There exist three well-known quasidistributions: the Wigner function W (q, p) [1], the Husimi–Kano

Q(q, p)-function [2,3], and the Glauber–Sudarshan P (q, p)-function [4,5]. If the operator Â has the form

of the bivariate polynomial of the creation and annihilation operators, its W , Q, and P symbols are

obtained using operations of symmetrization and antinormal and normal orderings [6–8].

In this paper, we use the Husimi functions for investigating the properties of stretched Fock states.

These states can be obtained as a result of applying the scaling transform (q; p) → (λq;λp) to usual Fock

states of the harmonic oscillator.

2. Husimi Function and the Mean Value Problem

We consider a state described by the density operator ρ̂. The Husimi function for this state is

determined by the set of coherent states 〈x|α〉 of the harmonic oscillator [2, 3],

Q(α, α∗) =
1

π

∫
〈α|x〉ρ(x, y)〈y|α〉 dx dy, (3)

where α = αr + iαi is an arbitrary complex number, and ρ(x, y) is the kernel of the density operator

in the coordinate representation. For the complex number α, which determines the coherent state, we

employ the expression α = (q + ip)/
√
2 and consider the Husimi function Q as the function of p and q,

Q(q, p) =
1

2π�
〈q, p|ρ̂|q, p〉, (4)

where |q, p〉 is the coherent state given in terms of the variables q and p as follows:

〈x|q, p〉 =
(
1

π

)1/4

exp

[
−1

2
(x− q)2 + ipx− i

2
qp

]
, (5)

The Husimi function of the state can be described by the wave function ψ(x),

Q(q, p) =
1

2

(
1

π

)3/2 ∫
exp

[
−1

2
(y − q)2 − 1

2
(x− q)2 + ip(y − x)

]
ψ∗(y)ψ(x) dx dy. (6)

Using the Husimi function, one can evaluate the mean value of an operator by applying formula (2).

In the standard approach, theQ-symbol of the operator Â can be found, in view of antinormal ordering

of the creation and annihilation operators in the expression for the operator Â. The other method of

obtaining the Husimi symbols was proposed in [9].

It was proved in [10, 11] that, if Q(q, p) is the Husimi function of the physical state, the value

λ2Q(λq;λp) is also the Husimi function of some physical state. We call the state with the Husimi

function λ2Q(λq;λp) the stretched state.
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3. Stretched Fock States

Now as an example, we apply the results obtained to the harmonic oscillator.

In [10,11], it was shown that the Fock state of the harmonic oscillator is converted under the scaling

transform into a mixed state, which is described by the density matrix,

ρ̂N =
λ2N+2

N !

∞∑
k=0

(N + k)!

k!
(1− λ2)k|N + k〉〈N + k|, λ2 < 1. (7)

The stretched Fock states contain pure states |N + k〉, k = 0, 1, 2, . . . ,∞, and the probability for each

pure state |N + k〉 to enter the stretched Fock states is

DN
k (λ) =

λ2N+2(N + k)!

N !k!
(1− λ2)k. (8)

The distribution of pure states is described by the negative binomial distribution [12]:

f(k, r, p) =

(
r + k − 1

k

)
prqk, p+ q = 1, k = 0, 1, 2, . . . (9)

In Fig. 1, we show the distribution of negative binomial coefficients for different values of N and λ.

One can find the mean photon number and its dispersion in the stretched Fock state (7); they read

〈n〉 = λ2N+2

N !

∞∑
k=0

(N + k)
(N + k)!

k!
(1− λ2)k =

N + 1

λ2
− 1, (10)

σn = 〈n2〉 − (〈n〉)2 = (N + 1)(1− λ2)

λ4
. (11)

The dispersions σqq, σpp, and σqp for the stretched Fock states (7) can be found in an explicit form, in

view of (7); they are

〈n|q2|n〉 = n+ 1/2, (12)

σqqλ =
λ2N+2

N !

∞∑
k=0

(
N + k +

1

2

)
(N + k)!

k!
(1− λ2)k =

σqq
λ2

+
1− λ2

2λ2
. (13)

A measure of uncertainty associated with the probability distribution is entropy.

For quantum systems, the von Neumann entropy H is used; in terms of the density matrix ρ̂, the von

Neumann entropy H reads

H = −
∑
k

pk log2 pk, (14)

where pk are the diagonal matrix elements of the density matrix ρ.

It is clear that the von Neumann entropy of the pure Fock state |N〉 is zero. The entropy of a

superposition of the Fock states is defined by the moduli of the coefficients of the states constituting the

superposition.
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a) b)

c) d)

Fig. 1. The negative binomial distribution, where N = 0 (curve 1), 1 (curve 2), 5 (curve 3), 20 (curve 4),
30 (curve 5), 40 (curve 6), 60 (curve 7) and λ2 = 0.1 (a) and 0.7 (b), λ2 = 0.05 and N = 0 (curve 1), 1 (curve 2),
and 5 (curve 3) (c), and N = 1 and λ2 = 0.1 (curve 1), 0.2 (curve 2), 0.5 (curve 3), and 0.9 (curve 4) (d).

Now we calculate the von Neumann entropy H of the stretched Fock state and show the result in

Fig. 2.

A stretched state is described by the density matrix

ρ̂N =
λ2N+2

N !

∞∑
k=0

(N + k)!

k!
(1− λ2)k|N + k〉〈N + k|, λ2 < 1. (15)

Its diagonal matrix elements read

DN
k (λ) =

λ2N+2(N + k)!

N !k!
(1− λ2)k. (16)

437



Journal of Russian Laser Research Volume 37, Number 5, September, 2016

Fig. 2. The von Neumann entropy of the
stretched Fock state ρ̂λ0 .

Thus, in order to find the von Neumann entropy of

the state (15), we need to calculate the value

HN = −
∞∑
k=0

DN
k (λ) log2D

N
k (λ). (17)

If N = 0, we have

H0 = −λ2
∞∑
k=0

(1− λ2)k log2

(
λ2(1− λ2)k

)

= − log2 λ
2 − log2(1− λ2)

1− λ2

λ2
. (18)

If λ → 1, the value H0 → 0, and this means that

the von Neumann entropy of the N -particle pure state

is zero. If λ → 0, then H0 → ∞, and this means that

the uncertainty to observe an arbitrary n-particle state

increases.

From the viewpoint of information theory, this means that for λ = 1 we can state that there is only

one pure state in the mixed state (15) at N = 0, and this state is the vacuum state |0〉.
If N > 0, the von Neumann entropy HN has a more complicated form and cannot be represented in

a closed form. For example, when N = 1, the von Neumann entropy H1 is

H1 = −λ4

[
log2 λ

4
∞∑
k=0

(k + 1)(1− λ2)k + log2(1− λ2)

∞∑
k=0

k(k + 1)(1− λ2)k

+
∞∑
k=0

log2(k + 1)(k + 1)(1− λ2)k

]
. (19)

It is obvious that, for any N > 0, the behavior of the von Neumann entropy HN at λ → 1 and λ → 0 is

the same as the behavior of the von Neumann entropy H0.

4. Conclusions

We investigated the statistical properties of stretched Fock states. These states are constructed as a

result of the scaling transform of the Husimi functions of usual Fock states of the harmonic oscillator,

and these states are mixed states.

We found the explicit form of the density matrices of the stretched Fock states. The distribution of

the pure states in these mixed states is described by the negative binomial distribution.

The stretched Fock states can be employed while studying the quantum tunneling phenomenon [13].

Also the scaling transform arises in the problem of quantum-state amplification [14]; in this case, the

parameter λ is equal to the inverse value of the amplification coefficient G = 1/λ.
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Miloš D.D., and D.M.D. are grateful to the Lebedev Physical Institute of Russian Academy of Sciences

for hospitality. L.D.D. was partially supported by the Serbian Ministry of Education, Science, and

Technological Development under Project No. OI 171031. Milena D.D. and Miloš D.D. were partially
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Abstract

We consider a linear quantum amplifier consisting of NA two-level atoms and study the problem of
amplification of N -photon states. The N -photon states are associated with N -quantum states of the
harmonic oscillator. We show that the process of interaction of the electromagnetic field with atoms
can be associated with some transformation of the phase space and functions defined on this phase
space. We consider the Husimi functions QN (q, p) of N -quantum states of the harmonic oscillator,
which are defined on the phase space, investigate transformation of these functions, and find an explicit
form of the density matrix of the amplified N -photon state.

Keywords: quantum amplifier, Husimi function, harmonic oscillator, scaling transform, density matrix,

phase space, evolution equation.

1. Introduction

We consider the process of interaction of a single-mode electromagnetic field with a two-level atomic

medium. We assume that the medium is described by the Jaynes–Cummings model. We are interested

in the dynamics of the electromagnetic field only; thus we assume that the state of the medium in the

process of interaction does not change. In fact, the complete system is separated into two subsystems.

Such separated systems are described by the density matrix [1–3]. The evolution equation satisfying the

density matrix is known. It is solved by replacing the density operator with quasiprobability distributions.

The quasiprobability distribution functions such as Wigner functions [4], Glauber–Sudarshan func-

tions [5,6], and Husimi–Kano functions [7,8] are often used in quantum optics. The Glauber–Sudarshan

P -distribution was employed in [9–11] in order to obtain information on the properties of the field at

the amplifier output. In [12], it was suggested to use the Husimi–Kano Q-distribution instead of the

Glauber–Sudarshan P -distribution, the evolution equation for the Q-function was obtained, its solution

was found for a particular case, and its properties were studied.
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In this paper, we use the original method, which was developed in [13–17] to analyze the solutions

of the equation for the Husimi function. The essence of the method consists in the fact that a certain

transformation of the phase space of the system is related to the dynamical process occurring in it. The

transformations of the phase space generate the transformations of the functions defined on this phase

space. Transformations of functions have different forms, depending on both the nature of the dynamical

process and the type of functions defined on the phase space. In this paper, we consider the Husimi Q-

functions. In [17], we have shown that in the case of the complete inverse population of two-level atomic

systems forming the amplifier, the transformation of the phase space, corresponding to the amplification

of the field passing through the amplifier reads

(q, p) → (λq, λp), |λ|2 ≤ 1. (1)

It corresponds to scaling of the phase space, and the corresponding transformation of functions is

Q(q, p) → Q̃(q, p) = λ2Q(λq, λp). (2)

In [13], we showed that if Q(q, p) is the Husimi function of quantum state, then λ2Q(λq, λp) is also the

Husimi function of another quantum state, provided that |λ|2 ≤ 1.

Here, we consider a more general situation, namely, we assume that a part of atoms forming the

amplifier are in the ground state, and the rest of them are in the excited state. In this case, the dynamics

of the process of interaction can also be associated with transformation of the phase space, but this

transformation and the corresponding transformation of functions have a more complex form than (1)

and (2). We describe these transformations and find an explicit form of the density matrix of an amplified

N -photon state.

We treat the states of the harmonic oscillator only, but they can be identified as photons, which is a

standard practice in quantum optics. In this way, the analysis of the amplification process and its results

are also applicable for photons.

2. Quantum Amplifier Structure

We consider a system of NA two-level atoms, N1 of which are excited, and N0 atoms are in the

ground state, with N0 < N1. These atoms are interacting with the one-mode quantum field, for which

we assume that it is an eigenmode of a free field, and that its frequency is resonant with the atomic

frequency. We assume also that the populations N1 and N0 are kept constant in time due to some pump

and loss mechanism.

Let ρ̂ be the density operator of the electromagnetic field. The master equation for ρ̂ reads [1, 12]

∂ρ̂

∂t
= −γN1(ââ

†ρ̂− 2â†ρ̂â+ ρ̂ââ†)− γN0(â
†âρ̂− 2âρ̂â† + ρ̂â†â). (3)

Here, â† and â are the creation and annihilation operators of the electromagnetic field, N1 and N0 are

the populations of the upper and lower levels of the two-level atom, and γ is the amplification coefficient.

Using the relation between the density matrix and the Husimi function, we can pass from the operator

equation (3) to an ordinary differential equation for the Husimi function. Using this equation, the
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expression for the Husimi function for the state at the quantum amplifier output was obtained in [12]; it

is

Q(α, t) =

∫
d2βQ(β)

1

πm
exp

[
−|α− βG|2

m

]
. (4)

Here

G(t) = exp[2(N1 −N0)γt], m =
N0

N1 −N0
(G2 − 1). (5)

In [17], we considered the case m = 0 corresponding to the situation where all atoms are in the excited

state. In this case, the Husimi function of the state after the amplification is given by a simple expression,

Qout(α, t) =
1

G2
Qin(α/G) =

〈α

G
|ρ̂in|α

G

〉
. (6)

We found an explicit form of the density matrix of the amplified state in the case where the input state

is a superposition of an arbitrary number of Fock states.

The simplest case takes place if the input state is the pure N -photon state. In this case, at the output

of the amplifier one has the state described by the following density matrix:

ρ̂λN =

∞∑
j=0

λ2N+2 (1− λ2)j(N + j)!

j!N !
|N + j〉〈N + j|, (7)

where λ = G−1. The density matrix (7) is diagonal. Its firstN diagonal elements with labels 0, 1, . . . , N−1

are equal to zero, and the remaining diagonal elements are

FN
N+j =

(1− λ2)j(N + j)!

j!N !
λ2N+2, j = 0, 1, . . . (8)

The values (8) form a negative binomial distribution, and the elements of this distribution are given

by [19]

f(k, r, p) =

(
r + k − 1

k

)
prqk =

(r + k − 1)!

(r − 1)!(k)!
pr(1− p)k, p+ q = 1, k = 0, 1, 2, . . . (9)

They are defined by two parameters r and p, and the value k is the element label in the distribution. In

our case, r = N + 1, k = j, and p = λ2, i.e., we have

FN
N+j = f(j,N + 1, λ2). (10)

The density matrix (7) of the amplified N -photon state was found in [17]. In this paper, we consider

the case where the population levels N1 and N0 (N1 > N0) can take arbitrary values. As an input state,

we take the N -photon state and find the density matrix of the corresponding amplified state. We use

formula (7) in our subsequent calculations. In order to distinguish the density matrices of amplified

states obtained by an amplifier with N0 = 0 from the density matrices of amplified states obtained by

an amplifier with arbitrary N0 and N1, we denote the former by ρ̂, and the latter by ˜̂ρ.
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3. The Density Matrix of Amplified State

In order to find the Husimi function Q̃(α) of the amplified state, obtained due to passing trough a

linear quantum amplifier with arbitrary values of populations N1 and N0 (N0 < N1), one should calculate

the integral (4). The function Q(β) is the Husimi function of the input state. For the input state, we

take the quantum state of the harmonic oscillator |N〉; its Husimi function has the following form:

QN (β) = 〈β|N〉〈N |β〉 = e−|β|2 |β|2N
N !

. (11)

Substituting the above Husimi function into the integral (4) one obtains

Q̃λ
N (α) =

1

πmN !

∫
d2β e−|β|2 |β|2N exp

[
−|α− βG|2

m

]
, (12)

which after integration becomes

Q̃λ
N (α) =

1

N !(m+G2)

mN

(m+G2)N
LN

(
− |α|2G2

m(m+G2)

)
exp

(
− |α|2
m+G2

)
. (13)

Here LN (x) is the Laguerre polynomial

LN (x) = N !
N∑
k=0

(−1)k
(
N

k

)
xk

k!
. (14)

In [17], we developed a method that allows one to derive the density matrix from the Husimi function of

the form similar to (13). Applying this method, we obtain the density matrix ˜̂ρNλ
of the amplified |N〉

state; it reads

˜̂ρNλ
=

mN

(m+G2)N+1

∞∑
k=0

N∑
l=0

(
N

N − l

)(
k +N − l

n− l

)
×
( G2

m(m+G2)

)N−l(
1− 1

m+G2

)k|k +N − l〉〈k + n− l|, (15)

where λ−2 = m+G2.

When m = 0, the summation over l reduces to only one term (l = 0), so that the density matrix

becomes

˜̂ρNλ
(m → 0) =

1

G2(N+1)

∞∑
k=0

(
k +N

N

)(
1− 1

G2

)k|k +N〉〈k +N |

=
1

G2(N+1)

∞∑
k=0

(n+ k)!

N !k!

(
1− 1

G2

)k|k +N〉〈k +N |. (16)

Now we consider some special cases. Let the input state at the entrance of the amplifier be the

vacuum state |0〉. The Husimi function of |0〉 has the form

Q0(α) = e−|α|2 . (17)
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Substituting this expression into (12), we obtain the expression for the Husimi function of the amplified

state |0〉out,
Q̃λ

0(α) =
1

m+G2
exp

(
− |α|2
m+G2

)
. (18)

We see that expression (18) coincides with the expression for the Husimi function of the state |0〉out
obtained in [17] assuming λ−2 = m+G2. Therefore,

˜̂ρ0λ = ρ̂λ0 . (19)

Let now the input state be |1〉. In this case, the state |1〉out appearing at the amplifier output has

the following density matrix:

˜̂ρ1λ =
m

(m+G2)2

[ ∞∑
k=0

(
(k + 1)G2

m(m+G2)

)(
1− 1

m+G2

)k

|k + 1〉〈k + 1|
]

+
m

(m+G2)2

[ ∞∑
k=0

(
1− 1

m+G2

)k

|k〉〈k|
]
. (20)

Comparing expression (20) with the density matrix of the amplified |N〉 state (7), we see that

˜̂ρ1λ =
m

m+G2
ρ̂λ0 +

G2

m+G2
ρ̂λ1 . (21)

In the general case, one has

˜̂ρNλ
= mN

N∑
l=0

N !λ2N+2

l!(N − l)!

(
G2λ2

m

)N−l ∞∑
k=0

(1− λ2)k
(N − l + k)!

k!(N − l)!
|N − l + k〉〈N − l + k|

= mNλ2N
N∑
l=0

N !

l!(N − l)!

(
G2

m

)N−l

ρ̂λN−l. (22)

We see that the density matrix (22) of the state, which is obtained from the N -photon state |N〉, after
passing through the amplifier with arbitrary values of the population levels N1 and N0, is the sum of

the density matrices ρ̂λN−l of (N − l)-photon states passed through the amplifier, whose population of

the ground level is N0 = 0, i.e., trough the completely excited medium. Properties of such states were

studied in [17] – they have the form (7). These density matrices are diagonal, with either zeros or values

from the negative binomial distribution on the main diagonal. So in the density matrix ρ̂λN−l, the first

(N − l − 1) numbers on the diagonal are zeros followed by values FN
N+j , j = 0, 1, . . . given in (16). The

total density matrix (22) is the sum of such matrices multiplied by the coefficients that are elements of

the binomial distribution
(
1 +G2/m

)N
. Thus, the matrix elements of the density matrix (22) have the

form of sums of the products of the elements of the binomial distribution and the elements of the negative

binomial distribution.

Let us note that in the case of a completely excited medium, when the population of the ground level

is N0 = 0, the N -photon amplified state, |N〉out, contains only states with photon number equal to or

greater than N , namely, |N〉, |N +1〉, |N +2〉, . . . However, if the population of the ground level N0 > 0,

then the output state contains every k-photon state, including the vacuum state (k = 0).
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Now we find the form of the diagonal elements of matrix (22); for this, we present expression (22) as

˜̂ρNλ
=

N∑
p=0

SN
p ρλp , (23)

where the coefficients SN
p are

SN
p = mNλ2N

(
G2

m

)p
N !

p!(N − p)!
= m(N−p)λ2NG2p

(
N

p

)
. (24)

The density operator ρ̂λp given in Eq. (16) can be rewritten as follows:

ρ̂λp =
∞∑
j=0

F p
p+j |p+ j〉〈p+ j|, (25)

where F p
p+j are elements of the negative binomial distribution.

Now we can write the density operator given by (22) as

˜̂ρNλ
=

∞∑
k=0

HN
k |k〉〈k|, (26)

Here, the coefficients HN
k are

HN
k =

k∑
j=0

SN
j F j

k , k = 0, 1, . . . , N, HN
k =

N∑
j=0

SN
j F j

k , k = N + 1, N + 2, . . .∞. (27)

Let us evaluate the trace of the density operator (22)

Tr(˜̂ρλN ) = Tr

(
mNλ2N

N∑
l=0

N !

l!(N − l)!

(
G2

m

)N−l

ρλN−l

)

= mNλ2N
N∑
l=0

N !

l!(N − l)!

(
G2

m

)N−l

Tr

⎛⎝ ∞∑
j=0

F p
p+j |p+ j〉〈p+ j|,

⎞⎠
= mNλ2N

N∑
l=0

N !

l!(N − l)!

(
G2

m

)N−l ∞∑
j=0

F p
p+j

=

(
m

m+G2

)N N∑
l=0

(
N

l

)(
G2

m

)N−l

= 1. (28)

Thus, by direct calculation we showed that the trace of the operator (22) is equal to unity. Operator (22)

is the diagonal operator and the sum of its diagonal elements
∑∞

k=0H
N
k = 1. The trace of the operator

(˜̂ρNλ
)2 reads

Tr
[
(˜̂ρNλ

)2
]
=

∞∑
k=0

(HN
k )2 ≤ 1. (29)

Therefore, operator (22) is actually the density operator of the quantum state.
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4. Conclusions

The aim of this paper was to investigate the relation between the dynamics of physical processes

and the transformations of the phase space and the functions defined on the phase space. The problem

was addressed by considering a linear quantum amplifier. In this case, we found explicitly interrelations

between the elements describing the dynamics and the transformations in the phase space.

We showed that the state of the quantum amplifier has a significant influence on the state of the

electromagnetic field which passed trough it. In the case where the quantum amplifier is completely

inverted (N0 = 0), the transformation of the phase space and Husimi functions defined on it are deter-

mined by formulas (1) and (2). If both levels of the quantum amplifier, ground and excited, have nonzero

population, the transformation of Husimi functions has a more complex form. It is determined by for-

mula (4) which, in the particular case where the input state is the ground state of harmonic oscillator,

after calculating the integral, takes the form (18). Expression (18) is structurally similar to the Husimi

function transformed by (2), but the fundamental difference between transformations (2) and (4) consists

in the fact that (2) is a local transformation, and (4) is a nonlocal transformation. Thus, the general

structure of transformations of the phase space and the functions specified on the phase space is much

more complex than considered in [17].
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T-duality is a symmetry seen in the string spectrum. It was observed
that for toroidal compactifications [1], where one dimension is compactified
on a circle of radius R and the corresponding dual dimension is compactified
on a circle of radius 1/R, one obtains the discription of a string with the
same physical properties. So, there exist different string theories, describ-
ing the string in the geometrically different backgrounds, with the same
predictions. Such a symmetry is not present in any point particle theory
[2, 3, 4, 5], and because of that the explanation for T-duality was sought for
in a fact that strings can wrap around compactified dimensions. Investiga-
tion of T-duality lead to a discovery of a Buscher T-dualization procedure
[6, 7], which gave a prescription how to find the T-dual theory for same
known theory. The procedure is applicable along isometry directions, what
allowed the investigation of a backgrounds which do not depend on some
coordinates. This procedure enabled the investigation of the properties of
the background connected by T-duality. It was discovered that geometric
backgrounds transform to the non-geometric backgrounds and these to dif-
ferent non-geometric backgrounds, which differ in a form of the background
fluxes, some of which are not locally well defined [8, 9]. T-duality is also
investigated for the double string theories, where T-duality is a manifest
symmetry [10, 11, 12, 13].

In this talk we will discuss the results of T-dualizations done for the
closed string moving in the weakly curved background, using the general-
ized T-dualization procedure, defined in our paper [14]. This background
depends on all the space-time coordinates and as such was not a candi-
date for T-dualization using the standard T-dualization procedures. In
paper [14], we presented generalized T-dualization procedure applicable to
all space-time directions regardless of the possible background coordinate
dependence. We obtained the T-dual theory which is a result of T-dualizing
all the initial coordinates. In paper [15], we broadened the investigation by
considering T-dualization of an arbitrary set of coordinates of both initial
and its completely T-dual theory. We will recapitulate the results here and
discuss further investigations. We obtained the T-dualization diagram de-
scribing the relation between all string theories T-dual to the string moving
in a weakly curved background, their backgrounds and giving the T-duality
laws connecting the corresponding coordinates.

So, let us start by the action describing a closed string moving in a
coordinate dependent background

S[x] = κ

∫
Σ
d2ξ ∂+x

µΠ+µν(x)∂−x
ν , ∂± = ∂τ ± ∂σ (1)

given in the conformal gauge gαβ = e2F ηαβ . The background field compo-
sition is defined by

Π±µν(x) = Bµν(x)±
1

2
Gµν(x). (2)

It consists of a symmetric metric tensor Gµν = Gνµ and an antisymmetric
Kalb-Ramond field Bµν = −Bνµ. The background must obey the following
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space-time equations of motion

Rµν −
1

4
BµρσB

ρσ
ν = 0, DρB

ρ
µν = 0, (3)

in order to have a consistent quantum theory. We will consider one of the
simplest coordinate dependent solutions, the weakly curved background,
composed of a constant metric and linearly coordinate dependent Kalb-
Ramond field which has an infinitesimal field strength

Gµν(x) = const, Bµν(x) = bµν +
1

3
Bµνρx

ρ, bµν , Bµνρ = const. (4)

What are the backgrounds T-dual to this background? As, the standard
T-dualization procedure is applicable to coordinate directions which do not
appear as background field arguments, and the weakly curved background
depends on all space-time coordinates, this procedure could not provide the
answer to this question. So, a generalization of a T-dualization procedure
which does not have this limitation had to be made. The main difference
between the procedures obviously must be connected to background fields
argument. We presented the new T-dualization procedure in [14].

Both procedures are built as a localization of a global coordinate shift
symmetry δxµ = λµ = const. One introduces the gauge fields vµα and
substitutes the ordinary derivatives with the covariant ones

∂αx
µ → Dαx

µ = ∂αx
µ + vµα. (5)

Imposing the following transformation law for the gauge fields

δvµα = −∂αλ
µ, (λµ = λµ(τ, σ)) (6)

one obtains that δDαx
µ = 0. If the background does not depend on the

coordinates which are T-dualized the gauge invariant action is already ob-
tained. But, what if the background depends on all the coordinates? The
additional step must be introduced. It consists of a substitution of back-
ground field argument (the coordinate xµ), by the invariant argument (in-
variant coordinate) defined as a line integral of the covariant derivatives of
the original coordinate

∆xµinv ≡
∫
P
dξαDαx

µ = xµ − xµ(ξ0) + ∆V µ, (7)

where

∆V µ ≡
∫
P
dξαvµα. (8)

Consequently the arguments of the background fields will be nonlocal.
Here, they are defined as the line integrals of the gauge fields, and as such
are nonlocal. Later, once the explicit form of T-dual theories is obtained
the non locality will appear as dependence on double coordinates.
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In order to obtain the physically equivalent theories, one must make the
introduced gauge fields nonphysical which is done by requiring that there
field strength

Fµ
αβ ≡ ∂αv

µ
β − ∂βv

µ
α (9)

must be zero. This is achieved by adding the Lagrange multiplier yµ term to
the Lagrangian. Finally, the gauge invariant action, physically equivalent
to the initial action is

Sinv = κ

∫
d2ξ

[
D+x

µΠ+µν(∆xinv)D−x
ν +

1

2
(vµ+∂−yµ − vµ−∂+yµ)

]
. (10)

Fixing the gauge xµ(ξ) = xµ(ξ0), one obtains

Sfix[y, v±] = κ

∫
d2ξ

[
vµ+Π+µν(∆V )vν− +

1

2
(vµ+∂−yµ − vµ−∂+yµ)

]
. (11)

The gauge fixed action is the main crossway of the procedure, for an
appropriate equation of motion it can transform both to initial action and to
the T-dual action. For the equation of motion obtained varying the action
over the Lagrange multipliers ∂+v

µ
− − ∂−v

µ
+ = 0, with solution vµ± = ∂±x

µ,
the gauge fixed action reduces to the initial action. For the equation of
motion obtained varying the action over the gauge fields Π∓µν [∆V ]vν± +
1
2∂±yµ = ∓β∓

µ [V ], where βα
µ [V ] ≡ ∂µBνρϵ

αβV ν∂βV
ρ, one obtains the T-

dual theory. Comparing the solutions for the gauge fields in these two
directions, one obtains the T-dual coordinate transformation laws. So, for
application along all directions we obtain the following connection

S[x] = κ

∫
Σ
d2ξ ∂+x

µΠ+µν(x)∂−x
ν ⇔ ⋆S[y] =

κ2

2

∫
d2ξ ∂+yµΘ

µν
− (∆V )∂−yν ,

(12)
with ∆V µ = V µ(ξ)− V µ(ξ0), V µ = (g−1)µν [(2bG−1) ρ

ν yρ + ỹν ]. The dual
background field composition is defined by

Θµν
± = −2

κ
(G−1

E Π±G
−1)µν = θµν ∓ 1

κ
(G−1

E )µν , (13)

and consequently the T-dual background are

Gµν ⇔ ⋆Gµν(y, ỹ) = (G−1
E )µν(∆V ),

Bµν(x) ⇔ ⋆Bµν(y, ỹ) =
κ

2
θµν(∆V ), (14)

where GEµν and θµν are the effective metric and the noncommutativity
parameter for open bosonic string, which are

GEµν = Gµν − 4(BG−1B)µν , θ
µν = −2

κ
(G−1

E BG−1)µν . (15)
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But what if one does not consider T-dualization over all coordinates,
but only some set of coordinates. To investigate this problem, let us mark
a T-dualization along direction xµ by Tµ and a T-dualization along dual
direction yµ by Tµ. Also mark the T-dualizations along some d initial
directions, all other D − d initial directions, and all initial directions by

T a = ◦dn=1T
µn , T i = ◦Dn=d+1T

µn , T = ◦Dn=1T
µn (16)

and T-dualizations along corresponding dual directions by

Ta = ◦dn=1Tµn , Ti = ◦Dn=d+1Tµn , T̃ = ◦Dn=1Tµn (17)

µn ∈ (0, 1, . . . , D − 1). We showed in [15] that these T-dualizations form
an Abelian group

T i ◦ T a = T , Ti ◦ Ta = T̃ , Ta ◦ T a = 1. (18)

We showed that all the theories T-dual to the theory of the closed bosonic
string are the part of the T-dualization diagram, given by

S[xµ]
-
S[yµ].�

S[xi, ya]

�
�
�

�
�
����
�

�
�

�
��	

@
@
@
@

@
@@R@

@
@

@
@

@@I

T a Ta T iTi

T

T̃

This diagram clearly describes the connection between arbitrary theory and
the initial and completely T-dual theory. The explicit form of the theory
obtained T-dualizing some set (marked by a) of the initial coordinates is
the following

S[xi, ya] = κ

∫
d2ξ

[
∂+x

iΠ+ij(x
i,∆V a(xi, ya))∂−x

j

−κ∂+x
iΠ+ia(x

i,∆V a(xi, ya))Θ̃
ab
− (xi,∆V a(xi, ya))∂−yb

+κ∂+yaΘ̃
ab
− (xi,∆V a(xi, ya))Π+bi(x

i,∆V a(xi, ya))∂−x
i

+
κ

2
∂+yaΘ̃

ab
− (xi,∆V a(xi, ya))∂−yb

]
. (19)

The new background field compositions Π±ij and Θ̃ab
± are defined as the

inveres of the ordinary background field compositions Θjk
∓ and Π∓bc reduced

to the appropriate d and D − d dimensional subspaces

Π±ijΘ
jk
∓ = Θkj

∓ Π±ji =
1

2κ
δki , (20)
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Θ̃ab
±Π∓bc = Π∓cbΘ̃

ba
± =

1

2κ
δac . (21)

It can be shown that

Π+ij ≡ Π+ij − 2κΠ+iaΘ̃
ab
−Π+bj . (22)

The argument of the background fields is

∆V (0)a(xi, ya) = −κ
[
Θ̃ab

0+Π0−bi + Θ̃ab
0−Π0+bi

]
∆x(0)i

− κ
[
Θ̃ab

0+Π0−bi − Θ̃ab
0−Π0+bi

]
∆x̃(0)i

− κ

2

[
Θ̃ab

0+ + Θ̃ab
0−

]
∆y

(0)
b − κ

2

[
Θ̃ab

0+ − Θ̃ab
0−

]
∆ỹ

(0)
b , (23)

where ∆xµ(ξ) = xµ(ξ)− xµ(ξ0) and ∆yµ(ξ) = yµ(ξ)− yµ(ξ0) while ∆x̃µ(ξ)
and ∆ỹµ(ξ) are their duals, defined by

∆x̃µ(ξ) =

∫
P
dξα εβα ∂βx

µ, ∆ỹ(ξ) =

∫
P
dξα εβα ∂βyµ. (24)

Calculating the symmetric and antisymmetric part of the background fields
we obtain the T-dual metric and Kalb-Ramond field:

•Gij = Gij = Gij −Gia(G̃
−1
E )abGbj

−2κ
(
Biaθ̃

abGbj +Giaθ̃
abBbj

)
− 4Bia(G̃

−1
E )abBbj

•Bij = Bij = Bij −
κ

2
Giaθ̃

abGbj −Bia(G̃
−1
E )abGbj

−Gia(G̃
−1
E )abBbj − 2κBiaθ̃

abBbj

•Gab = (G̃−1
E )ab

•Bab =
κ

2
θ̃ab

•Ga
i = κθ̃abGbi + 2(G̃−1

E )abBbi

•Ba
i = κθ̃abBbi +

1

2
(G̃−1

E )abGbi. (25)

As the constituents of the dual background field there appear the effec-
tive metric in the d-dimensional subspace a, defined by

G̃Eab ≡ Gab − 4Bac(G̃
−1)cdBdb, (26)

the non-commutativity parameter in the same subspace

θ̃ab ≡ −2

κ
(G̃−1

E )acBcd(G̃
−1)db, (27)
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which combined give the new theta function Θ̃ab
± = θ̃ab ∓ 1

κ(G̃
−1
E )ab.

Every arrow in the T-duality diagram is accompanied with the appropri-
ate T-dual coordinate transformation law. These are obtained comparing
the solutions for the gauge fields in a T-dualization procedures performed
between two actions in both directions. The laws for transitions

T a : S[xµ] → S[xi, ya], Ta : S[xi, ya] → S[xµ],

which are inverse to each other, are given by

∂∓x
a ∼= −2κΘ̃ab

∓ (xi,∆V a(xi, ya)) ·

·
[
Π±bi(x

i,∆V a(xi, ya))∂∓x
i +

1

2
∂∓yb ∓ β±

b (x
i, V a(xi, ya))

]
x(0)a ∼= V (0)a(xi, ya) (28)

and its inverse

∂∓ya ∼= −2Π±aµ(x)∂∓x
µ ± 2β±

a (x),

y(0)a
∼= U (0)

a (x). (29)

These relations enable an investigation of the closed string non-commu-
tativity and other geometric properties of the T-dual backgrounds. One
can determine the geometric structure for an arbitrary sigma model in
a T-duality diagram, find the connection between the Poisson structures
of T-dual theories and the relations between non-commutativity parame-
ters. The coordinates of the closed string are commutative when the string
moves in a constant background. In a three dimensional space with the
Kalb-Ramond field depending on one of the coordinates, successive T-
dualizations along isometry directions lead to a theory with Q flux and
the non-commutative coordinates [16, 17, 18]. Using the generalized T-
dualization procedure, we found the non-commutativity characteristics of
a closed string moving in the weakly curved background [15] comparing the
initial and completely T-daul theory. One can expect the further investi-
gations will reveal novelties regarding the form of the fluxes of all T-dual
background forming a diagram. For now it is known that all fluxes are of
type R.
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[5] K. Becker, M. Becker and J. H. Schwarz, String Theory and M-Theory - A Modern
Introdution, Cambridge University Press (2007).

[6] T. H. Buscher, Phys. Lett. B 201 No. 4, 466 (1988).
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Closed string noncommutativity in the weakly
curved background∗

Lj. Davidović, B. Nikolić and B. Sazdović†
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11001 Belgrade, P.O.Box 57, Serbia

Abstract

We consider the closed bosonic string moving in the weakly curved background.
Using T-duality transformation laws we calculate the Poisson brackets of the co-
ordinates in the T-dual space assuming that initial theory is geometric one, which
means that standard Poisson algebra is obeyed. The result is that the commutative
initial theory is equivalent to the non-commutative T-dual theory. All noncommu-
tativity parameters are infinitesimal and proportional to the Bµνρ, field strength
of Kalb-Ramond field Bµν . In addition we find the algebra of the T-dual wind-
ing numbers and momenta in terms of the winding numbers and momenta of the
initial theory.

1. Introduction

In order to obtain noncommutativity in the open string case it is enough
to consider the open string in the presence of the constant gravitational
Gµν and Kalb-Ramond field Bµν and use the boundary conditions [1, 2].
Treating boundary conditions as canonical constraints and solving them,
one gets the initial coordinates expressed in terms of the Ω even effective
coordinates and momenta, where Ω is world-sheet parity transformation
Ω : σ → −σ. Because effective variables have nonzero Poisson bracket (PB),
the PB between initial coordinates is also nonzero. The noncommutativity
parameter is proportional to the Kalb-Ramond field Bµν .

There is one interesting thing which we noted in the open string case.
The effective metric and the noncommutativity parameter are (up to some
constants) the backgroud fields of the T-dual theory. As we know T-dual
theory is physically equivalent to the initial one in the sense they have the
same degrees of freedom - one at the scale R and the T-dual one at the scale
1/R. The mathematical realization of the T-duality goes through Buscher
procedure [3]. As a result of the procedure we get the relation between
initial and T-dual variables which we call transformation laws.

∗ Work supported in part by the Serbian Ministry of Education and Science, under
contract number No.171031.

† e-mail address: ljubica, bnikolic, sazdovic@ipb.ac.rs
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The closed strings do not have endpoints, so in the constant background
there are no boundary conditions. To obtain noncommutativity in the
closed string case we have to use T-duality as a helping tool. But, in the
constant background case, T-duality relates σ-derivatives of the coordinates
of one theory with the momenta of its T-dual one. Assuming that momenta
of the initial theory commute (geometric theory) it follows that the T-dual
coordinates commute as well. Consequently, in the constant background
case there is no closed string non-commutativity.

It is obvious that T-duality is just one part of the solution in order to get
the closed string noncommutativity. The second part is coordinate depen-
dent background obeying the space-time field equations [4, 5]. Considering
the closed string in the constant gravitational field Gµν and Kalb-Ramond
field depending on one coordinate, the closed string non-commutativity was
first observed in the paper [6], and investigated further in [7, 8, 9]. In these
articles 3-torus is considered, where Bµν depends on one coordinate and T-
dualization is performed along two other coordinates (isometry directions)
using standard Buscher procedure [3].

One can ask if it is possible to do that in the background where Bµν
depends on all space-time coordinates. The answer is affirmative but in
order to achieve that we have to use the generalized T-duality procedure
presented in details in [10] and to apply it to the weakly curved back-
ground. The weakly curved background used in the present article is de-
fined by constant gravitational Gµν = const and the linear Kalb-Ramond
field Bµν = bµν + 1

3Bµνρx
ρ, where the field strength Bµνρ is supposed to

be infinitesimal. Such background obeys space-time field equations [4, 5]
in the linear approximation in Bµνρ.

We perform the generalized T-dualization procedure [10] along all the
coordinates and obtain the T-duality transformation law, ∂±yµ = ∂±yµ(∂±x),
where ∂± are world-sheet partial derivatives. Using canonical formalism,
the T-dual coordinates are expressed in terms of the original variables,
y′µ

∼= 1
κπµ − β0

µ[x], where πµ are canonically conjugated momenta to the

coordinates xµ. The infinitesimal expression β0
µ is the correction in com-

parison to the flat background case. Assuming that the coordinates and
momenta of the original theory satisfy standard Poisson algebra (initial
theory is geometric one), we get the coordinate noncommutativity rela-
tions in the T-dual picture. In addition, we obtain the complete algebra of
the T-dual winding numbers and momenta.

2. Generalized T-duality and noncommutativity

We consider the closed bosonic string moving in the D-dimensional space-
time described by the action

S[x] = κ

∫
Σ
d2ξ ∂+x

µ
(
Bµν [x] +

1

2
Gµν [x]

)
∂−x

ν , (1)

where the light-cone coordinates are defined as ξ± = 1
2(τ ± σ) and the cor-

responding derivatives ∂± = ∂τ ±∂σ. In order to keep conformal invariance
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on the quantum level, the background fields have to obey the following
one-loop consistency conditions [4, 5]

Rµν −
1

4
BµρσB

ρσ
ν = 0, DρB

ρ
µν = 0 . (2)

Here Bµνρ = ∂µBνρ + ∂νBρµ + ∂ρBµν is the field strength of the field Bµν ,
and Rµν and Dµ are Ricci tensor and the covariant derivative with respect
to the space-time metric.

The solution of the equations in the first order in Bµνρ, so called the
weakly curved background, [7, 10, 11, 12], is defined by

Gµν [x] = const,

Bµν [x] = bµν + hµν [x] = bµν +
1

3
Bµνρx

ρ, bµν , Bµνρ = const. (3)

Here, the field strength Bµνρ is infinitesimal.
Applying the generalized T-dualization procedure [10] on the closed

string propagating in the weakly curved background, we obtain the T-dual
action

⋆S[y] =
κ2

2

∫
d2ξ ∂+yµΘ

µν
− [∆V [y]]∂−yν , (4)

where

Θµν
± ≡ −2

κ
(G−1

E Π±G
−1)µν = θµν ∓ 1

κ
(G−1

E )µν ,

GEµν ≡ Gµν − 4(BG−1B)µν , Π±µν = Bµν ±
1

2
Gµν . (5)

The argument ∆V is defined nonlocally as

∆V µ[y] = −κθµν0 ∆yν + (g−1)µν∆ỹν , (6)

where

∆yµ =

∫
P
(dτ ẏµ + dσy′µ) = yµ(ξ)− yµ(ξ0), ∆ỹµ =

∫
P
(dτy′µ + dσẏµ), (7)

and

gµν = Gµν − 4(bG−1b)µν , θµν0 = −2

κ
(g−1bG−1)µν . (8)

It is obvious from the definitions (7) that these two coordinates are related
by the following expressions, ẏµ = ỹ′µ, y

′
µ = ˙̃yµ.

The transformation laws connecting initial and T-dual coordinates play
the key role in our considerations. To be more precise, we obtain from T-
dualization procedure the relations between world-sheet derivatives of the
initial and T-dual coordinates

∂±x
µ ∼= −κΘµν

± [∆V ]
[
∂±yν ± 2β∓

ν [V ]
]
, (9)
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where

β±
µ [x] =

1

2
(β0

µ ± β1
µ) = ∓1

2
hµν [x]∂∓x

ν ,

β0
µ[x] = hµν [x]x

′ν , β1
µ[x] = −hµν [x]ẋ

ν . (10)

Because we use the canonical formalism, we must have these transformation
laws in the canonical form

x′µ ∼=
1

κ
⋆πµ − κθµν0 β0

ν [V ], (11)

πµ ∼= κy′µ + κβ0
µ[V ] , (12)

where πµ and ⋆πµ are canonically conjugated momenta to the coordinates
xµ and yµ, respectively. It is shown in Ref. [10] that the T-dual of the
T-dual action is the initial one. If we want to have T-dual coordinates in
terms of the initial ones, we just have to invert the relation (9)

∂±yµ ∼= −2Π∓µν [∆x]∂±x
ν ∓ 2β∓

µ [x]. (13)

The canonical form of the T-dual transformations is

y′µ
∼=

1

κ
πµ − β0

µ[x], (14)

⋆πµ ∼= κx′µ + κ2θµν0 β0
ν [x]. (15)

Our intention is to calculate the PB’s of the T-dual variables yµ and
ỹµ using PB algebra of the initial variables. Consequently, we assume that
initial theory is geometric which means that coordinates xµ and momenta
πν satisfy standard PB algebra

{xµ(σ), πν(σ̄)} = δµν δ(σ − σ̄), {xµ(σ), xν(σ̄)} = 0, {πµ(σ), πν(σ̄)} = 0.
(16)

In this article we will calculate, besides already mentioned PB algebra of
the T-dual coordinates, also the algebra of the T-dual winding numbers
and momenta. For both purposes, the first step is introducing the quantity

∆Yµ(σ, σ0) =

∫ σ

σ0

dη Y ′
µ(η) = Yµ(σ)− Yµ(σ0), (17)

where Yµ = (yµ, ỹµ). The second step is to calculate their PB’s. It is obvious
that key relation which we have to calculate is PB between σ derivatives
of Y ’s. When we calculate it in three possible cases it turns out that it can
be written in the form

{X ′
µ(σ), Y

′
ν(σ̄)} ∼= K ′

µν(σ)δ(σ − σ̄) + Lµν(σ)δ
′(σ − σ̄) . (18)
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Integrating this relation by parts over σ and σ̄, after straightforward cal-
culation, we extract PB we are searching for

{Xµ(τ, σ), Yν(τ, σ̄)} ∼= − [Kµν(σ)−Kµν(σ̄) + Lµν(σ̄)] θ(σ − σ̄) , (19)

where θ(σ) is the step function defined as

θ(σ) =

 0 if σ = 0
1/2 if 0 < σ < 2π, σ ∈ [0, 2π].
1 if σ = 2π

(20)

This is a general form of the relation. Using transforation laws we calcu-
late PB’s in three cases: {y′µ(σ), y′ν(σ̄)}, {y′µ(σ), ỹ′ν(σ̄)} and {ỹ′µ(σ), ỹ′ν(σ̄)},
and express them in the form of (18). Reading the corresponding values of
K and L and using (19), we get the noncommutativity relations for T-dual
closed string coordinates

{yµ(σ), yν(σ̄)} ∼= −1

κ
Bµνρ[x

ρ(σ)− xρ(σ̄)]θ(σ − σ̄), (21)

{yµ(σ), ỹν(σ̄)} ∼= −
{1

κ
Bµνρ[x̃

ρ(σ)− x̃ρ(σ̄)]− 3

2κ
ΓE
ρ,µν [x

ρ(σ)− xρ(σ̄)]

+
1

κ
gµν −

3

2κ
ΓE
ρ,µν x

ρ(σ̄)
}
θ(σ − σ̄), (22)

{ỹµ(σ), ỹν(σ̄)} ∼= −
{
− 1

κ

[
Bµνρ − 6gµαQ

αβ
ρgβν

]
[xρ(σ)− xρ(σ̄)] (23)

+
[
− 3

2κ

(
ΓE
µ,νρ − ΓE

ν,µρ

)
+

4

κ
Bµνσ(G

−1b)σρ

]
[x̃ρ(σ)− x̃ρ(σ̄)]

}
θ(σ − σ̄) ,

where

x̃′µ =
1

κ
(G−1)µνπν + 2(G−1B)µνx

′ν . (24)

Here the infinitesimal fluxes are defined as

ΓE
µ,νρ =

1

2

(
∂νG

E
µρ+∂ρG

E
µν−∂µG

E
νρ

)
= −4

3

(
Bµσν(G

−1b)σρ+Bµσρ(G
−1b)σν

)
,

(25)

Qµν
ρ = −1

3

[
(g−1)µσ(g−1)ντ − κ2θµσ0 θντ0

]
Bστρ. (26)

For σ = σ̄ we obtain that all PB’s vanish, and consequently, coordinates
commute. Also we can consider σ = σ̄ + 2π, which is the same point on
the world-sheet as our first choice σ = σ̄. Taking σ = σ̄ + 2π, three non-
commutativity relations take the form

{yµ(σ + 2π), yν(σ)} ∼= −2π

κ
BµνρN

ρ , (27)
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{yµ(σ + 2π), ỹν(σ)}+ {yµ(σ), ỹν(σ + 2π)} ∼= −4π

κ2
Bµνρp

ρ

+
π

κ

(
3ΓE

ρ,µν − 8Bµνλb
λ
ρ

)
Nρ, (28)

and

{ỹµ(σ + 2π), ỹν(σ)} ∼=
∼=

2π

κ

[
−Bµνρ − 6gµαQ

αβ
ρgβν + 2Bµν

λgλρ + 3
(
ΓE
µ,νλ − ΓE

ν,µλ

)
bλρ

]
Nρ

+
π

κ2

[
3
(
ΓE
µ,νρ − ΓE

ν,µρ

)
pρ − 8Bµνλb

λ
ρ

]
pρ , (29)

where Nµ = 1
2π [xµ(σ + 2π)− xµ(σ)] is winding number of the initial coor-

dinates and

pµ =
1

2π

∫ σ+2π

σ
dηπµ(η) , (30)

is mean value of the momentum πµ. Note that all three PB’s are propor-
tional to the Kalb-Ramond field strength which means they are infinitesi-
mal.

In addition we can obtain the algebra of the T-dual winding number
and momenta defined as

∆yµ(2π, 0) = 2π⋆Nµ , ∆ỹµ(2π, 0) = 2π⋆Pµ , (31)

while we introduced earlier

∆xµ(2π, 0) = 2πNµ , ∆x̃µ(2π, 0) = 2πPµ . (32)

Using (17), (18), transformation laws and above definitions we have

{⋆Nµ,
⋆Nν} =

1

πκ
BµνρN

ρ , (33)

{⋆Nµ,
⋆Pν} =

1

πκ
BµνρP

ρ − 3

4πκ
ΓE
ρ,µνN

ρ , (34)

{⋆Pµ,
⋆Pν} = − 1

πκ

(
Bµνρ − 6gµαQ

αβ
ρgβν

)
Nρ

+
1

π

[
− 3

2κ
(ΓE

µ,νρ − ΓE
ν,µρ) +

4

κ
Bµνσ(G

−1b)σρ

]
P ρ .
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3. Concluding remarks

In the present article we considered the theory describing the closed bosonic
string moving in the weakly curved background and derived the non-com-
mutativity relations using canonical approach.

We applied generalized T-duality procedure and obtained the transfor-
mation laws connecting the initial and T-dual variables. They, expressed
in the canonical form, have the central role in calculation of the PB’s of the
T-dual coordinates yµ and ỹµ. Infinitesimal Kalb-Ramond field strength,
as a part of the function βµ, gives the main contribution to the noncommu-
tativity parameters. The result is that we showed the physical equivalence
of the commutative initial theory and noncommutative T-dual one in linear
approximation in the field strength Bµνρ.

The general structure of the non-commutativity relations is

{Yµ(σ), Yν(σ̄)} = {Fµνρ [x
ρ(σ)− xρ(σ̄)] + F̃µνρ [x̃

ρ(σ)− x̃ρ(σ̄)]}θ(σ − σ̄) ,
(35)

where Yµ = (yµ, ỹν) and Fµνρ and F̃µνρ are the constant and infinitesimally
small fluxes. At the same points, for σ = σ̄ all PB’s are zero. In the
important particular case for σ = σ̄ + 2π we get

{Yµ(σ + 2π), Yν(σ)} = 2π

[
(Fµνρ + 2F̃µναb

α
ρ )N

ρ +
1

κ
F̃µν

ρpρ

]
, (36)

where Nµ and pµ are winding numbers and momenta of the original theory.
In addition we calculated the PB algebra of the T-dual winding numbers
and momenta in terms of the initial ones.
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T-dualization of a weakly curved background

Lj. Davidović, B. Nikolić and B. Sazdović

Institute of Physics, University of Belgrade, Belgrade, Serbia

Abstract. We consider a string moving in a weakly curved background, composed of a
constant metric and a linearly coordinate dependent Kalb-Ramond field with an infinitesimal
strength. We discuss the T-dualization procedure which we developed for a closed bosonic
string moving in a weakly curved background. The procedure is a generalization of a Buscher
T-dualization procedure and enables the T-dualization of the nonisometry directions. The same
procedure is used to investigate the T-duals of an open bosonic string as well. The generalized
T-dualizations give insight to the connection between the geometrical properties of the T-dual
spaces.

1. Introduction
In string theory there exists a symmetry, T-duality, which allows the physical equivalence of the
string living on the different geometrical structures of the compactified dimensions. The string
living in a space with one dimension compactified on a radius R, has the same physical features
as a string leaving in a space with one dimension compactified on a radius α′

R , where α′ is a Regge
slope parameter. T-duality was first described in the context of toroidal compactification in [1]
(thoroughly explained in [2]), it can be generalized to the arbitrary toroidal compactification
[3], and extended to the non-flat conformal backgrounds [4]. The origin of T-duality is seen in
a possibility that, unlike a point particle, the string can wrap around compactified dimensions.

The first T-dualization procedure, the prescription for obtaining a theory which is T-dual of
a given theory, was defined by Buscher [5]. The procedure was done for a string sigma model,
describing a string moving in a background composed of a metric Gµν , an antisymmetric field
Bµν and a dilaton field Φ. It is required that the metric admits at least one continuous abelian
isometry which leaves the action invariant. The procedure is founded in gauging the isometry by
introducing the gauge fields vµα. In order to preserve the physical content of the original theory,
one requires that the new fields vµα are nonphysical, which is achieved by the requirement that
the gauge fields have a vanishing field strength Fµαβ = ∂αv

µ
β −∂βvµα. This requirement is included

in the theory by adding the Lagrange multiplier term yµF
µ
01 into the Lagrangian. Fixing the

gauge one obtains the gauge fixed Lagrangian which carries the information on both initial and
a T-dual theory. The integration over the Lagrange multipliers yµ, simply recovers the original
theory. The integration over the gauge fields vµα, produces the T -dual theory.

The standard T-dualization procedure is applicable along directions which do not appear as
the background field arguments. The generalized T-dualization procedure which is applicable
along an arbitrary coordinate was done in Refs. [6, 7, 8]. The procedure is founded in the
standard procedure and keeps the main rules of the standard procedure. In order to gauge the
global isometry, one introduces the gauge fields vµα, as usual. The replacement of the derivatives
∂αx

µ with the covariant ones Dαx
µ, does not as before make the whole action invariant. The
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obstacle is the background field Bµν depending on xµ, which is not locally gauge invariant. So, as
a new rule we substitute the argument of the background fields by an invariant argument ∆xµinv,
defined as the line integral of the covariant derivatives of the original argument. As before,
in order to obtain the theory physically equivalent to the original one, we add the Lagrange
multiplier term. Using the local gauge freedom we fix the gauge taking xµ(ξ) = xµ(ξ0). The
obtained gauge fixed action reduces to to the original action for the equations of motion for the
Lagrange multiplier. The T-dual theory is obtained for the equations of motion for the gauge
fields vµα.

The generalized T-dualization procedure was investigated for a string moving in a weakly
curved background composed of a constant metric, a linearly coordinate dependent Kalb-
Ramond field with an infinitesimal filed strength and a constant dilaton field. It was first
applied to all space-time coordinates in Ref. [6], and a T-dual was obtained. In Ref. [8],
the procedure was applied to an arbitrary set of the initial coordinates. Choosing d arbitrary
directions, we denote T a = ◦dn=1T

µn , T i = ◦Dn=d+1T
µn , and T = ◦Dn=1T

µn , where Tµ stands for

a T-dualization along direction xµ and Ta = ◦dn=1Tµn , Ti = ◦Dn=d+1Tµn , T̃ = ◦Dn=1Tµn , where Tµ
stands for the T-dualization along a dual direction yµ. Performing the generalized procedure we
proved the following composition laws:

T i ◦ T a = T , Ti ◦ Ta = T̃ , Ta ◦ T a = 1, (1)

where 1 denotes the identical transformation (T-dualization not performed). We found the
explicit forms of the resulting theories and the corresponding T-dual coordinate transformation
laws. These results complete the T-dualization diagram connecting all the theories T-dual to
the initial theory.

S[xµ] -S[yµ].�

S[xi, ya]

�
�
�
�
�
����
�
�
�
�
��	

@
@
@
@
@
@@R@

@
@

@
@
@@I

T a Ta T iTi

T

T̃

The initial theory, describing the bosonic string moving in the weakly curved background
is defined on the geometrical space. All its T-dual theories are non-geometric and non-local
because they depend on variable V µ, which is a line integral of the derivatives of the dual
coordinates. To all of these theories there corresponds a flux which is of the same type as the R
flux unlike the non-geometric theories with Q flux, which have a local geometric description.

2. Bosonic string action
Let us consider the action [9, 10] describing the propagation of the bosonic string in a background
composed of a space-time metric Gµν , a Kalb-Ramond field Bµν and a dilaton field Φ

S[x] = κ

∫
Σ
d2ξ
√
−g
[(1

2
gαβGµν(x) +

εαβ√
−g

Bµν(x)
)
∂αx

µ∂βx
ν +

1

4πκ
Φ(x)R(2)

]
. (2)

The integration goes over two-dimensional world-sheet Σ parametrized by ξα (ξ0 = τ, ξ1 = σ),
gαβ is intrinsic world-sheet metric, R(2) corresponding 2-dimensional scalar curvature, xµ(ξ), µ =
0, 1, ..., D − 1 are the coordinates of the D-dimensional space-time, κ = 1

2πα′ and ε01 = −1.

2
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In order to have a world-sheet conformal invariance on the quantum level, the background
fields have to obey the space-time equations of motion which in the lowest order in slope
parameter α′, have the following form

Rµν −
1

4
BµρσB

ρσ
ν + 2Dµ∂νΦ = 0,

DρB
ρ
µν − 2∂ρΦB

ρ
µν = 0,

4(∂Φ)2 − 4Dµ∂
µΦ +

1

12
BµνρB

µνρ −R+ 4πκ
D − 26

3
= 0 , (3)

where Bµνρ = ∂µBνρ + ∂νBρµ + ∂ρBµν is the field strength of the field Bµν , and Rµν and Dµ are
Ricci tensor and covariant derivative with respect to space-time metric. We consider the weakly
curved background, defined by

Gµν = const, Bµν(x) = bµν +
1

3
Bµνρx

ρ ≡ bµν + hµν(x), Φ = const. (4)

The Kalb-Ramond field strength Bµνρ is taken to be infinitesimal. All the calculations are done
in the first order in Bµνρ. In this approximation the weakly curved background is the solution
of the space-time equations of motion (3).

Introducing the light-cone coordinates

ξ± =
1

2
(τ ± σ)

and their derivatives ∂± = ∂τ ± ∂σ, taking a conformal gauge gαβ = e2F ηαβ, the action (2) can
be written as

S[x] = κ

∫
Σ
d2ξ ∂+x

µΠ+µν(x)∂−x
ν , (5)

where

Π±µν(x) = Bµν(x)± 1

2
Gµν(x). (6)

3. The Generalized Buscher T-dualization procedure
The standard T-dualization procedure, enables one to find a T-dual of a given theory, applying
the procedure to the coordinate directions which do not appear as the background field
arguments. The generalized T-dualization procedure does not have this limitation. Both
procedures are grounded in a localization of a global coordinate shift symmetry δxµ = λµ =
const. The first rule of the procedures is the introduction of the gauge fields vµα and the
substitution of the ordinary derivatives with the covariant derivatives, defined by

∂αx
µ → Dαx

µ = ∂αx
µ + vµα. (7)

If one imposes the following transformation law for the gauge fields

δvµα = −∂αλµ, (λµ = λµ(τ, σ)) (8)

one obtains δDαx
µ = 0. In the case when the background does not depend on the coordinates,

along which the T-dualization is performed, the first step is sufficient to obtain the gauge
invariant action. However if the background depends on all the coordinates, an additional
rule must be introduced. The new rule reads: Substitute the background field argument (the

3
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coordinate xµ), by the invariant argument (invariant coordinate), defined as a line integral of
the covariant derivatives of the original coordinate

∆xµinv ≡
∫
P
dξαDαx

µ = xµ − xµ(ξ0) + ∆V µ, ∆V µ ≡
∫
P
dξαvµα. (9)

The invariant coordinate is by definition nonlocal. The consequence of this will be a nonlocal
T-dual theory, defined on the doubled geometrical space composed of the dual coordinate yµ
and its double ỹµ.

The common rule of the procedures is the addition of the Lagrange multiplier term which
makes the introduced gauge fields nonphysical, by requiring that there field strength

Fµαβ ≡ ∂αv
µ
β − ∂βv

µ
α (10)

must be zero. This enables the physical equivalence of the theories. Following these rules we
built the gauge invariant action.

The main object and the main crossway of the procedure are the gauge fixed action and their
equations of motion, because for the equation of motion obtained varying the action over the
Lagrange multipliers, one returns to the initial action. On the other hand for the equation of
motion obtained varying the gauge fixed action over the gauge fields one obtains the T-dual
theory. Comparing the solutions for the gauge fields in these two directions, one obtains the
T-dual coordinate transformation laws. These laws are used in investigation of the relations
between the non-commutativity characteristics of the spaces connected by T-duality.

The generalized procedure, can be generalized once more in order to allow the T-dualization
of the backgrounds which do not have a global symmetry. The generalization was made in Ref.
[7] for a bosonic string moving in a weakly curved background of the second order, which consists
of the coordinate dependent metric and Kalb-Ramond field. One postulates the auxiliary action
which inherits two important features of the gauge fixed action. It reduces to the initial theory for
the equations of motion for the Lagrange multipliers and to the T-dual action for the equations
of motion for the auxiliary fields.

3.1. Complete T-dualization
If one applies the T-dualization procedure to all coordinates, one obtains a following gauge
invariant action

Sinv = κ

∫
d2ξ
[
D+x

µΠ+µν(∆xinv)D−x
ν +

1

2
(vµ+∂−yµ − v

µ
−∂+yµ)

]
, (11)

which is physically equivalent to the initial action. Fixing the gauge by xµ(ξ) = xµ(ξ0), one
obtains the gauge fixed action

Sfix[y, v±] = κ

∫
d2ξ
[
vµ+Π+µν(∆V )vν− +

1

2
(vµ+∂−yµ − v

µ
−∂+yµ)

]
. (12)

In order to find a T-dual action one has to integrate out the gauge fields from (12).
The equations of motion with respect to the gauge fields vµ± are

Π∓µν(∆V )vν± +
1

2
∂±yµ = ∓β∓µ (V ), (13)

with the right hand side coming from the variation of the background fields argument, with
β±µ (x) = ∓1

2hµν [x]∂∓x
ν . The equation of motion can be rewritten as

vµ±(y) = −κΘµν
± [∆V (y)]

[
∂±yν ± 2β∓ν [V (y)]

]
, (14)

4
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where

Θµν
± [∆V ] = −2

κ
(G−1

E Π±G
−1)µν = θµν [∆V ]∓ 1

κ
(G−1

E )µν [∆V ], (15)

and GEµν ≡ [G−4BG−1B]µν , θµν ≡ − 2
κ(G−1

E BG−1)µν are the open string background fields: the
effective metric and the non-commutativity parameter respectively. They are defined in analogy
with the flat space-time open string background fields introduced in [11]. Tensors Π∓µν and
Θµν
± are connected by Θµν

± Π∓νρ = 1
2κδ

µ
ρ . Substituting (14) into the action (12), we obtain T-dual

action
?S[y] ≡ Sfix[y] =

κ2

2

∫
d2ξ ∂+yµΘµν

− [∆V (0)(y)]∂−yν , (16)

where we neglected the term β−µ β
+
ν as the infinitesimal of the second order, and the argument

is given by
∆V (0)µ(y) = −κθµν0 ∆y(0)

ν + (g−1)µν∆ỹ(0)
ν . (17)

Comparing the initial action (5) with the T-dual action (16), we see that they are equal under
following transformations ∂±x

µ → ∂±yµ and Π+µν [x]→ κ
2 Θµν
− [∆V (0)], which implies

Gµν → ?Gµν = (G−1
E )µν [∆V (0)],

Bµν [x] → ?Bµν =
κ

2
θµν [∆V (0)], (18)

where (G−1
E )µν and θµν are introduced in (15).

The initial background consisted of a constant metric and a linearly coordinate dependent
Kalb-Ramond field with an infinitesimal field strength. The T-dual background consists of
coordinate dependent metric and Kalb-Ramond field, with the argument ∆V µ, which is the
linear combination of yµ and its double ỹµ. Note that the variable V µ and consequently T-dual
action is not defined on the geometrical space (defined by the coordinate yµ) but on the so called
doubled target space [12] composed of both yµ and ỹµ.

3.2. Partial T-dualization
If one choses only a subset of the initial coordinates, say d coordinates xa, and performs T-
dualization procedure along these coordinates, one obtains the following gauge invariant action

Sinv[x
µ, xainv, ya] = κ

∫
d2ξ
[
∂+x

iΠ+ij(x
i,∆xainv)∂−x

j

+ ∂+x
iΠ+ia(x

i,∆xainv)D−x
a +D+x

aΠ+ai(x
i,∆xainv)∂−x

i

+ D+x
aΠ+ab(x

i,∆xainv)D−x
b +

1

2
(va+∂−ya − va−∂+ya)

]
.

(19)

This action is obtained localizing the global shift symmetry only for the coordinates xa, by
introducing the gauge fields vaα. The ordinary derivatives ∂αx

a were substituted by the covariant
derivatives Dαx

a = ∂αx
a+vaα. The covariant derivatives are invariant under the standard gauge

transformations δvaα = −∂αλa. The coordinates xa in the argument of the background fields were
substituted by their invariant extension, defined by ∆xainv ≡

∫
P dξ

αDαx
a = xa− xa(ξ0) + ∆V a,

where ∆V a ≡
∫
P dξ

αvaα. The physical equivalence is preserved by adding the Lagrange multiplier
term (the last term in the action). Fixing the gauge by xa(ξ) = xa(ξ0) one obtains the gauge

5
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fixed action

Sfix[xi, va±, ya] = κ

∫
d2ξ
[
∂+x

iΠ+ij(x
i,∆V a)∂−x

j

+ ∂+x
iΠ+ia(x

i,∆V a)va− + va+Π+ai(x
i,∆V a)∂−x

i

+ va+Π+ab(x
i,∆V a)vb− +

1

2
(va+∂−ya − va−∂+ya)

]
. (20)

This action reduces to the initial one for the equations of motion obtained varying over the
Lagrange multipliers. The T-dual action is obtained for the equations of motion for the gauge
fields. It reads

S[xi, ya] = κ

∫
d2ξ

[
∂+x

iΠ+ij(x
i,∆V a(xi, ya))∂−x

j

−κ ∂+x
iΠ+ia(x

i,∆V a(xi, ya))Θ̃
ab
− (xi,∆V a(xi, ya))∂−yb

+κ ∂+yaΘ̃
ab
− (xi,∆V a(xi, ya))Π+bi(x

i,∆V a(xi, ya))∂−x
i

+
κ

2
∂+yaΘ̃

ab
− (xi,∆V a(xi, ya))∂−yb

]
. (21)

The T-dual background fields compositions are the inverses of the already known background
compositions, divided into two coordinate subspaces, the subspace formed by the coordinates
we T-dualize and the subspace formed by the rest of the coordinates. The background field

compositions Π±ij and Θ̃ab
± are defined as the inverses of the background field compositions Θjk

∓
and Π∓bc, which are the parts of Θµν

∓ and Π∓µν in an appropriate subspace

Π±ijΘ
jk
∓ = Θkj

∓Π±ji =
1

2κ
δki ,

Θ̃ab
±Π∓bc = Π∓cbΘ̃

ba
± =

1

2κ
δac . (22)

It can be shown that
Π+ij ≡ Π+ij − 2κΠ+iaΘ̃

ab
−Π+bj . (23)

The argument of the background fields is

∆V (0)a(xi, ya) = −κ
[
Θ̃ab

0+Π0−bi + Θ̃ab
0−Π0+bi

]
∆x(0)i

− κ
[
Θ̃ab

0+Π0−bi − Θ̃ab
0−Π0+bi

]
∆x̃(0)i

− κ

2

[
Θ̃ab

0+ + Θ̃ab
0−

]
∆y

(0)
b −

κ

2

[
Θ̃ab

0+ − Θ̃ab
0−

]
∆ỹ

(0)
b . (24)

Calculating the symmetric and antisymmetric part of the background fields we obtain a T-dual
metric and a T-dual Kalb-Ramond field

•Gij = Gij = Gij −Gia(G̃−1
E )abGbj

−2κ
(
Biaθ̃

abGbj +Giaθ̃
abBbj

)
− 4Bia(G̃

−1
E )abBbj ,

•Bij = Bij = Bij −
κ

2
Giaθ̃

abGbj −Bia(G̃−1
E )abGbj

−Gia(G̃−1
E )abBbj − 2κBiaθ̃

abBbj ,
•Gab = (G̃−1

E )ab,

•Bab =
κ

2
θ̃ab,

•Gai = κθ̃abGbi + 2(G̃−1
E )abBbi,

•Ba
i = κθ̃abBbi +

1

2
(G̃−1

E )abGbi. (25)
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As the constituents of the T-dual background field there appear the effective metric in the
subspace a, defined by G̃Eab ≡ Gab − 4Bac(G̃

−1)cdBdb, the non-commutativity parameter in
the same subspace θ̃ab ≡ − 2

κ(G̃−1
E )acBcd(G̃

−1)db, which combined give the new theta function

Θ̃ab
± = θ̃ab ∓ 1

κ(G̃−1
E )ab.

4. Open string T-dualization
In paper [13] we investigated a T-duality of an open string moving in a weakly curved
background. The open string moving in a weakly curved background was a subject of
investigation in our papers [14, 15, 16]. Solving the boundary conditions at the open string
end-points, one obtains the effective closed string described by the effective closed string theory
Seff , defined on the doubled space (qµ, q̃µ). As the effective theory is closed string theory, one
can try to apply the generalized T-dualization procedure to this theory. The effective theory
is defined on the doubled theory, just as the T-duals of the closed string theory moving in the
weakly curved background. So, the application in this case resembles the application of the
T-dualization procedure to the T-dual theories.

The effective theory of the open string moving in the weakly curved background, obtained
for the solution of the boundary conditions equals

Seff = κ

∫
dτ

∫ π

−π
dσ ∂+q

µ Πeff
+µν(q, 2bq̃) ∂−q

ν , (26)

where

Πeff
±µν(q, 2bq̃) ≡ Beff

µν (2bq̃)± 1

2
Geffµν (q). (27)

The effective variable is qµ(σ), an even part of the initial coordinate. The effective metric and
the Kalb-Ramond field are explicitly given by

Geffµν (q) = GEµν(q) := (G− 4B2(q))µν ,

Beff
µν (2bq̃) = −κ

2

(
gE∆θ(2bq̃)gE

)
µν
, (28)

where ∆θµν is the infinitesimal part of the non-commutativity parameter θµν =

− 2
κ

[
G−1
E BG−1

]µν
= θµν0 − 2

κ

[
g−1
E (h + 4bhb)g−1

E

]µν
. In paper [13] we applied the generalized

Buscher T-dualization procedure, to the effective theory along all effective directions qµ.
Following the procedure we find the gauge fixed action

Sfix = κ

∫
d2ξ
[
vµ+Πeff

+µν(∆V, 2b∆Ṽ )vν− +
1

2
(vµ+∂−%µ − v

µ
−∂+%µ)

]
, (29)

obtained from the effective action (26), by substituting the light-cone derivatives ∂±q
µ with

the covariant derivatives D±q
µ = ∂±q

µ + vµ±, where vµ± are the gauge fields, which transform as
δvµ± = −∂±λµ. The argument of the background fields is substituted with an invariant argument,
which is obtained substituting the effective coordinate qµ and its double q̃µ with an invariant
effective coordinate and its double, defined by the following line integrals of the gauge fields
∆V µ =

∫
P (dξ+vµ+ + dξ−vµ−), and ∆Ṽ µ =

∫
P (dξ+vµ+ − dξ−v

µ
−). The physical equivalence was

achieved by adding the Lagrange multiplier term 1
2(vµ+∂−%µ − v

µ
−∂+%µ) and the gauge is fixed

with qµ(ξ) = qµ(ξ0).
The T-dual theory was obtained for the equation of motion for the gauge fields. The T-dual

action reads
?S = κ

∫
d2ξ∂+%µ

κ

2
(Θeff
− )µν(∆V (%), 2b∆Ṽ (%))∂−%ν , (30)
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where

(Θeff
± )µν(x, y) ≡ Θµν

± (Geff (x), Beff (y)) = θµνeff (y)∓ 1

κ
(G−1

E )µν(x), (31)

θµνeff := θµν(Geff (x), Beff (y)) = − 2
κ

(
G−1
E (Geff (x), Beff (y))Beff (y)G−1

eff (x)
)µν

and the

argument is

V µ
0 (%) = (g−1

E )µν(Geff , Beff )%̃ν = (g−1
E )µν %̃ν ,

Ṽ µ
0 (%) = (g−1

E )µν(Geff , Beff )%ν = (g−1
E )µν%ν . (32)

The T-dual metric ?Gµν which depends on the first variable ∆V µ and the T-dual Kalb-Ramond
field ?Bµν , which depends on the second variable 2bµν∆Ṽ ν are

?Gµν = (G−1
E )µν(∆V ),

?Bµν =
κ

2
(θeff )µν(2b∆Ṽ ) =

κ

2
∆θµν(2b∆Ṽ ). (33)

We see, that the effective metric has transformed to its inverse and that the Kalb-Ramond field
has transformed to the infinitesimal part of the non-commutativity parameter.

Finally, we searched for the open string theory S̃ such that its effective theory is ?Seff exactly.
We found

S̃[y] = κ

∫
Σ
d2ξ ∂+yµΠ̃µν

+ (y)∂−yν , (34)

with

G̃ = −(CT )−1GC−1,

B̃(y) = ±(CT )−1(b− h(C−1y))C−1, (35)

where C makes a connection between the variables of the effective theory of S̃ and the T-dual
theory (30)

qµ(y) = Cµν(g−1
E )νρ%̃ρ ,

q̄µ(y) = ∓Cµν2(G−1bg−1
E )νρ%ρ. (36)

In the closed string moving in the weakly curved background case, the T-duality transforms
the geometrical background into a doubled non-geometrical background. It transforms a
constant metric to a coordinate dependent effective metric inverse, while the linearly coordinate
dependent Kalb-Ramond field is transformed into a coordinate dependent non-commutativity
parameter. In the open string case, the T-dual theory remains geometric. T-duality transforms
the constant metric of the weakly curved background to a constant T-dual metric, while the
coordinate dependent Kalb-Ramond field transforms again to the coordinate dependent field.

In paper [17] a generalization of the standard analysis of the open bosonic string moving in
a flat background is addressed. The T-dualization was performed in two ways, first in terms
of non-constant vector fields in which case the Buscher T-dualization procedure can not be
applied and second in terms of the field strengths of the gauge fields. The role of the gauge
fields, which live on the string boundary, is to restore the symmetries of the closed string: the
local gauge symmetry of the Kalb-Ramond field and the general coordinate transformations, at
the string end-points. The investigation lead to a discovery of the geometrical features of the
non-geometry.
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Conclusion
The generalized T-dualization procedure, enabled T-dualization over the non isometry
directions. It gives the new insights into a connection between the spaces connected by T-duality.
It enabled further investigations of the closed string non-commutativity [18]. Comparing the
solutions for the gauge fields which transform the gauge fixed actions into the initial or the T-
dual actions, one obtains the T-dual coordinate transformation laws. Using these laws one can
find how does for example a standard Poisson bracket transform. It is obtained that the original
theory which is commutative is equivalent to the non-commutative T-dual theory, whose Poisson
brackets are proportional to the background fluxes times winding and momentum numbers. The
obtained results add novelty to the form and the origin of different non-commutative structures.

Acknowledgments
Research is supported in part by the Serbian Ministry of Education, Science and Technological
Development (project No. 171031) and by The National Scholarship L’Oreal-UNESCO ”For
Women in Science” which Lj.D. obtained in 2015.

References
[1] L.Brink, M.B. Green, J.H. Schwarz, Nucl. Phys. B 198 (1982) 474; K. Kikkawa and M.Yamasaki, Phys.

Lett. B 149 (1984) 357; N. Sakai and I. Senda, Prog. Theor. Phys. 75 (1984) 692.
[2] E. Alvarez, L. Alvarez-Gaume and Y. Lozano, Nucl. Phys. Proc. Suppl. 41 (1995) 1; A. Giveon, M.Parrati

and E. Rabinovici, Phys. Rep. 244 (1994) 77.
[3] K.Narain, H. Sarmadi and E. Witten, Nucl. Phys. B 279 (1987) 369.
[4] T. Buscher, Phys. Lett. B 194 (1987) 51; 201 (1988) 466.
[5] T. Buscher, Phys. Lett. B 194 (1987) 59; M. Roček and E.P. Verlinde, Nucl. Phys. B 373 (1992) 630.
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[13] Lj. Davidović, EPJC 76 (2016) 660.
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