Hayunowm Behy MHcTuTyTa 3a pusuky y beorpany
beorpaz, 15. oktobap 2018.

[Tpeamet: Mosiba 3a MOKpeTame MOCTYIIKa 3a per300p y 3Bambe BUIIM HAYYHH CapaJHUK

Monum Hayuno Behe MHcTHTyTa 3a pU3MKy fa y ckiaaay ca [IpaBUIHUKOM O MOCTYNKY U HAUMHY
BpeJHOBama U KBAHTUTABHOM HCKa3WBakby HayUHO-UCTPA)KMBAUKKX pe3ysiTaTa UCTpakKrBaua
TIOKpeHe T10CTYTIaK 3a MOj pen300p y 3Bame BUIIM HAYYHU CapaJjHUK.

Y npusiory JoCTaB/baM:

*  Muuberwe pyKoBOAKOLIA IPOjeKTa ca Mpe/Iorom 4iaHoBa KOMUCH]je
* bBuorpadcke noparke

* Ilpernes HayuHe aKTUBHOCTU

* EnemeHTe 3a KBa/JIUTAaTUBHY OL|eHY HAyYHOI JOIIPUHOCA

* EnemeHTe 3a KBAHTUTAaTUBHY OLIeHY Hay4YHOT JONPUHOCA

* Crmcak 06jaB/beHUX PajJioBa U IHXOBE KOITHje

* [logaTke 0 UUTUPAHOCTU

*  ®OoTOKOMUjy pelllerma O MPeTX0AHOM U300py Y 3Bambe

* [Nlopatke - foKase O KBaJIMTaTUBHUM eJleMeHTHMa

C moiurToBamkeM

Ip dumutpuje CreriaHeHKO
BHUILM HAyYHU CapaJHUK



Hayunowm Behy MHcTuTyTa 3a pusuky y beorpany

Beorpaz, 15. okrobap 2018. roauxe

[TpeameT: Munberme pyKOBOAMOLA ITPOjeKTa 3a pen3bop ap Aumurprja CTernaHeHKa y 3Bambe
BUILIY HAyYHU CapaJiHUK

[p Oumutpuje CrenaHeHKo je 3aniocieH Ha MHCTUTYTY 3a pusuky beorpaj u aHraxoBaH je Ha
TIPOjeKTy OCHOBHUX UCTpaxkuBawkba OM171032 "Pu3nka HAHOCTPYKTYPHUX Marepujasia U jako
KOpeJIMCaHUX CHUCTeMa'" UMju caM PYKOBOJM/IaLl.

[TowTo KoJlera 3a/10BoJ/baBa ycjioBe nponucaHe [IpaBUIHUKOM 0O MOCTYNKY ¥ HAYMHY Bpe/IHOBaba U
KBaHTUTAaBHOM HCKa3WBakby HAyUYHO-UCTPa)KMBAUKMX pe3y/iTara UCTpa)krBaua, rpezjiakeM
Hayunowm Behy MHcTUTyTa 3a U3uKy y Beorpazy /ja mokpeHe mocTyriak 3a pern36op Ap Jumurpuja
CrenaHeHKa y 3Babe BUIIM Hay4YHU Capa/iHUK.

3a cactaB KomucHje 3a pen36op ap JIumurpuja CTerlaHeHKa Y 3Bambe BUIIN HayYHU CPaZiHUK
TnpeJjiaKeM:

(1) zp 3opana loxueBnh-MutpoBuh, HayuHy caBeTHUK, IHCTUTYT 3a pusuKy y beorpany,

(2) ip AntyH Banax, HayuHu caBeTHUK, IHCTUTYT 3a ¢pu3uky y beorpany,
(3) zp JKemko LlI/bBaHUaHWH, HAYYHU CaBeTHHK, VIHCTUTYT 3a Hyk/lapHe Hayke BrHua.

Beorpag, 15. okrobap 2018.

np 3opana [JoxueBuh-MurtpoBuh
Hay4YHU CaBeTHUK



Buorpadcku noganu KaHauAaTa

Iumutpuje CreniaHeHKo je poljeH 13. 7. 1974. y Bpamy, IZie je 3aBpILIMO OCHOBHY LIKOIY U
I'mvHa3ujy. TokoM LIKO/I0Bawka y OCHOBHO]j U CpPe/il0j LLIKO/IY yUeCTBOBAO je Ha TaKMUYemhuMa 13
¢usmKe 1 ocBojuo O6pojHe Harpaze. OcBojuO je TOXBany Ha MeljyHapogHOM TakMudery “First step
to Nobel Prize in Physics” koju je opranusoBana Akaziemuja Hayka [lo/bcke. OcBojuo je pBy
Harpazly Ha /Ip’KaBHOM TaKMUYery 13 ¢pu3rke U 610 je n3abpaH y Tim 3a MeljyHapogHy $Hy3nuKy
ommmMmIvjasy 1993. Ha Kojy HaLlMOHA/THU TUM HHje OTHULLAO.

Cryzaupao je Ha PusnukoM (akynTeTy YHuBep3uTera y beorpazy, rae je 1998. rogqune gunaomupao
Ha cMepy Teopujcka 1 ekcrieprMeHTasHa (pr3rka, ca MPOCeYHOM OLIeHOM TOKOM CTyzuja 9.68.
TokoM cTyauja paguvo je y MctpakuBaukoj ctaHuuy [leTHuria.

[To funiomupamy ofJ1a3y Ha MOCTAMUIVIOMCKe CTy/idje Ha YHUBep3uTeT y boctony (Boston
University) rje je mpoBeo /iBe rofiiHe Kao ctureHucTa yauBep3uteTa (Presidential University
Graduate Fellowship). Oz 2001. HacTaB/ba NOCTAUIVIOMCKE CTyAMje Ha [Ip)KaBHOM YHUBEDP3UTETY
®nopuge (Florida State University). JlokTopaT U3 Teopujcke (13rKe KOH/I€H30BaHOT CTamba
opbpanwmo je 2005. roguHe. [IokTopart je HOCTPU(UKOBAH Ha YHUBep3UTeTy y beorpaay, peliemeM
6p. 06-613-7554/4-11, 30. janyapa 2012. Tokom MOCTAXUTVIOMCKHX CTyzAUja fobuo je Jupak-
XeMaHOBY Harpajly 3a Teopujcky gusuky 2004. rogquHe. Tokom cTyvja pafyo je Kao aCUCTeHT y
HACTaBH Y U3BONemhY pauyHCKUX U eKCIIePUMeHTaTHUX BeXKOW Ha IOAUIIOMCKAM CcTyaujama. Paano
je ¥ Kao acMCTeHT Ha MOCT/AUITIOMCKOM KypCy KBaHTHe MexaHuKe. CapaljiBao je Ha UCTpakKUBamwy y
HaumonanHoj maboparopuju 3a jaka marHetHa noska (National High Magnetic Field Laboratory).
bopasmo je y ncrpakuBaukum rpynama y UbM uctpaxusaukoMm 1ieHTpy (IBM T. J. Watson research
Center) 1 Ha YHuBep3uteTy Oxaja (Ohio University).

[Tocne gokropara pagu Ha YHuBep3uTeTy y baseny (Universitaet Basel), IlIBajijapcka, y rpyrnama
I'uga Bypkapga u Januesna Jloca. /Ip>kao je omabpaHa ripe/jaBamba ¥ pauyHCKe BexkOe Ha
HarpeJHUM KypceBUMa (pM3MKe KOH/IeH30BaHOT CTama U (pr31Ke MHOTOUeCTUYHUX CUCTeMa 1
y4eCcTBOBAoO je y HaCTaBU Ha YBOAHUM KypCceBUMa (PU3MKe U IPUMemEeHe MaTeMaTrKe. YueCTBOBao
je y ucrpakuBamuma Ha nipojektrMa IlIBajijapcke HatpoHanHe doHanuje (CH®), EBporicke
komHcuje Ha Mapuja Kupu npojekty MagMaNet u ®I17 npojektrima MolSpinQIP u ELFOS, kao u
y UCTPaKUBaWbUMa Y 00/1acTh KBaHTHe WH(OPMalldje 1Mo/ TOKPoBUTe/bLCTBOM areHiidja DOE u
[TARPA Cjepumenux Amepruukux [IpsxaBsa. [lopes vcrpaxkuBama, Ha nipojektuma MagMaNet,
MolSpinQIP 1 ELFOS pazauo je 1 Kao opraHu3atop JioKajiHe rpyIrie KOH30pLidjyma Ha
Yuusep3utety y bazeny. bopaBuo je Ha IHCTUTYTy 3a HAaHOHayKe YHUBep3uTeTta MozieHa v Pehjro
Emunuja y Mogenu kao roctyjyhu uctpakusad.

Op 2013. pagu Ha IHCTUTYTY 3a GM3UKY y FPyNY 3a HOBe Marepujasie U HaHOHayke. Boguo je
TipojekTe OuiaTepanHe capajme ca Hemaukom u ®panityckom 1 SCOPES riporpam capajime
[ITBajijapcke HaluoHanHe doHjanMje. HalroHa Hy je mpesiCTaBHUK Y €BPOTICKO] MPEXKH 3a
MoJieKynapHy MarHetrsam y oksupy COST akuuje MolSpin.

Tema Hay4HOT pasia KaHJu/ara je KOHTpoJla CIIMHOBA U Hae/leKTpUCama Y HAaHOCTPYKTypaMa.
Pa3Buo je mpuHIMIe Kopuiihema ClIMH-0pOUTHe WHTEepaKIfyje 3a KOHTPOJTy CITUHOBA Kopuctehu
eJIeKTPUYHA [10/ba Kao K/IaCUYHe KOHTPOJIHE BeJIMUMHE Y KBAHTHUM Taukama U MOJIeKy/1apHUM
MarHeTuMa. Pajii Ha mporiecripawby KBaHTHe MH(OPMaLje y MosieKyJlapHUM MarHeTUMa,
ONTUYKUM MeTOoZilaMa KOHTpOJIe HyK/leapHUX CIIMHOBA Y MOJIyIPOBOAHUUKUM HAHOCTPYKTypama,
KBaHTHOM TPaHCIIOPTY LIYT/bHHA U TPAHCIIOPTY HaeleKTpUCamwa y 3pHaCTUM (PUIMOBHMa.



Ilpernej HayuHe aKTHBHOCTH

VctpaxkuBama p [Jumurprja CrenaHeHKa ce OaBe KBAHTHHUM CBOjCTBUMA CITMHOBA y MaTepHjauMa
Ca HAHOCTPYKTYPOM U Kb UXOBOM KOHTPOJIOM NOMONY K/IJaCUUHUX T10/ba Y CBPXY 00pajsie KBaHTHe
uHpopMarje. Mel)y cucreMuma Koju MOry IOCTY>KMTH KaO OCHOBA 3a U3rpajjlby KBAHTHUX
pauyHapa, CIIMHOBH CY Crielii(UUHHM 110 TOMe IITO Cy CBe HUX0Be 0COOMHe NHXePeHTHO KBaHTHe 1
orricaHe KOHAUHUM, 00MYHO ManuM, 6pojeM cTereHu cioboze.

CnobofHY CTIMHOBY e/IeKTPOHA CY, HaXKasoCT, JIo 1300p 3a HOCHOLe KBaHTHe HH(HpMariyje
TIOLLITO je ’bUMa TelllKO MaHUITy/IMcaTh. 3aTo je KBaHTHA JMHAMMKa jaCHO BU//bMBa U yIIpaB/brBa
CaMo KoJ| e/IeKTPOHCKMX CIIMHOBA ypOweHUX y Behe cTpykType. BpeMeHcKa ckasia KBAaHTHe
KOHTpOJIe Mopa OUTH I0BO/bHO KpaTKa Kako JieKoxepeHlivja He OM yHUIIITHA/IA KBAHTHE 0COOMHe
crivHoBa. [TpocTopHa cKasa KOHTpoJie Mopa OUTH [JOBOJBHO Masia Jja 01 ce MaHWITy/HCain
rojeArHauHu crivHoBU. OBM 3aXTeBU TOBOPe Jla Cy HajOO/bU HOCUOLM KBaHTHe UH(OopMaliyje
CUCTeMM JJUMeH3Hja n3Mel)y jesHor u cto HaHoMeTapa. Ha MpoCTOpHMM 1 BpeMEHCKUM CKajlama
KapakTepUCTUUHUM 3a HaHOCHCTeMe, Op30 MPOMEH/bHBA, jakKa 1 JIOKa/IHa eJleKTpPUUHa I0/ba je
3HATHO JIaKIlle IPOM3BECTU Hero ofroBapajyha MarsetHa rosba. [Jok cy gy»ka BpeMeHa
KOXepeHLjje Cy [0Be3aHa ca MawbUM CUCTeMMMa, jeJHOCTaBHOCT KOHTpoJIe (paBopu3yje Behe. 3aTo
CBaKa apXuTeKTypa KBaHTHOT pauyHapa Mopa Hahu paBHOTeXXy H3Mel)y oBa /jBa 3axTeBa.

KanzyjaroBa uctpakvBama pasmarpajy eJleKTpOHCKe CIIMHOBe Y KBAaHTHHM TaukKaMa ca
KapaKTepUCTUUHUM JIMMeH3HjaMa peZia BeJIMUrHe JieceT [0 CTO HaHOMeTpa, MyATh(hepornyHUM
(unMoBMMa ca 3pHHMMa BeJIMUMHe jeJHOT J0 CTO HaHOMeTapa M MoJleKy/lapHUM MarHeThMa ca
KapaKTepUCTUUHUM /IMMeH3HjaMa Off leCceTor fiejia HaHOMeTpa /10 HeKOJIMKO HaHoMeTapa. Teme
UCTpa)KVBama Cy:

(1) KoHTpOMA CITMHOBA Y KBAHTHUM TauyKama Ca CITUH-OPOUTHOM MHTEePaKL[1joM
(2) edpexTMBHA UHTEpaKLMja CIMHOBA

(3) cniuH-eneKTpUUHA UHTEPaKLiFja Y MOIeKy/lapHUM MarHeTuma

(4) enexkrpuuHe ocobuHe MaTepHjasia ca My/ITH(EPOUUHUM 3pHUMA

(5) TpaHCHOPT Y HAHOCTPYKTypaMa Ca CITMHCKOM TeKCTYPOM

(6) kBaHTHa Mepera U KOHTPOJIa leKoXepeHLje

(1) KoHTposna criHOBa y KBAHTHUM TauKaMa Ca CITMH-OPOUTHOM UHTEPAKIIAjOM

CriuH-0pOWTHA MHTEPAaKIIYja U3a3uBa JIeKOXePeHIUjy ¥ TUMe CTBapa 030u/baH Mpob/ieM y u3ajHy
KBaHTHMX pauyHapa 0a3upaHUX Ha CITUHY e/IeKTPOHA y jeZIHOeIeKTPOHCKHUM KBAaHTHUM TauKaMa.
Kako cy criHCKY cTereHH c/1000/ie 3HaTHO KOXePEHTHHjU 0/ OpOUTaHUX, CTIpe3amke CMambyje
Bpeme KoxepeHLje crnuHa. Kanguzar je nokasao fia, ¥ nopej CMambermha BpeMeHa KoxepeHlLiyje,
CITMH-OpOUTHA MHTEPaKLija MoXKe OUTH pecypc 3a KOHTPOJTy CIIMHOBA. [10Ka3ao je 1a KoOMOMHOBAaHU
edekaT BpeMeHCKH 3aBUCHe KOHTPOJIe U CITUH-OPOUTHE UHTepaKLivje TPOU3BO/M KOPUCHA KBaHTHA
JIOTMYKA KOJIa.

Y mepuoay 1iocsie peTXoAHOT W300pa y 3Bamke BUILIM HAayuYHH CapaZiHUK, KaHAWZAT je pa3BHo
TIpoLie/lypy 3a KOHTPOJIY CIIMHOBA y KBAHTHMM TauykKaMa KOja KODUCTU BPeMeHCKH 3aBUCHY eHeprujy
CTama y Mpa3HOoj KBAHTHOj TAYKU KOja UHTeparyje TyHe/IOBakbeM Ca CyCeJHOM KBAHTHOM TayKOM Y
K0jOj JIe)KH CIIUHCKY KyOUT. AHasi3a BpeMeHCKe 3aBUCHOCTH CTama CUCTeMa OTKPHBA
HEMHTYUTHBaH PeXXUM orvcaH JlaHgay-3eHep mpesia3oM. Y OBOM PeXXHMy IpoMeHa opOuTaIHor
CTarba Be3aHOr eJIeKTPOHA je BUPTYyeJIHa, U CBa IIPOMeHa je KOHLIeHTpUCaHa Ha CIIMHCKO cTawkbe. Ha
OCHOBY OBOT TIpejia3a KOHCTPYMCAo je NpOoLelypy KOjOM Ce CITMH KOHTPOJIULLE e/IeKTPUYHHM
nosbeM, 6e3 JI0KaTHOT Merarba MarHeTHOT 110/ba U 6e3 MaHuIy/1alyje CliH-0pOUTHOM



uHTepakKyjoM. Crielii(pUUHOCT OMMCAHOT TIOCTYIIKA je MoryhHOCT 0obaB/bama MpeLy3Ho
JeduHKcaHe KBaHTHe oriepaljije 0e3 ro3HaBarba jaudHe MarHeTHOT 10/ba Y KBAHTHUM TauKaMa.

Tema KOHTpOJIe CITMHOBA KopuilitheweM CITMH-OpPOUTHE UHTepakKlivje je MoKpeHyTa y pajjoBUMa
KaH/[u/1aTa Koju Cy ypaljeHu rpe mpeTxogHOT M300pa y 3Bame. Y HbHMa je 1oKa3ao Jja KBaHTHO
JIOTUUKO KOJIO Ha CTIMHOBUMA y KBAHTHUM TauKama I10/] yTHLIajeM CIIUH-0pOUTHe WHTepakiuje
3aBUCH 0ff 00/TMKa BpeMeHCKe 3aBUCHOCTH MPUMeeHOoT uMmysica. Kaguzar je pa3Buo MeToz 3a
CMameme rpellke Y Koy kopuithemeM BpeMeHCKM CHMeTPUYHKX uMitysca. [1okasao je fa oBakBa
KOHTPOJIa MOXKe ITPOM3BEeCTH pa3/IMunTa KBaHTHA JIOTUUKa KOJla BapyupamkbeM BpeMeHCKe 3aBUCHOCTU
cuMeTpUYHUX MMItysica. KacHuje je rokasao Ja ce OBUM MMITY/ICMa MOI'Y TIPUMEHWTH CBa KoJla 13
CKyTIa YHHMBEP3a/HOT 3a KBAHTHO pauyHame Hafl KyOMTHMa KOoMpaHUM y TlapoBe CITMHOBA. Pa3Buo
je IoCTyIaK KOHTpoJIe 3a CUCTeMe CITMHOBA Y KOHCTAHTHOM M XOMOI'€HOM MarHeTHOM I10/bY U 3a
CcuCTeMe CIIMHOBA Y BpeMeHCKY KOHCTAHTHOM a/Iv IIPOCTOPHO jaKO HEXOMOI'€HOM MarHeTHOM I10JbY.

* Coherent manipulation of single electron spins with Landau-Zener sweeps
M. Ranci¢ and D. Stepanenko
Phys. Rev. B 94, 241301(R) (2016), M21
* Exchange-based CNOT gates for singlet-triplet qubits with spin-orbit interaction
J. Klinovaja, D. Stepanenko, B. 1. Halperin, and D. Loss
Phys. Rev. B 86, 085423 (2012), M21
* Universal quantum computation through control of spin-orbit coupling
D. Stepanenko and N. E. Bonesteel, Physical Review Letters 93, 140501 (2004)
* Spin-orbit coupling and time-reversal symmetry in pulsed quantum gates
D. Stepanenko, N. E. Bonesteel, D. P. DiVincenzo, G. Burkard, and D. Loss
Phys. Rev. B 68, 115306 (2003), M21a
* Anisotropic spin exchange in pulsed quantum gates
N. E. Bonesteel, D. Stepanenko, and D. P. DiVincenzo
Phys. Rev. Lett. 87, 207901 (2001), M21a

(2) EdekTrBHa uHTepakijyja CIIMHOBA

KBaHTHM pauyHapu Cy 3aCHOBaHU Ha CHCTeMKMa Ca MajiM OpojeM IMCKPeTHHUX KBaHTHUX OpojeBa.
[Tpupopa kopuitheHUX KBaHTHUX OpojeBa 3aBUCH Off UMITIEMEHTALMje ¥ OHHU He OIHUCY]jY 110
cucteM. Ca pyre cTpaHe, Mp¥MeHa KBAHTHUX JIOTUUKKX KOJIa 3aXTeBa XaMU/ITOHUjaH KOjH je
(yHKIMja UICK/bYUMBO KyOUTHHX cTereHH cinoboze. TlojeqHoCTaB/beme orica CucTeMa IpesiackoM
ca CTBapHUX CTereHu c/1000/ie Ha e)eKTUBHU CUCTEM JIOTUUKUX KyOUTa je KOpUCTaH TIPBU KOPaK y
JM3ajHy KBaHTHUX pauyHapa. KaHauzar je pa3Buo eeKTHBHE OIMHUCE 3a HEKOIMKO THUIOBa KyOWTa.

Y mepuoay 1ocsie MpeTXoAHOT W300pa y 3Barbe BUILM HayUYHH CapaZHUK, KAHAWUZAT je pa3Bro
edeKTMBHM XaMUITOHUjaH 3a TPOCTPYKY KBaHTHY TauKy. TpOCTpyKa KBaHTHA TaykKa je 3HayajHa Kao
HajMarbH JIOTUYKUA KyOUT Koju oMoryhaBajy yHUBep3aHU CKyTl KBaHTHUX JIOTUUKHX KOJla
KOHTPOJIMCAHUX CaMO U30TPOITHOM MHTepaKL[1joM CITMHOBA. 3aTo je 6UTHO rpoHahy edeKTUBHY
MHTEePaKLH1jy Koja npurKa3yje edekre CMH-OPOUTHOT cripe3ama. KaHauaar je u3pauyHao 1 UCITUTAO
ocobuHe epeKTHBHE CITMHCKe WHTepaKlje y TPOCTPYKOj KBAHTHO] TaUKH MPOU3BO/bHE reOMeTpHje.
IMToka3sao je Jja MHTepaKLMja CIIMHOBA Y TIapy Tavaka 3aBUCH U ofi ocobrHa Tpehe. Y edekTuBHOM
MoJieny, MPOHALLIA0 je OriCcer y KoMe ce rapaMeTpy e)eKTUBHe UHTePAKL[MHE MOT'Y KOHTPO/IMCATH.

ITpe npetxoaHor U300pa y 3Bame, KaHAUAAT je U3padyHao e)eKTUBHU CITIMHCKU XaMUJITOHWjaH
JBOCTPYKe KBaHTHe TauKe Ca CITUH-OPOMTHOM MHTEPaKILMjOM y TIPUCYCTBY HyK/leapHe XuTiepgprHe
MHTepakKLije ca je3rpuMa 1 UeTBOPOCTPYKe KBaHTHe Tauke Koja KoJupa /iBa JBOCIIMHCKA KyOuTa.
EdexTrBHM XaMWITOHHWjaH JBOCTPYKe Tauyke je MICKOPUCTHO 3a NpejBuljambe JoMpUHOCa CIIMH-
opOuTHe U HyK/leapHe xurep@uHe UHTepakliyje Y TyHeloBawy U3Mel)y CIIMHCKUX CTamba.



[MpenBurijeHa 3aBUCHOCT je He/laBHO MOTBPijeHa U ncKopuiliheHa y eKCriepuMeHTHMa Y KojuMa Cy
v3MepeHe jauriHe 0BUX MHTepakuuja. Koprcrehu eekTBHM XaMU/ITOHK]jaH YeTBOPOCTPYKe
KBaHTHe Tauke, KaH/AW/aT je U3/IBOjUO MlapaMeTap Koju ozipeljyje Moh edeKTUBHe UHTepakKiyje y
TIpUMeHH JJBOKYOUTHUX KBaHTHUX JIOTMUKKX Kojia. [Toka3ao je fa npoHaljeHM rnapaMeTap 3aBUCH O/
ocoOMHa MarepHjaja y KoMe Cy KoJipaHe KBaHTHe Tauke U Off TeOMeTpHje CUCTeMa.

* Effective spin Hamiltonian of a gated triple quantum dot in the presence of spin-orbit
interaction
M. Milivojevi¢ and D. Stepanenko
J. Phys. Cond. Matter 29, 405302 (2017), M22
» Singlet-triplet splitting in double quantum dots due to spin-orbit and hyperfine interactions
D. Stepanenko, M. Rudner, B. I. Halperin, and D. Loss
Physical Review B 85, 075416 (2012), M21
* Quantum gates between capacitively coupled double quantum dot two-spin qubits
D. Stepanenko and Guido Burkard
Phys. Rev. B 75, 085324 (2007), M21

(3) CniuH-esleKTpUYHa MHTepaKlyja y MOJIeKy/lapHUM MarHeTuMa

Ha manum npocTopHUM U BpeMeHCKHM CKajlama, KapaKTepUCTUYHUM 3a KBAHTHY KOHTPOLY
CMMHOBA, J1aKIlIe je KOHTPOJIMCATH eJleKTPUYHA Hero MarHeTHa rnosba. MeljyTviM cCiHOBU He
VHTeparyjy AWpeKTHO ca eleKTPUYHUM MosbuMa. KaHauar je uctpakuBao MoryhHocTH
VH/IPeKTHe KOHTPOJIe CIIMHOBA e/IeKTPUYHUM I10/bHMa.

Y nepuozy rocsie MpeTXoAHOT U300pa y 3Bame, KaHJU/aT je Tpe/iIBU/ie0 CyTieppaiujaHTHA KBaHTHU
(ha3HM TIpesia3 y crcTeMy MOJIeKy/IapHUX MarHeTa ca CITUH-e/IeKTPUUYHOM MHTePaKIjoM KOjH
WHTeparyjy ca eJleKTpoMarHeTHUM T10/béM MUKpOTajiacHOT pe3oHaropa. [Ipeasuzeo je dasHu
nipesia3 u3Melly HopmasHe ¢a3e KapakTepricaHe ITPa3HOM IIYTI/BMHOM U CyTieppaZifijaHTHe ¢ase
KapakTepucaHe LIYTJBUHOM ca HeHy/lTUM OpojeM (otoHa. [TpoHaiiiao je ga y cyrneppazivijaHTHO]
(ha3u KOMITIOHEeHTe eJIEKTPUYHMX JTUTIOJTHUX MOMEHaTa MOJIeKYy/ia Koje JieKe Y PaBHU MarHeTHUX
1[eHTapa roka3yjy jake ¢uykryaruje. [Ipesa3 je crierduuan 3aTo MITO ce KPUTHUHA jaurHa
WHTEpaKI¥je eJIeKTPUYHOT 10/ka U CTIMHOBA MOJKe TIPOMEHUTH TIPUMEHOM CITOJBHOT XOMOTeHOT
MarHeTHOT To/ba. 3aTo Ou y mpuHILuIy 6mio Moryhe memwatu a3y cucTema Crio/bHUM
KOHCTAaHTHUM MarHeTHUM I10JbEM.

CnvH-e/IeKTpUYHA MHTePaKLKja y MOIeKy/TapHAM MarHeTrMa je OTKprhe KaHAujaTa u3 rnepruoga
Tipe TIPeTXOAHOT u300pa y 3Bame. VIHTepakiivja je HelaBHO U3MepeHa y elIeKTPOHCKOj CITMHCKO)]
pe30HaHIM Mo/eKynapHuX MarHeta. Kanauzar je mpeasuzeo a edekar Moxke TIOCTOjaTH y CBUM
aHTh(epoMarHeTHUM MoJsieKyMMa 6e3 cuMeTpuje Ha WHBep3ujy. [IpeTxoqHU pe3y/iTaTy KaHAuzAara
cy knacru¢uKalyja OBUX MHTepakfja y MoJIeKy/lapHHUM MIPCTeHOBUMA U TIpeiBuljambe TIoCienIa
WHTepakIyje 1o efleKTpOMarHeTHU U TOTUIOTHU 0/j3UB MaTepHjasa. Kanaugar je ngeHTrdrUKoBao
KOMITO3UTHE CITUHCKE CTerieHe c/1000e MojieKy/ia KOju MHTeparyjy ca eJleKTpUYHAM TT0JbUMa.
[Toka3zao je Ja cy BpeMeHa KoxepeHIje y3pOKOBaHe MHTepaKI[{joM ca je3rpuMa KoJi OBUX CTeTleHU
csobozie 1Ba [0 TIeT pe/ioBa BeJIMUMHE Ay’Ka 07 OAroBapajyhux BpeMeHa KoxepeHLuje
TojeIMHaUHUX CTIMHOBA U TIPOjeKIiHje YKYITHOT CITHa MOJIeKYy/a.

* Field-dependent superradiant quantum phase transition of molecular magnets in microwave
cavities
D. Stepanenko, M. Trif, O. Tsyaplyatyev, and D. Loss
Semicond. Sci. Technol. 31, 094003 (2016), M22
* Hyperfine-induced decoherence in triangular spin-cluster qubits
F. Troiani, D. Stepanenko, and D. Loss



Phys. Rev. B 86, 161409(R) (2012), M21

* Spin-electric effects in molecular antiferromagnets
M. Trif, F. Troiani, D. Stepanenko, and D. Loss
Phys. Rev. B 82, 045429 (2010), M21

*  Quantum computing with molecular magnets
D. Stepanenko, M. Trif, and D. Loss, M22
Inorg. Chim. Acta 361, 3740 (2008)

* Spin-electric coupling in molecular magnets
M. Trif, F. Troiani, D. Stepanenko, and D. Loss
Phys. Rev. Lett. 101, 217201 (2008), M21a

(4) EnextpriuHe ocobvHe 3pHACTHX MyITH(HEPONYHUX MaTepHjasa

CriuH efleKTpUYHA MHTEPAaKIMja Koja ce MoykKe KOPUCTUTH 3a 00paly KBaHTHe UH(bOopMalivje Huje
jerHU CJly4daj MperiMTama e/leKTpUYHUX U MarHeTHUX CBOjCTaBa Marepuje. MHoOru
MyATU(EpOULIU TT0Ka3yjy UCTOBPEMEHO eJIeKTPUYHO U MarHeTHO ypeljeme.

Y nepuozy 1ocsie MpeTXoAHOT U300pa y 3Bame, KaHU/IaT je TpoyuaBao eJIeKTpUYHa CBOjCTBa
(bunMoBa Koju ce cacrtoje of 3pHa 6u3MyT depuTa. 3pHacTa CTPYKTypa /I0BOAMU JieJioBe Marepujana
y jaKo elIeKTPUUHO M0Jbe KOoje MPUPOJHO MOCTOjU Ha FPaHMLjaMa 3pHa M Y OKOJIMHU Jiedekara.
Kanzaugar je npoyyaBao rnpomMeHe y efleKTpUUHUM ocobrHama (¢punmMoBa 6u3MyT deprTa Ha My Ty OF
YHYTPAIKOCTH 3pPHA, KOja 10 CTPYKTYPHU JIMUM Ha YHYTPaLIkbOCT BeJIMKUX KpPUCTana, 0 FpaHuLe
3pHa Koje Ha iy He nud. [IpoHaljeHo je na moBpiMHa v3Mel)y ZiBa cyceiHa 3pHa U HbeHa OKOJIMHA Y
OyOVHM 10 HEKOMKO HaHOMeTpa IPOBO/IY HaeleKTpHCame 3HaTHO 00/be 07 YHYTPIIHOCTH 3pHa.
MexaH13aM TIPOBOAHOCTU y OBOj 00/1aCTU He ofiroBapa HUjeJHOM Off CTaHJapAHUX Mojiesla KOju
OTTUCY]jy TIOYTIPOBOJHUKE UK MeTaste. [IpoHaljeHo je u fja ce oBa HeoOuuHa 061acT 6113y rpaHuIe
IIUPU Y jaKUM eIeKTPUYHUM I10/b1UMa. XHUCTePe3UCHU OZI3UB MIPOBOJHOCTH y (PYHKLIMjH HarloHa
Mema npupoay usMel)y ABe obmacTy.

[Topen HaroHa Ha rpaHuULjAMa 3pHA, KOHTPOJIa KpUCTanorpadcke gase Moxke yTULIATH Ha T10jaBy
jaKMX YHyTapmUX eJIeKTPUYHUX I10/ba Y MaTepHjaly U [IpOMeHe eJIKTPUYHUX CBOjcTaBa. Kanguzaar
je mocMarpao rpoMeHe JiieIeKTPUYHHX 0COOMHA AOMMPaHUX MyITU(eporKa ca oiaBambeM
npruMeca xonMmujyma. [IpoHaljeHo je fa fonvpame Mema cacTaB MaTpyjasa Mo KpucTaaorpadCKum
(aszamMa 1 BUXOB JMeIeKTPUYHHU U (pepoesieKTPUUHY OfI3UB. Y jako [JOTIMPaHKM y30pLiMMa,
(bepoesIeKTPUUHU OJrOBOP OICTaje /10 jaKO BUCOKMUX I0/ba U JJOBOJU [I0 3HaUajHe eJleKTpUYHe
rojiapusanyje.

* Dielectric and ferroelectric properties of Ho-doped BiFeO3 films across the structural
phase transition
B. Stojadinovi¢, Z. Dohcevi¢-Mitrovic¢, D. Stepanenko, M. Rosi¢, I. Petronijevi¢, N. Tasic,
N. Ili¢, B. Matovi¢, B. Stojanovi¢
Ceram. Int. 43, 16531 (2017) , M21a

* Variation of electric properties across the grain boundaries in BiFeO3 films
B. Stojadinovi¢, B. Vasi¢, D. Stepanenko, N. Tadi¢, R. Gaji¢, and Z. Dohcevi¢-Mitrovic
J. Phys. D 49, 045309 (2016), M21

(5) TpaHcriopT y HAaHOCTPYKTypaMa Ca CITMHCKOM TeKCTYpOM
EjileKTpUYHM TPAHCIIOPT Y HAHOCTPYKTYpaMa Ha HUCKWUM TeMIiepaTypaMa je ogpeljeH KBaHTHOM

MHTepQepeHINjoM MyTeBa KPO3 CTPYKTYpy. Y C/lydajy HOCU/Ialla HaesleKTprcama ca CIMHOBUMa,
JieTe/bU UHTep(depeHLMje 3aBUCe U 0f] CIMHCKUX CTereHu cyioboze. KoHTpona KpeTama



HaeJIeKTpUCamba je 0CHOBA elIeKTPOHKKE. 3aBUCHOCT TPAHCIIOPTA HaeleKTpHcarmba 0f CITUHA U
CITUHCKY TPAHCIIOPT Cy OCHOBE eJIeKTPOHUKE 3aCHOBAHE Ha CIUHY - CTIMHTPOHUKE.

¥ mepuofy rpe MpeTXoAHOT U300opa y 3Bame, KaHAW/aT je TpoyyaBao WHTep(epeHIHjy CIIMHOBA Y
KBAaHTHOM TpaHcIiopty. Y III-V nonynpoBUAHUUKUM CTPYKTypama, LIyI/bHUHe T0Ka3yjy
crietrryaH 06/IMK CMUH-0POWTHe WHTepakiyje, Koje je JOMUHAHTHO KyOHa 1o KOMITOHeHTaMa
VIMITYJICa, 3a pa3/IMKy Of, CTaHJapJHe IUHeapHe UHTepakLuje ejekTpoHa. KaHgujar je mokasao
Kako 0Ba HeoOMUHa MHTepakKl{ja yThue Ha KBaHTHU TPAHCIIOPT. Pe3ysiTare je reHepa/iM30Bao Ha
OTIUTY AUCKYCHjy AxapoHoB-boMm edekTa y crcTeMuMa ca CIIMHCKAM WHTepakivjama, y3
orpaHuyerme CIIMHCKUA He3aBUCHOT pacejamba.

*  Current-conserving Aharonov-Bohm interferometry with arbitrary spin interactions
M. Lee and D. Stepanenko
Phys. Rev. B 85, 075316 (2012), M21
* Interference of heavy holes in an Aharonov-Bohm ring
D. Stepanenko, M. Lee, G. Burkard, and D. Loss
Phys. Rev. B 79, 235301 (2009), M21

(6) KBaHTHa Mepera ¥ KOHTPOJIa KOXepeHLuje

KBaHTHa KOxepeHL1ja je HEOIXOJaH yCJIOB 3a (DYHKLIMOHHCamke KBAaHTHOT pauyHapa. IbeHa mepa je
BpeMe KoxepeHIHje, Je(pHUCAHO Kao KapaKTepUCTUUHO BpeMe y KoMe CTame Kyoura rpelfje u3
1,06po fehrHMCAHOT KBAaHTHOT CTaka y CTaTUCTUUKY MelllaBUHY Koja He HOCH KBaHTHY
uHpopmaryjy. Koz KybuTta 3acHOBaHMX Ha CITMHOBMMA Y KBAHTHUM TayKaMa KOXepeHIHja je
orpaHydyeHa CITMH-OPOMTHOM MHTEPaKL1jOoM U XUIep(pUHOM UHTepaKL1joM eJIeKTPOHCKUX U
HYKJ/IeapHUX CIIMHOBA.

Y mepuoay ripe mpeTXogHOT M300pa y 3Bamke, KaHAWZAT je Pa3BHO MOCTYIAK IpUTIpeMe
Hero/lapyCcaHuX CTaka jesrapa Koja Cy I0 yTHLIajy Ha ryOuTak KoxepeHije CTIMHA eKBHUBaleHTHa
nosiapu3aiivjama pesa 0.99. Ipuripema je 3acHOBaHa Ha e(DeKTy eIeKTpOMarHeTCKu UH/[yKOBaHe
TPaHCMapeHTHOCTH, Meperwy eMucHje (hOTOHA U MpuiaroljaBamwy napaMmeTapa eKCriepuMeHTa y
3aBMCHOCTH O[f U3MEePeHHX BpeMeHa eMucHje. Y HyMepuuyKUM CUMYyJ/ialjjaMa je IoKasao Jja Tako
TIpUIIpeM/beHa je3rpa W3a3uBajy Criopu rybutak koxepeHiiyje.

* Optical preparation of nuclear spins coupled to a localized electron spin

D. Stepanenko and G. Burkard

Proc. 4" Symposium on Mesoscopic Superconductivity and Spintronics, 371 (2008), M33
* Enhancement of electron spin coherence by optical preparation of nuclear spins

D. Stepanenko, G. Burkard, G. Giedke, and A. Imamoglu

Phys. Rev. Lett. 96, 136401 (2006), M21a



E/leMeHTH 3a KBAa/INTaTUBHY OL|€eHY HAyYHOI AOIIPUHOCA
1 KBanureT HayyHUX pe3y/Tara

1.1 HayuHu HMBO ¥ 3Hauaj pe3/Tara, yTULaj HayYHUX pajoBa

Op dumutpuje CrernaHeHKO je y CBOM JoOcCaJallllbeM pasy IOKPeHyOo TeMe KOHTpOJie CIIMHOBa Yy
KBaHTHMM Taukama IpuiarojaBakbeM BpeEMEHCKe 3aBMCHOCTH KOTPOJIHUX [apameTapa U CIIHH-
eJIeKTPUUHe MHTepakijfje y MoneKynapHuM MareHTHMa. Ob6jaBuo je 18 pagoBa y meljyHapopHum
yacormmcuma ca ISI mucre. Op tora 5 pazjosa y yaconucuMa Kareropuje M21a, 10 y yaconucuma
kareroprje M21 u 3 y uaconmcuma Kareropuje M22. Ilopex pajoBa y uaconucuma, 06jaBro je u
jelHO caommTewe ca KOH(epeHLMje LITaMIIaHO y LieJIMHU Koje crafa y Kareropujy M33, 15
CaoIlllTeka Ca CKyIoBa LITaMITaHUX Y U3BOAY KOja Ccrazajy y Kareropujy M34 u jefHO norias/be y
MoOHorpaguju Koje craja y kareropujy M13.

Y mepuo/y mocse MpeTxoAHOr u30opa y 3Bambe BUIIIK HayUHH CapaJHUK, KaHAUAAT je 00jaBro jeqaH
paj y yvacomucy Kareropuje M2la, nBa pazga y uaconucuMa Kareropuje M21, nBa paga y
yacornvcuma Kareropvje M22 v jefan nperieiHu paj y Kareropuju M13.

Opprkao je Tpu IpeziaBarba 110 [103UBY Ha HAyYHUM CKYIIOBHMA.
Haj3HauajHuju pajoBu KaHAuzara cy:

1:

Coherent manipulation of single electron spins with Landau-Zener sweeps
Marko J. Ranci¢ and Dimitrije Stepanenko

Phys. Rev. B 94, 241301(R) (2016)

M21, yutupas 2 ryta o Web of Science u no Google Scholar

2:

Singlet-triplet splitting in double quantum dots due to spin-orbit and hyperfine interactions
Dimitrije Stepanenko, Mark Rudner, Bertrand I. Halperin, and Daniel Loss

Phys. Rev. B 85, 075416 (2012),

M21, nutupa 44 myta o Web of Science, 68 nmyta mo Google Scholar

3:

Spin-Electric Coupling in Molecular Magnets

Mircea Trif, Filippo Troiani, Dimitrije Stepanenko, and Daniel Loss

Phys. Rev. Lett. 101, 217201 (2008), M21a

M21a, uutupas 113 myta mo Web of Science, 158 myta o Google Scholar

4:

Enhancement of Electron Spin Coherence by Optical Preparation of Nuclear Spins
Dimitrije Stepanenko, Guido Burkard, Geza Giedke, and Atac Imamoglu

Phys. Rev. Lett. 96, 136401 (2006)

M21a, uutupad 111 myta o Web of Science, 169 myta o Google Scholar

S5:
Universal Quantum Computation through Control of Spin-Orbit Coupling
D. Stepanenko and N. E. Bonesteel



Phys. Rev. Lett. 93, 140501 (2004)
M21a, uutrpad 55 myTa o Web of Science, 78 myTta o Google Scholar

[1pBu paj npefcTaB/ba HOBU 0O/IMK KOHTPOJIE CITUHOBA MTOMONY BPEMEHCKH 3aBUCHUX elIeKTPUYHKX
nos/ba. Kanguzar je ayTop uzieje 0 KOHTPOJIM CIIMHOBA IToMOohy BpeMeHCKe 3aBUCHOCTU eHepruje
eJIEKTPOHCKMX HMBOA KBaHTHe Tauke. JJOMpUHOC KaH/W/laTa YK/by4yje TI0CTaBKy npobema,
aHa/IMTUUKY TPeTMaH IpeJsia3a y rapy KBaHTHUX Tayaka M UHTepIipeTaLjy HyMepUuKUX pe3y/rara.
VcTpaxxkuBame je 00aB/bEHO y capajiibH Ca CTYAEHTOM TOCTAUTIOMCKHUX CTyAMja Ha YHUBEP3UTETY
KoHcTaH1l, y OKBUPY IpojekTa bunarepaiHe capajme ca HemaukoM. 3a pasiuky ofi paHUjUX MeToja
KOjU Ce 0C/Iamajy Ha KOHTPOTy 00/IrKa HallOHCKUX MMITY/ICa KOjUMa Ce KOHTPOJIUIIIE eJIeKTPUIHO
nosbe, HOBU OO/IMK KOHTpOJIe ce 3acHMBa Ha JlaH/jay-3eHep mpesia3y u3Mel)y CBOjCTBEHOT CTamba
KBAHTHe TauKe KOja HOCU CIIMH U CBOjCTBEHOI CTama CyCe/iHe Ipa3He KBaHTHe Tauke.
CrieripUHOCT OBOT MeTOZa je Zia He 3aXTeBa IPeL{M3HO [T03HaBame apamMeTapa CUCTeMa 3a
TpeLju3Hy NIPpUMeHy KBaHTHOT JIOTUUKOTL KoJia. IToka3aHo je Ja peslaTUBHa HeOCeT/bUBOCT IIpesiasa
Ha /leTa/be CUCTeMa U CII0JbHOI KOHTPOJIHOT I10/ba YMHU I1peJia3 HeOCeT/bMBUM Ha /IeKOXepeHLUjy.
OBUM pe3y/ITaTOM OTBOpPeHa je MOryhHOCT KOHTpOJIe CITMHOBA Y C/lyyajeBUMa KaJla TeXHO/IOIIKA
OorpaHHuYema CripeyaBajy (PMHY KOHTPO/Yy BpeMeHCKe 3aBUCHOCTHA KOHTPOJTHUX UMITY/ICA.

Y npyrom pagy, Npe/iCTaB/bEeH je MeTO/, KOjUM Ce Y YKYITHOj BepoBaTHOhM MpoMeHe CrHHa MpU
TYHeJ/IOBaby e/leKTpOHa h3Mel)y iBe KBaHTHe TauKe MOT'Y pa3/iBOjUTH JOTIPUHOCH CITUH-OPOUTHE U
HyK/leapHe xuniep¢rHe WHTepakiyje. Pe3ynTaTti HelaBHOT eKCriepuMeHTa MoTBphyjy 00/InK
M3pauyHaTe 3aBICHOCTH U Mepe OJHOC MHTeH3UTeTa CITIMH-OpOMTHe U HyK/leapHe XuriephuHe
VHTepakKliyje y BOCTPYKOj KBAHTHOj Tauku. Paj je ypaljeH y capa/itbu ca Kojierama ca
Yuusepsureta y baseny, [lIBajuapcka u YHuBepsurtera Xapsapz, Cjeaumene AMepuuke /Ipxase.
Kangugar je mocraBvo U HyMepHUKY pellro MoZesl Koje OIuCyje JOIPUHOCe MpeJsia3a U3a3BaHUX
pa3MaTpaHUM MHTepakljijama U ’bUX0BY MHTep(epeHLHjy. Ca capaHULMMa je aHa/IM3Mpao
TIPUMEH/BUBOCT MOZIleJa y pa3/IMuMTM peXMMHUMa apaMeTapa JBOCTpPYKe KBaHTHe Tauke.

Y Ttpehem pazy npefcTaB/beHO je OTKprhe WHTepakLyje ClIMHOBa Y MOJIeKy/lapHMM MarHeTyMMa ca
e/IeKTPUYHUM 1o/beM. KaH/iujaToB JOTPUHOC Ce CacTojy Off OCHOBHE H/ieje 1a UHTepakLivja
eJIeKTPUYHOT I10/ba Ca BULLIECIIMHCKUM CUCTeMUMa MO)Ke I10CTOjaTH, pajy Cca capaJHuLMMa Ha
CUMETPHjCKOj aHa/IN3H, UIeHTU(UKAIUjU CTHHCKUX CTETeHH C/1000/e 3HauajHUX 3a UHTePaKLUjy U
JMCKYCHjU MO/iesia 3aCHOBAHOT Ha JIOKa/iM30BaHUM opbuTanama. Edekar je HejaBHO MOTBpheH y
e/IeKTPOHCKO]j CITUHCKO]j pe30oHaHM. Ha 0cHOBY OBOr pe3y/iTara U KACHUjUX UCTpakKUBamwa CIIUH-
e/IeKTPUYHe MHTepakLyje, MokpeHyTH cy npojektu MagMaNet, ELFOS, u MolSpinQIP. Kanaugar
HacTaBJba Paji Ha 0BOj TeMU y capaziu ca rpynoMm y CNRS Saclay, Perny6siika ®paHirycka Uy
okBupy COST akiuje CA15128-Molecular Spintronics.

Y yeTBpTOM pajly aHa/IM3UPaH je CTaHAapAHU eKCIIePUMEeHT KBaHTHe OITHKe, IIPO3PayHOCT
VH/lyKOBaHa e/leKTpOMarHeTHUM T10/beM, y Tpesia3uMa u3Melly CIIMHCKUX CTawba U eKCLIUTOHA Y
KBaHTHOj Tauku. [TokasaHo je fa ce MmepemeM TpeHyTKa eMUCHje U ITpuiaroljaBameM TanacHe
[Y’KUHe jlacepa y 3aBUCHOCTH OJf BpeMeHa eMHCHje HyK/IeapHU CITIMHOBU JI0BOJE Y CTabe Y KOMe
cs1ab0 yTHUy Ha KOXepeHIH]jy eJleKTPOHCKOT CIMHA Y KBaHTHOj Tauku. KaHAWaToB JOTIPUHOC Ce
CacCToju1 Off II0CTaB/baka MOZe/a KOju ONMUCYJy Mepeme, lerOBOI pelliaBamba U aHa/lu3e BpeMeHCKe
3aBUCHOCTY CTaTUCTUYKOI OllepaTopa HyK/leapHUX CIIMHOBA Off pe3ysrara Mepemwa. OBaj MeTo je
KaCHHMje rpusaroljeH Ha eKCriepuMeHTe Y KOjuMa Ce Mepy TPaHCIIOPT eJleKTPOHA KPO3 KBaHTHe
Tauke y pexkumy KynoHoBe 6r10kage.

[Tetu paj ce 6aBe KOHTPOJIOM CITUHOBA Y KBAHTHUM TaukKama KopuiltheleM BpeMeHCKH 3aBUCHUX
eJIEKTPUUHMX 110/ba ¥ CIIMH-0POUTHE nHTepakuyje. KoHCTpyucaH je yHUBep3aaHU CKyT KBaHTHUX
JIOTUUKHKX KOJIa 3a KyOuTe KoZjpaHe y CTama fapa CITMHOBa Ha O/TMCKUM KBaHTHUM Taukama y



TIO/TyTIPOBOJIHUKY Ca CITUH-OPOMTHOM MHTepakijijoM. KoHCcTpyrcaHu CKyTl He 3aXTeBa IIPOMeH/bUBA
MarHeTHa T0/ba 3a IPUMeHY U T0jeJHOCTaB/byje KOHCTPYKLIMjy KBAHTHOT pauyHapa 0a3upaHor Ha
crivHy. Kanzanzar je y AMCKyCHju ca capaZHULMIMA IT0CTaBHo TipobsieM, ehuHMCA0 TIPOCTOP
JOCTYITHUX Oreparja, KOHCTPYHUCao JIOTUYKa KOJla M aHa/IM3Mpao 3aBUCHOCT I'PeLLKe KoJia Of
npuMemeHux umimysca. OBaj pesy/Tar je jefaH of IIOBOJA 38 KACHUJY capajiby ca IpyroM Ha
Yuusep3uteTy KoHcrani] y CaBe3Hoj Pertybmiiin HeMaukoj Ha pa3Bojy KBaHTHE KOHTDOJIE.

1.2 ITo3uTuBHA LUTUPAHOCT HAYUYHHX DPAaAO0Bad KaHAWAAdTa

ITpema IST Web of Science 6a3u, pasoBu KaHaujata cy urupany 610 myTa, 586 myTa 6e3
camouurara. Kanguzaaror h-unzgekc je 11. [Ipema 6a3u Google Scholar, pagoBu kaHguzara cy
uuThpanu 897 myta ca h-ungexkcom 12.

1.3 [lapameTpu KBa/sMTeTa yacomnuca

Kanaugar je o6jaBuo et paioBa y yacorvcuma Kareropuje M21a, u To uetupu y Physical Review
Letters, u jenad y Ceramics International. ¥ uacornvcruma Kateropuje M21 o6jaBuo je 10 pazioBa, of
tora 9 y Physical Review B, u jeman y Journal of Physics D: Applied Physics. ¥ uaconucuma
Kareropuje M22 ob6jaBuo je Tpu paja, no jenaH y Journal of Physics: Condensed Matter,
Semiconductor Science and Technology u Inorganica Chimica Acta. Kanaugar je aytop nornasba
Molecular Magnets for Quantum Information Processing y monorpaguju Molecular Magnets,
Physics and Applications, Springer 2014, koje je k1acupuKoBaHO y Kateropujy M13.

[Tocne mpetxoaHOT M3060pa y 3Bamke 00jaBHO je jemaH paj Kateropuje M21a, Ba pajja Kareropuje
M?21 u pgBa pasa kareropuje M22.

HoparHy 6MOMOMETPHjCKU TTI0Ka3aTe/bH 3a Mepro/ Ioc/ie MPeTXOJHOT u30opa y 3Bambe:

Nwmnakt daktop M CHurn
YKyrHO 14,16 36 5,14
YcpenweHo no unasHky | 2,83 7,20 1,03
Ycpenweno no aytopy | 4,53 10,19 1,53

1.4 CrerneH caMOCTa/JHOCTU Y CTeleH yJeltha y peanu3alyju paZioBa y HayYHUM LIeHTpUMa y
3eM/bU U MHOCTPAHCTBY

Kanaugar je passujao uzieje, Te pauyHCKe U HyMepHUKe MeTo/ie oTpebHe 3a pelaBarke rmpobsema
y JUCKycHjama ca capagHuima. OCHOBHe yjieje 3a pasmMarpare [IPOBOAHOCTU IIPCTeHOBA U CIIVH-
eJIeKTpPUUHe MHTepaKLyje MOTHUY Of KaHAW/aTa, 0K Cy 3a rpobsieMe Koju ce OaBe CTIMHOBHMA y
KBaHTHUM TauKaMa H/ieje pesy/Tar AUCKyCHja ca capaZHULIMMa, Tako Ja Cy 3ajefHUYKe, ca
3HAYajHUM JJOTIPUHOCOM KaHAMaTa. Y UCTPa)KHBawby eeKTPUYHHX 0COOrHA MynTH(epONUHIX
(rMoBa, KaHAUAT je JOTIPUHEO TEOPHjCKUM YBUIOM Y TIpOLiece KOjy ce MOTYy OjUrpaBaTH y
VICIIMTUBaHUM MaTepyjajiMa U yKasrMBawkeM Ha MHTepeCaHTHe JleTasbe, JOK je OCHOBHA h/eja
TII0TeK/I1a U3 Kpyra 0CTa/IuX capaJHuKa.

CBHM TeOpHjCKU pe3y/TaTy UMajy 3HadajaH JOIPUHOC KaHAuzAara, JOK je HyMepuuKU Jieo 1ocsa
paBHOMepHO nozerbeH Mel)y cBuM capaguuiiMa. Oko jesHe TpehuHe HyMepUUKKX HM3payyHaBamba
Cy pes3y/TaTy KaHJu/jara, 0K je 0CTaTak CaMOCTa/IHU [JOIIPUHOC OCTa/IuX capajHuKa. Y pasy Ha
npobsieMrMa CITUH-e/IeKTPUUHOT e(eKTa y MOIeKy/IrMMa, TIopeZ JONPHUHOCA TeOPUjCKOM



pa3MaTpamy U HyMepuuKUM M3padyHaBawblUMa, KaHHU/aT je OpraH|u3oBao nogesny paza mely
capajHuLMa.

Kanpugar capaljyje ca rpynama 3a TeopyjcKy (PU3MKy KOH/IEH30BaHOT CTalba YHUBep3UTeTa y
bazeny, [1IBajuiapcka, rpyrom 3a KBaHTHY ¢H3UKy HaHocucTeMa Ha IHcTuTyTy y Opcejy,
PdpaHLlyCKa, PYyIIOM 3a KBaHTHY CIIMHTPOHUKY Ha YHUBep3uTeTy KoHcraHl, Hemauka, rpyrom 3a
MOJIeKyJIapHA MarHeTusam Ha HaljmoHa/iHOM LieHTpy 3a HaHOTexHosorujy y Mogenu, Utanyja,
IPYTIOM 32 HEOPraHCKy XeMHjy YHuBep3uTeTa y Banencujy, Lllnanuvja v rpynom 3a (U3MKy KBaHTHe
uH(popMarLje Ha YHuBep3uTeTy Llunrxya, ITekunr. PykoBoguonu oBux rpyna cy Janujen Jloc,
[Tackan CumoH, I'Bugio bypkapa, Mapko Adponte, Eyrennio Koponazo u Mupua Tpud.

1.5 Harpage

* Presidential University Graduate Fellowship, Boston University. Ctunenzuja 3a
TIOCTAUTIJIOMCKe CTy/iuje Ha YHoBep3uTeTy y bocToHy. JeqHa /10 /iBe OBakBe Harpajie ce
J0/ie/byjy CTyeHTUMa MPUPOHKX HayKa Ha OBOM YHHBEP3UTETY.

* Dirac-Hellman award for theoretical physics. JeqHa Harpazia ce fozesbyje CTyaeHTUMa
TIOCTAUTIJIOMCKUX CTYAMja WA HAyUHUM capaJHULIMMa Ha [Ip>KaBHOM YHUBep3UTEeTY
dopuze.

2 AHra)xoBaHOCT y popMHpay HayYHUX KaJpoBa

Kangupar je meHTOp Ha MacTtep ctyaujama 3opulie Puctuh, crynenTkumbe dusnukor dakynteta
Yauep3uteta y beorpany. Mactep Te3a je omopamena 28. 09. 2018., u cTyzeHTKHba he ynvcatu
[IOKTOPCKe CTyZuje 10J, MeHTOPCTBOM KaHAuzara. buo je komenTarop te3se ap CumoHa VepuHa,
oznOpameHe Ha YHuBep3uTety Mogene u pervje EmMunuja y Utanuju. Kangugar je uian komucuje
KOja OpraHusyje TakMUuerme 13 pu3rKe yueHUKa cpefmbux mKona. Capaljyje ca VictpakvBaukom
craHuLioM [letHunia.

3 Hopmupame 6poja KoayTOpPCKHX PaZloBa, TIaTeHaTa ¥ TEXHUUKUX Pelllerba

PazoBu 06jaB/beHH TIOC/Ie TIPeTXOJHOT 1300pa y 3Bam-e BUIIIM HayuYHU Capa/IHUK ca TeMama 0
KBaHTHMM TaykKaMa M MOJIeKy/lapHUM MarHeThMa Cy pe3y/TaTH /10 YeTHPU CapaiHUKa U cafipKe
aHa/JIUTHUKe U HyMepUUKe pe3ysTare, Te UMajy Texxuny 1. PagoBu o myntrudepornuHum
(unMoBMMa Cy TIpeTe)KHO eKCriepuMeHTaTHU. JesjaH off BUX je rpuka3 pesynrara 6 aytopa, ma
yJ1a3U ca MyHOM TEeXXUHOM, 1, a ApyrH je pe3ynrar 9 aytopa, na ynaasu ca TexuHom 0,71. YkyrnaH
HeHopMupaH O0poj 6oz10Ba je 43,5, a HopmupaH 40,1, Tako Jja je yTUllaj HOPMUPamba MaJjIu.

4 PykoBoljemwe MpojeKTrMa, MOTIIPOjeKTHMa U MPOjeKTHUM 3a/alyMa
Kanaugar je pykoBovo mipojekTriMa OusarepasHe capazme ca CaBesHoM Perybnrkom Hemaukom
(mpojekar 3, 2014-15) u Penybmkom ®dpaniryckom (451-03-39/2016/09/16). YuecTBoOBao je y

Mpexxu MeljyHapoziHe capazitbe y 00/1acTH MoJieKy/lapHe CITUHTPOHUKE Y OKBUPY TipojekTa COST-
MOLSPIN, rze je 3aMeHHK PyKOBOZMOLIA PaJiHe IPyTie 3a 00/1acT KBaHTHe WHbopMaliyje.

5 AKTMBHOCTH y HayYHHM U Hay4YHO-CTPYUHUM /IpyLLTBUMA



Kanguzar je unaH koMucHje 3a OpraHMU30Bamke TaKMUUeHa 13 (Pr3MKe 3a YUeHUKe CPeJiibUX LIKO/a.
PerjenseHT je y yuaconucuma Nature, Nature Materials, npj Quantum Inforamtion, Nature Scientific
Reports, Physical Review Letters, Physical Review B.

6 YTUL|ajHOCT HAyYHUX pe3y/iTara

KanzaugaroBu pesynTat cy cTaHzapzHe pedepeHLie 3a MaHUIY/IaL1jy CIIMHOBA KOpPUILIhemeM
edekTa CriuH-OopOUTHEe UHTEepaKLIYje, 3a eJIeKTPUUHY KOHTPO/Ty MOJIeKy/IapHUX MarHeTa U 3a
KOHTPOJTY CTakba HyK/IeapHUX CTIMHOBA C/1IabMM KBaHTHHM MepembHMa.

KanguznaroBu pazoBu cy, npema 6a3u ISI Web of Science, ykynHo uptrpanu 610 myTa, of Tora 586
nyTa He pauyHajyhu ayTorurare, ca h-ungekcom 11.

7 KoHKpeTaH [OMPHMHOC KaHJWZaTa y peanv3aliyju pajioBa y HayYHHWM LIeHTpUMa y 3eM/bU U
VHOCTPaHCTBY

Kanuzar je 3aueTHUK iBe 00/1aCTH Y KOHTPOJIM CITMHOBA TIOMONY e/IeKTpUYHUX T0/ka. Pa3Buo je
MeTo/, KopHiithera BpeMeHCKe 3aBUCHOCTH eJIEKTPUYHUX UMITy/ICa K0 KOHTPOJTHOT MeXaHH3Ma 3a
criiHOBe. OBaj MeTO/] KOPUCTH HEKOMYTUPame e(h)eKTUBHUX CTIMHCKUX XaMU/ITOHHjaHa Y3eTHX Y
Pa3IMUUTHM TPeHyLMMa TOKOM NpruMeHe uMiysica. MeToz je kopuiitheH U 3a Meperme UHTeH3UTeTa
WHTEepakKI[{ja Koje He OuyBaBajy crivHoBe. Jlpyra 06/1acT je MHTepaKIifja KOMIIO3UTHUX CITUHCKUX
cTerieHH 10007 y MOJIeKy/lapHUM MarHeTHMa Ca CTIO/BHUM eJIeKTPUYHUM TI0/bHMa. Y OBOj
o06macTy, pe3ynTaTi KaH#ara ce KOpYCTe y CHHTe3H MOJIeKy/IapHHX MarHeta 3a 00pasly KBaHTHe
uHpopmarmje. Obe obmacTu pa3Byja y capajiiby ca Kojlerama y MHOCTPaHCTBY Uy Cpouju.

8 YBoJHa npe/jaBaba Ha KOH(epeHIMjaMa U Jipyra rnpe/JjaBamba

Y nepuopy rocsie TipeTXoAHOT u3bopa y 3Bae, KaHJU/aT je ofp>Kao /iBa rpejjaBamba 1o Mo3uBy Ha
KOH(epeH11jama:
* Spin-electric Coupling in Molecular Magnets, SFKM, Belgrade, Serbia, 2015. (M32)
* KgaHTHU pauyHapu 0a3vpaHM Ha KBAaHTHUM TauykaMa M CITUH-OPOWT WMHTepakiuju, [aHu
(hu13MKe KOH/IEH30BaHOT CTama Marepuje, CAHY, 10.-12. 09. 2013. (M62)

[Tocne mperxopHor M300pa y 3Bame, KAHAW/AT je 0Ap)Kao Tpe/jaBama O CBOjUM MCTPAKUBAmbIMA y
rpyrama Ko/ KOjux je ToCTOBao.
* Spin-electric coupling and coherence in triangular spin clusters, University of Konstanz, 24.
11. 2014.
* Spin structure and couplings in dimers of triangular molecules, University of Valencia, 11.
12.2017.



EnemeHnTH 3a KBAHTUTATUBHY OLl€HY HAYYHOI' JOIIPUHOCA KaH/AUAdTa

OcTBapeHu 60JJ0BH 0 KaTeropyjama y riepuojy Tociie peTxoHOT u300pa y 3Bame:

Kareropuja |M 6ogoBa o pagy |bpoj pagoBa YkynHo M 60710Ba (HOpMHPaHO)
M21a 10 1 10 (7,1)

M21 8 2 16

M22 5 2 10

M13 7 1 7

M32 1,5 1 1,5

M62 1 1 1

[Mopehewe ca MUHMUMaJHMM KBAaHTUTATUBHMM YyC/IOBMMa 3a peW300p y 3Bambe BUIIM HayuyHU
CapajiHUK:

Kareropuja Munnmasian 6poj M 6ozoBa | OcTBapeHO
YKyTHO 25 45,5 (42,6)
M10+M20+M31+M32+M33+M41+M42 20 44,5 (41,6)
M11+M12+M21+M22+M23+M24 15 36 (33,1)

ITpema ISI Web of Science 6a3u, pamoBu KaHguzara cy uutupanu 610 myta, 586 myrta 6e3
ayrouuTara. [Ipema ucroj 6a3u, h-dpaxrop kanauzgara je 11.
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Minchul Lee and Dimitrije Stepanenko
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Dimitrije Stepanenko, Mark Rudner, Bertrand I. Halperin, and Daniel Loss
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Beorpaz, Cpbuja, 2013.



ITopanu 0 MTHPAHOCTH

ITpema ISI Web of Science, pagoBu kanauzgara cy uutrpanu 610 myTa, 586 myta Ge3 ayrorurara,
y3 h-unpekc 11.
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nenatHoctH ("Ciyx6enu rnacuuk Penyomuke Cp6wuje", 6poj 110/05 u 50/06 — ucnpaska u 18/10),
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("Cnyx6enu rnacauk Penybmuke Cpbuje”, 6poj 38/08) u 3axTeBa koju je MOAHEO
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Abstract

®

CrossMark

We derive and study the effective spin Hamiltonian of a gated triple quantum dot that includes
the effects of spin—orbit interaction and an external magnetic field. In the analysis of the
resulting spin interaction in linear and in general triangular geometry of the dots, we show
that the pairwise spin interaction does depend on the position of the third dot. The spin—orbit
induced anisotropy, in addition to changing its strength, also changes its symmetry with

the motion of the third quantum dot outside the linear arrangement. Our results present a
simplified model that may be used in the design of quantum computers based on three-spin

qubits.

Keywords: spin—orbit coupling, quantum dots, exchange interactions
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1. Introduction

Spins of electrons confined to the single-electron quantum
dots have been proposed as carriers of quantum information in
solid-state quantum computers [1, 2]. They were the focus of
intense theoretical and experimental investigation, leading to
the understanding of the mechanisms of spin interactions with
the surrounding semiconductor substrate through spin—orbit
interaction and hyperfine coupling to the nuclei, as well as the
interaction between the spins on neighboring quantum dots [3].
Spins in single-electron quantum dots coupled by the effective
spin Hamiltonian are the basis for quantum computing schemes
of ever simpler control and better coherence properties.
Encoding a qubit into states of few spins offers a trade-off
between the number of used quantum dots and the complexity
of required control mechanisms. With the original single-spin
encoding [1], implementation of the quantum gates requires
control of exchange interaction between the neighboring
quantum dots, as well as of the rotations of individual spins
about two, preferably orthogonal, axes. The requirement for
two independent axes of rotation proved to be experimentally
challenging. Encoding a qubit into states of a pair of spins

1361-648X/17/405302+11$33.00

reduces the control requirement to the exchange interaction
and rotations about a single axis. A rather useful technique
for electrically controlled qubit rotations is the electric-
dipole-induced spin resonance [4—7]. In this implementation,
spin—orbit interaction [8—11] and nuclear spins [12—15] are
typical sources of anisotropy, but they are also the main
sources of spin decoherence. The control requirements are
reduced even further by encoding the qubits into states of
three spins. With the isotropic spin exchange interaction as
the only resource, quantum computation is possible in three
spin qubits encoded into states of equal total spin and equal
projection of this total spin to the quantization axis [16-20].
Sequences of few tens of interaction pulses that produce a set
of quantum gates sufficient for quantum computation have
been found both numerically [16] and analytically [17-20].
A recently developed scheme for quantum computation,
based on three-spin resonant exchange qubits, uses periodic
modulation of the exchange interaction between the quantum
dots to implement quantum gates [21-23]. In this and other
three-spin qubits the strongest interaction, isotropic exchange
JijS;i - S; between the spins within a qubit, does not mix the
logical qubit states with other states of the three spins [24].

© 2017 IOP Publishing Ltd  Printed in the UK
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The scheme relies on the isotropic exchange form of interac-
tion between the spins, and on the independence of the inter-
action between two spins on the third one. This requirements
should be well satisfied when the spin—orbit interaction is
weak and when the dots that are not involved in the current
spin operation are well separated from the ones that are.

The quantum dots are described in terms of interaction
between their spins. Therefore, developing a simple predic-
tion of the effective spin Hamiltonian for electrons bound to
quantum dots is useful for predicting the behavior of spins
in experiments. In this work, we find the effective interac-
tion between the spins in a triplet of quantum dots that can
represent either a single three-spin qubit or a pair of spins
involved in a quantum gate in the presence of a third spin
[25]. The model that we use includes a potential of a triple
dot, Coulomb repulsion between the electrons, an external
magnetic field [26] and spin—orbit interaction. As opposed
to earlier work [27-29], we derive the full triple dot effec-
tive Hamiltonian suitable for description of experiments on
multiple spin qubits, and do not rely on the approximation
of decoupled double dot, while taking the spin—orbit interac-
tion into account. The calculations are done at the level of
Hund-Mulliken approximation, including one orbital state
per quantum dot, leading to the effective Hubbard model and
the low-energy effective spin Hamiltonian. We quantify the
deviations of these resulting interactions from the ideal case
of pairwise isotropic interactions independent from the third
dot outside the pair. Spin—orbit interaction, to the lowest order,
is described by the pairwise Dzyaloshinsky—Moriya interac-
tion between the spins. The presence of the third dot leads to
small changes in the interaction strength and its anisotropy.
With the exception of the linear arrangement of the dots, the
symmetry axis of the effective spin interaction depends on
the position of the third dot. The magnetic field adds a small
three-body term, in agreement with the earlier results [27-29].

In section 2 we introduce the model of triple quantum dot.
In section 3 we derive the effective spin Hamiltonian for var-
ious geometries. In section 4, we discuss the isotropic inter-
action, and find the influence of the position of the third dot
on the pairwise spin interaction. In section 5, we discuss the
anisotropy in spin interaction and its variations as the geo-
metric arrangement of the dots goes from linear to triangular.
We present our conclusions in section 6.

2. Model

We consider a system of three coupled quantum dots (QDs)
with three conduction band electrons bound to them. The
dots are modeled by a potential with the minima at the posi-
tion of the dots. Electrons in the potential minima interact
through Coulomb interaction, feel the influence of the sub-
strate through spin—orbit interaction, and move in an external
magnetic field. The system Hamiltonian is

H = Hy+ C+ Hso + Hz, (1)
Hy = z; h;, @

b= (b aAG) V), )

62

1
c=Y —_°
; 4mege, |ri — 1) @
i#

Hso = Z Hp,; + Hg,, (5)

i=a,b,c

i=a,b,c
The single-particle noninteracting Hamiltonians 4; describe
an electron in the quantum dots potential V(r;), and in the
magnetic field derived from the vector potential A(r). We
model the potential that binds the electrons to the triple dot as

2 mw?
v = 3 2 (1o ) (- rore e )
i=a,b,c
mwz
+ huwoh (1 _ euz%“Rff) . ™

This potential separates into three harmonic wells of frequency
wp near the minima at r = R;, i = a, b, c. The effective Bohr
radius of a single isolated harmonic potential at the position of
adotis ag = y/fi/mwy. We use hwy = 3 meV [30], a typical
value obtained in the experiments. The mass m is the con-
duction band electron effective mass, and for GaAs quantum
dots it is m = 0.067 m., where m, is the electron mass. The
potential is parabolic in the vicinity of minima located at R,
and the parabolas are cut off by a Gaussian of width Aag. The
parameter & controls the depth of parabola. With parameter
values & = 3 and A\ = 0.2 the potential can host well localized
and interacting spins.

Coulomb interaction of the electrons is described by C. We
have used unscreened Coulomb potential with the effects of
the host material described by the dielectric constant €,. For
GaAs, ¢, = 13.1.

Quantum dots are most often fabricated in two-dimensional
electron gas (2DEG) within a I1I-V semiconductor. This typ-
ical host material for QDs shows both the Dresselhaus [31]
and Rashba [32] SO interactions, and to a good approximation
they are both linear in crystal momentum components. The
form of SO coupling is constrained by the symmetry of the
structure, and for GaAs 2DEG grown in [001] crystallo-
graphic direction it can be written as

Hso = Q(k) - S, 8)
where

Q(k) = (=fokpioo] +frkjo10))ex
+ (—=frkp oo +/okp10))eys )

and fr and fp are Rashba and Dresselhaus parameters,
respectively. The values of the parameters are fixed by the
substrate composition and the shape of the potential well
of the 2DEG. Components of wave vectors in the crystal-
lographic frame are expressed in our coordinate system as



J. Phys.: Condens. Matter 29 (2017) 405302

M Milivojevi¢ and D Stepanenko

[100]

0\ (5

| X
1

b

f———

Figure 1. Geometry of the triple dot. Linear arrangement of the dots is shown in the left panel. Dots a, b and ¢ lie on the x axis. Dot ¢ is
fixed at the origin, while the other two dots are allowed to move along the x axis. Triangular arrangement of the dots is illustrated on the
right panel. Dots a and b are positioned on the x axis. The y coordinate of dot ¢ can vary. In the magnetic field, we translate the coordinates
so that the center of mass of the triple dot is at the origin. The orientation of the triple dot with respect to the crystalline axes of the
substrate 2DEG in the (00 1) plane of a III-V semiconductor is set by the angle ¢ between the x axis and the [1 0 0] crystalline axis.

koo = cos Ok, + sin 0k, and kjg;o) = — sin Ok, + cos Ok,.
The geometry of the dots is described by the angle 6 that
the x axis makes with [1 00] crystallographic direction, see
figure 1.

Orbital effects of the magnetic field are due to the
field component in the direction normal to the quantum
dots. This field couples with electric charge through
the vector potential A = %(—(y —Yo), (x — X),0), where
(Xo, Y0,0) = Ro = (R, + Ry, + R.)/3 is the position of the
center of three dots. This choice of gauge preserves the sym-
metry of triangular arrangements in the presence of magnetic
fields. Zeeman term, Hy, couples magnetic field and electron
spins

Hyz= ) gusB-S,

i=a,b,c

(10)

where g is the g-factor (g ~ —0.44 for GaAs), and pp is the
Bohr magneton. Zeeman splitting is much smaller than the
relevant orbital energies gupB;/hiwy ~ 0.03 for magnetic
field of interest in this system. We can neglect the Zeeman
splitting when we deal with orbital degrees of freedom and
include it later in the effective Hamiltonian.

3. Effective Hamiltonian

Experiments and quantum computing schemes that involve
qubits in single-electron QDs are described in terms of effec-
tive spin Hamiltonians in which each electron spin is assigned
to one of the QDs in the device [15, 16, 19, 20, 33-35]. This
picture is appropriate in the limit of well localized electronic
orbitals with small overlaps. Orbital excitations beyond the
ground state within the quantum dots are separated by an
energy of the order hwy, and can be safely neglected in a
typical quantum dot potential. At the second step, the doubly
occupied states of the Hubbard model with a pair of elec-
trons in total spin § = 0 state sharing an orbital state are also
removed from the model. In this final model, the orbital state
is completely defined by the dot in which the electron resides,
and the only remaining degrees of freedom are spins. The

effect of the virtual transitions to doubly occupied states are
taken into account as an effective spin interaction. The elec-
trons can be described by spins at the localized sites only if the
Hubbard model states are localized to single dots.

An electron in the isolated QD is well described by the
orbital ground state of a two-dimensional harmonic oscillator
in external magnetic field. With the reduction of the dot size,
the energy levels are split due to confinement. In the small dots
and at low temperature, kg7 < fuwy, the state of an electron
in a quantum dot approaches the oscillator ground state in the
presence of amagnetic field, i.e. the Fock—Darwin (FD) ground
state [36]. Spin degrees of freedom give us two possible states
which can be occupied by the electron in a FD state. That
gives us 20 possible states of three electrons in three orbitals.
We can divide these states in two groups according to their
energies. The first group consist of eight states in which each
QD is occupied by one electron, the second group is formed
from 12 states where one QD is doubly occupied. We neglect
the states in which all three electrons lie on a single dot, since
their energy gap is larger by both the Coulomb repulsion U
and an orbital excitation of the quantum dot.

Since the Coulomb repulsion between two electrons is
much stronger when they occupy the same QD, the singly
occupied state are low and the doubly occupied ones are high
in energy. We are interested only in the eight-dimensional
low-energy subspace of twenty-dimensional Hamiltonian H.
These eight states encode the three-spin qubit.

The low- and high-energy space of the three-electron
system are coupled by spin-independent terms of Coulomb
repulsion and tunneling, as well as by the spin-dependent
tunneling caused by the SO interaction. The effects of this
coupling are seen as the effective interaction between the
electrons in the low energy space. The states in the low-
energy sector all have nominally the same orbital distribu-
tion with one spin-1/2 electron in each of the dots. Therefore,
the effective low-energy Hamiltonian describes the interac-
tion between localized spins. The Zeeman interaction does
not affect the orbital states, and does not couple the low-
and high-energy subspaces, so it appears in the effective
Hamiltonian directly.
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The Fock—Darwin ground state (FD) for harmonic confine-
ment centered at the dot origin (xo, yo) is

(p(x,)’) = \/@e_i;l;f(xyo_yxo)e 52 ((x—x0) +(y*y0)2)’
s

(11)

where w = y/wi + %wcz, and the cyclotron frequency w, = %

measures the orbital’s magnetic compression. In the case of
linear arrangement, see figure 1, we set the origin at the posi-
tion of dot ¢, while dots @ and b move along the x axis. We
parameterize the triangular arrangement by putting the dots
a and b along the x axis, and the dot ¢ on the y axis. The FD
states in a, b and ¢ are @,, @p, and ¢, respectively. In a zero
magnetic field, these wave functions are real.
The FD states are non orthogonal.
S = (¢ily;) (i.j € {a, b, c}), behave as

[ryl?
S| o< exp | — ,
v (261]3)2

quickly decaying once the interdot distance exceeds 2ag,
twice the effective single dot Bohr radius. The magnetic field
in z-direction makes the overlaps complex. Explicit expres-
sions for the overlaps are given in appendix.

The calculation of matrix elements of the three-electron
Hamiltonian is simplified if the basis single-electron orbitals
are orthogonal. If ¢ = (4, s, pc) T represents three FD
states, then the transformation ® = §~!/2¢ gives orthogonal
Wannier states ® = (®,, @, ®.) T. The resulting orthogonal
basis is not unique. We have used the direct square root of the
overlap matrix. Another common choice is the transformation
that, in addition to producing an orthogonal basis, minimizes
the spread of the resulting orbitals [37]. We choose the phases
in ® so that the states become real in the limit of vanishing
magnetic field.

The Hamiltonian H, (1), acts in the space spanned by

Their overlaps,

(12)

placing three electrons in the states ci§|0>, where the index
i = a,b,c counts the Wannier orbitals, and s = £-1/2 labels
the spin. The matrix elements of single-particle part of H
between FD states, (FD1|Hy + Hso|FD2), and the matrix ele-
ments of Coulomb interaction between the pairs of FD states,
(FD1,FD2|C|FD3,FD4) are calculated explicitly and pre-
sented in appendix. They are combined into matrix elements
between the Wannier states. The effects of indistinguishability
of the particles are accounted for by assigning the signs to
the vacuum expectation value of the products of 8 creation
and annihilation operators for spin-1/2 electrons in Wannier
states when calculating the matrix elements of single particle
operator Hy + Hgo, and to the products of ten operators in
two-particle operator C.

Resulting Hamiltonian is the Hubbard model for three
electrons in three orbitals centered at the dots positions. The
effective spin Hamiltonian is found by calculating the matrix
elements of the Hamiltonian H between the states of three spin-
1/2 electrons in Wannier orbitals, and projecting the result to
the low-energy space, using the Schrieffer—Wolff (SW) trans-
formation up to the fourth order [38, 39]. This perturbative

calculation is valid when the separation in energy between the
singly- and doubly-occupied states, which is of the order of
on-site repulsion U, is much larger than the matrix elements
connecting the states, z. In our calculations /U < 0.25.
The effective spin Hamiltonian of three localized spin-1/2
particles is
H=> H"(S)+ > H(S.S) +H)(S0.Sp.5.).

(i)
(13)

In the most general case, single-, two- and three-spin inter-
actions (H(Y, H®_ and H®) appear in (13). The dominant
terms, Hy and C in the Hamiltonian (1) are spin-independent
and the dominant spin interaction is two-electron isotropic
exchange H,.(S;, S;) = J;;S; - S;. The interactions are param-

eterized as
HY = b, -8, (14)
HP =71;8:-S;+d;- (SixS) + 8-S, (15)
3 i aj
HszZ Z ’yiijaSéS]g, (16)

ijk

where the isotropic exchange couplings Jj;, i # j = a, b, ¢ are
scalars, effective magnetic fields b;, i = a, b, ¢, and antisym-
metric anisotropies d;;, i # j = a, b, ¢ are vectors, symmetric
anisotropies I'y;, i # j = a, b, ¢, are symmetric traceless rank-2
tensors, and ., i,j, k € {x,y,z} are components of a direct
product of three spin components that can combine into various
rank-3 tensors. We will lateruseascalar e = (1/6) 3, 1 € ik
to parameterize the mixed product contribution to the three-
spin interaction HS) =aS, - (Sp x S,).

Before we proceed, we expose our goals regarding the
analysis of the effective spin Hamiltonian, since the coupled
quantum dots system has already been exhaustively studied
before. The simplest way to study this problem is to use
tight-binding t-U model [27] for spin-independent terms,
in which magnetic field is included through Peierls phases.
The t-U model can not be used to study dependence of
exchange parameters on the distance of the dots and/or the
applied external magnetic field, which also affects the tun-
neling matrix elements. In a more detailed approach [26],
magnetic field and distance dependence are incorporated
in the parameters of Hubbard model. We expand on these
results in two ways and focus on the case of three electrons
in a triple dot that is relevant for quantum computing applica-
tions. We calculate the anisotropic exchange, parameterized
by d;j, i #j = a,b, c in the full triple-dot setup. In addition,
we find that both this anisotropy and the dominant isotropic
exchange parameterized by Jj;, i # j = a, b, ¢ depend on the
full system geometry that includes the position of the third
dot. These parameters are important in any implementation of
a three-spin qubit. They quantify the deviations from the ideal
case of pure isotropic exchange, and it is for this ideal form
of interaction that the gate implementations were developed.
Furthermore, even in the absence of accurate predictions of
the intensity of resulting interactions, their symmetry may
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Figure 2. Exchange interaction in a linear triple quantum dot. In
the left panel, exchange interaction parameters are plotted versus
distance of the dots @ and ¢ in a symmetric arrangement. Dot ¢

is fixed at the origin while the other two dots are able to move in
such manner that —a = b. Dependence of the nearest neighbor
interaction on the position of the third dot is illustrated in the right
panel. For the linear arrangement of the dots with @ = —1.5ap and
¢ = 0, dependence of J,. versus the distance of the dots bc (going
from 1.5ag to 4ag) is plotted. Parameters of the potential are 4 = 3
and A =0.2.

provide valuable information in designing the time-dependent
spin Hamiltonians that are not affected by this deviation from
the ideal. Having these goals in mind, we proceed with the
analysis of the effective spin Hamiltonian.

4. Isotropic interaction

The dominant terms in our model Hamiltonian are kinetic
energy, confinement and Coulomb repulsion. All of these
terms are spin-independent, so they cause an effective spin
interaction invariant to spin rotation. Isotropic Hamiltonian
with pairwise interaction can be written in the form

Hiso = absa . Sb + JacSa : Sc + chSb . Sw (17)

parameterized by the exchange interaction strengths Jp, Jac,
and Jp., as in (15). We analyze the dependence of these inter-
actions on the geometry of the system. Raising (lowering)
of the barrier height between the dots has the same effect as
an increase (decrease) of the distance between them. This
observation connects our results with experiments in con-
trol of the exchange strength. In the heart of the effective
spin Hamiltonian approach is the requirement that orbitals
of electrons are well localized at the centers of the quantum
dots. Our results suggest that this condition is satisfied for
¢ > 1.5ag, and in this region t/U < 0.23. Exchange interac-
tions in the linear arrangement, with equal nearest neighbor
distances (¢ . = €. = ¢), are present in each pair of dots,
as shown in figure 2. The distance dependence reveals the
influence of third dot on two-spin interaction. In contrast to
the standard approach in deriving the effective Hamiltonian
using the Hubbard model of an isolated pair of dots, with only
nearest neighbor interaction [40], our model also includes the

151
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Figure 3. Exchange interaction parameters for the isosceles
triangular arrangement. The plot shows the strength of exchange
interaction as a function of deviation from the linear arrangement.
Dot a(b) is fixed at the (—ag, 0)((ap,0)) and the ¢ dot moves
along the y axis from 0.5agp to 3ag. In this case J,. = Jj., so only
two different exchange parameters are plotted. When ¢ = v/3ag,
equilateral geometry is achieved with J,. = Jp, = J,. Parameters
of the potential are h = 3and \ = 0.2.

matrix elements between the dots a and b, leading to a new
term J,,S, - S, in the Hamiltonian. This term is smaller, but
comparable to J,. for the £ < 2ap, see figure 2 (left). Since
Ju» tends to zero much faster than J,., for £ > 2.5ap it can be
neglected.

In QD based quantum computing the control over spins is
achieved through switching the pairwise exchange interac-
tions on and off. It is assumed that while a gate is performed
between the spins on neighboring QDs, all the other spins do
not interact at all. In the effective Hamiltonian (17), Hj,, indi-
rect coupling terms between the two dots are present due to
the existence of the third dot. Second order contributions are
smaller than the direct coupling, but observable.

Pairwise interaction between neighboring quantum dots
depends on the position of the third one. In (figure 2 (right)),
Jac 1s plotted as a function of distance cb, while the distance
ac is fixed at 1.5ap, explicitly showing the effect of the third
dot. In the regime of totally decoupled third dot, exchange
interaction for the double QD case is obtained. The variations
of pairwise exchange coupling with the position of the third
dot, show that the interaction J,. can be controlled indirectly,
by moving the dot b or by changing the barrier height between
the dots ¢ and b.

When the dots lie in a triangular arrangement, the relative
strengths of isotropic exchange show a wider variety. We ana-
lyze these differences in an isosceles triangular arrangement
(figure 3). The dots on x axis have the coordinates (+ag, 0),
while y coordinate of the middle dot is moved along the y axis
from 0.5ap (¢/U is then 0.17) to 3ag. Coupling is antiferro-
magnetic in this case, as in the case of double dot and in the
linear arrangement of triple dot. Intensities of interactions
Jaec = Jpe decrease and tend to zero with the separation of the
middle dot. On the other hand, J has a slight increase due to
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Figure 4. Exchange interaction in the magnetic field. In the linear arrangement of the dots with ac = ¢b = 2ag, magnetic field alters the
exchange interaction, and can even change its sign, as seen in the left panel. In the right panel, exchange parameter J,. (ac = 2ag) is plotted
as function of the distance cb. The couplings are markedly different in external fields of 1 T and 2 T. Parameters of the potential are 4 = 3

and A\ = 0.2.

the vanishing of negative hopping terms from a to b through
c. Nonzero limit of J,, and zero of J, suggest that we are in
the regime of two dots decoupled from the third. For the equi-
lateral arrangement (¢ ~ 1.73ag), Jap = Jouc, as expected. The
main difference with respect to the linear setup is that all three
dots can contribute to the full Hamiltonian. In the equilateral
case, the symmetry requires that the eigenstates are fully delo-
calized across the three dots, and the eigenstates of three spins
are correlated across the dots [41-43].

In the presence of magnetic fields, the orbitals of quantum
dots shrink, and the overlaps become complex. In the linear
arrangement, low-energy Hamiltonian has the same form as
(17), but the intensities and the sign of these parameters are
magnetic field dependent. In (figure 4 (left)), we illustrate the
exchange coupling in a linear system with ac = cb = 2ap and
the magnetic field strength going from 0 T to 10 T. In contrast
to the nonmagnetic case, for magnetic field 1 T< B, <2 T
we observe the transition from antiferromagnetic to ferro-
magnetic coupling constants due to the long-range Coulomb
interaction. This transition was already observed in double
quantum dots [44]. The antiferro-ferro transition can also be
obtained by electrical means [45]. Magnetic field contrib-
utes to the FD states through the phase factor and magnetic
squeezing, leading to a better localization of orbitals and
weaker interaction. This is the reason for decline of isotropic
exchange interaction strength, see (figure 4 (left)). In (figure
4 (right)) we illustrate the effect of the dot b on the exchange
parameter J,.. We start with the case where ac = cb = 2ag,
and move b so that cb goes from 2ap to 6ag. Interactions in
this setup depend on the magnetic field. In contrast to the case
of linear geometry, the influence of dot b on J,. is weak.

In the triangular arrangement, when magnetic field is intro-
duced, a new term,

HY) = aS,(S, x S.), (18)

appears in the effective Hamiltonian [27-29]. This term
depends on the flux enclosed by the three dots loop, and van-
ishes in the linear setup. Three-spin interaction in the Hubbard
model is described by the three hopping matrix elements,
making it weaker than the exchange interaction by an order of
magnitude. In the triangles with large surface area, electrons
show more delocalization across the dots in the low-energy
states. In order to localize these electrons at the dots, and
make their state more similar to perfectly localized spins of
spin-based quantum dot qubits, the dot separation need to be
larger than in the absence of magnetic field.

This condition further means that all the gate operations
are much slower than in the linear setup since exchange
parameters are weaker in this case. On the other hand, three-
spin term can potentially be useful for preparation of the states
with three-spin entanglement. The distance dependencies of
the exchange parameters (J4» = J4c = Jpe = J) and the three-
spin interaction in the equilateral geometry are illustrated in
(figure 5). Spins are decoupled for magnetic fields stronger
than 2 T. In weaker fields, B, < 2 T the exchange interaction
and the three-spin term grow to the values that can affect the
quantum computation.

5. Anisotropic interaction

The spin—orbit interaction, described by Hso, introduces
anisotropy into the effective spin Hamiltonian. The strongest
interaction is rotationally invariant and given in (17). The
weak terms describing tunneling caused by SO interaction,
|€2|/]¢| ~ 0.1 produce a second-order correction to the iso-
tropic exchange parameters in the effective spin Hamiltonian.
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Figure 5. Exchange interaction parameter J and the three-spin
term « for the equilateral triangular arrangement as a function of
the magnetic field strength. Distance between the dots is 3.5ag.
Parameters of the potential are # = 3 and A = 0.2.

The dominant SO effect is the reduction of the symmetry of
effective Hamiltonian, expressed as a sum of three antisym-
metric Dzyaloshinsky—Moriya (DM) terms

HDM = dah : (Sa X Sh) + dac : (Sa X Sc) + dbc : (Sb X Sc)’

(19)
where the z components of all three d vectors are equal to
zero. Higher-order contributions of SO interaction give the
I'-terms of H® in (15), which are another factor |€2| /¢ weaker
than Hpy. We analyze only the DM terms, being the dominant
correction to the isotropic interaction. Vectors d originate
from the orbital Hamiltonian written in a scalar product form
(8). On hopping between the dots, these terms flips the comp-
onent of spin S along the quantization axis, with or without
an additional phase. The hopping amplitude and the direc-
tion of spin after hopping depend on (k). Matrix elements

i = (@il Q(k)|p;) of (k) between FD states are calculated
in appendix. Parameters 3;; depend on the geometry of the
system (parameters a, b and c), overlap integrals S;; between
the FD states ¢; and ¢;, Rashba and Dresselhaus parameters
fr and fp, as well as on the orientation of the triple dot with
respect to the crystallographic axes, as described by 6. If we
scale every (3 vector by the appropriate overlap integral, we
obtain a simple relation

IBab + IBbL‘ 4 &

Sab Sbc Sca
Additionally, the components of these vectors are constrained
by the geometry of triple dot to satisfy relations

=0.

(20)

"y frcosO+ fpsind 20
3L,  focosf+ frsind’ (

e (Ufr + cfp) cos O + (—cfr + Ufp) sin 0
B,  (cfx +1fp)cost + (Ufg — cfp)sind

where £ € {a, b}. Since every FD state centered at the observed
point is the largest contributor to the Wannier state in the same
dot, we expect that the relation between the components of 3
parameters in (21) is paralleled by the same relation between

(22)

the components of d parameters scaled by the isotropic
exchange interaction strengths J. We investigate this relation
and find the d vectors as a function of the system’s geometry,
SO parameters fg, fp and the orientation of the system with
respect to the crystallographic axes, 6.

In the linear arrangement, the triple dot is an extension of
the double quantum dot, and some of the properties of the
double quantum dot [10], also hold true in this case. For
example, when fp = fg and 0 = 37“, SO effects are equal to
zero. The ratio dfj / d;; is independent of the dots positions,

dlyj _ frcosO + fpsinf 23
ds; ~ focosO +frsinf’ 23)
for every pair of dots. Our numerical analysis is per-
formed for the Rashba and Dresselhaus parameters equal to
fr =5 meVA and fp = 16.25 meVA [46], respectively, and

the angles § = 0 and 7/4. For § = 0, ratio was j—i = % For
¢ = %, x and y component were equal, suggesting that SO

vectors are along the crystallographic axis, independent on
the fr and fp. The intensities of SO vectors for the cases dis-
cussed above are plotted as functions of the nearest neighbor
distance in (figure 6 (left)). The condition analogous to (20),
with 3 vectors replaced by d vectors is never satisfied in the
linear setup.

In three-spin qubits, anisotropy is an important source of
deviations from the ideal behavior. We analyze the effect of
the third dot on DM vector between the other two dots. In
(figure 6 (right)) we show this effect for spin—orbit angles 0 and
7/4 and Rashba and Dresselhaus parameters, fr = 5 meV A
and f;, = 16.25 meV A, respectively. The direction of DM
vector does not change, but its intensity does. Orientation of
the dots within the plane, described by 6, does not change the
nature of this dependence, but only the intensities of d;;.

Spin—orbit coupling always influences spins in the trian-
gular arrangement, due to the fact that all three 3 vectors
cannot be zero at the same time. The vector 8, is zero when
fr =fp and 0 =3w/4, while B, vanishes when fix =fp
and tanf = <2 Condition B, =0 yields fx =fp and
tanf = %. These requirements are compatible only when
¢ = 0, i.e. with the dots in linear arrangement.

Apart from the fact that SO effects cannot be neglected, in
this setup the directions of antisymmetric anisotropies d can
vary. To illustrate this feature, we analyze the isosceles right
triangle geometry (figure 7) for different orientations of the
triple dot with respect to crystalline axes (§ = 0 and 6 = 7).
In this geometry, every dot is at the same distance from the
origin, —q = p = ¢ and the values of fz and fj, are unchanged
from their values in the previously considered case of aligned
dots. Using the relation (21) for this geometry we find

¥ y ¥
ab fR ac ﬁbc

o 7 e 19 o _1 0 = 0 s 24
2b fD ilcc ﬁgg ( ) ( )
’ e fo B R m
flbzl’ﬂzg,ﬂ:i o =) 25
;b 20 fR ﬂzc fD ( 4) ( )

Our numerical results suggest that the analogous ratios of the
components of d vectors are reached when the dots are more
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Figure 6. Dependence of anisotropy in two-spin interaction on
geometry and on the orientation of linear triple quantum dot.

(left) Intensity of SO parameters for the linear triple quantum dot
in the cases of SO angles 0 and 7 /4. Dot c is fixed at the origin.
Distances ac and bc are equal and vary from 1.5ag to 3.5ag. (right)
Dependence of the DM vector d,. on the position of the dot b for
SO angles 0 and 7 /4. Distance ac is fixed at 1.5ap, while distance
cb varies from 1.5ap to 5.5ap. Potential parameters are 7 = 3 and

A = 0.2. Rashba coefficient is fx = 5 meV A and Dresselhaus
fo =1625 meV A.

than 2ag apart from each other. The relation analogous to (20)
is never satisfied.

Equilateral arrangement is the only setup in which equa-
tion analogous to (20) is satisfied. Due to the fact that
Sab = Sae = Spe, wWe can write it as 8, + B + B, = 0. We
have numerically checked that condition dgp + dp. + deg = 0
holds to numerical accuracy. While this symmetry seems
promising for reducing the effects of anisotropy in spin inter-
action on the operation of the three-spin qubit, it is always
associated with the simultaneous isotropic exchange interac-
tion of all three spins, Ju, = Jp = Joo. Since this interaction
conserves all the quantum numbers of encoded three spin
qubits, it does not produce any quantum gate.

The magnetic field normal to the plane of triple dot adds
to the anisotropy of effective spin interaction, in addition to
squeezing of the orbitals and introduction of phases to the
overlaps. The Dzyaloshinsky—Moriya vectors are magnetic
field dependent since spin—orbit Hamiltonian depends on the
momentum, acquiring the term gA in the magnetic field. We
analyze the magnetic field dependence of anisotropy in the
linear geometry of a triple dot. In contrast to the zero-field
case, where (3 vectors were purely imaginary and ratio of their
components was real number, in a magnetic field 3 has both
real and imaginary component, so the connection with d is
less straightforward. Our numerical analysis shows that the
ratios of antisymmetric anisotropy components are dependent
on the magnetic field strength and the position of the third
dot. In (figure 8 (left)) we plot the dependence of intensity of
antisymmetric anisotropy vectors on magnetic field strength
for distance ac = cb =2ap between the dots. Intensity
reaches a minimum for the fields around 1 T. In stronger
fields, the intensity grows until B, =3 T, and then declines
towards zero. Dependence of antisymmetric anisotropy on the

osl ‘ 4O
) — dac(O)
- dab(O) 4
021 dac(bc)(nM') -
% — dab(TE/4)
=
S L
0.11 b
0‘0 -I " " " " 1 " " 1 " " 1 " " " " I-
1.0 1.5 2.0 2.5 3.0

Distance [a,]

Figure 7. Intensity of SO parameters for the isosceles triple
quantum dot for SO angles 0 and 7 /4 versus distance of each dot
from the origin (—a = b = ¢). Potential parameters are 7 = 3 and

A = 0.2. Rashba coefficient is fx = 5 meV A and Dresselhaus
fo = 16.25 meV A.

position of the third dot is studied and presented in (figure 8
(right)) for magnetic fields of 2 T and 1 T.

For the triangular arrangement we were unable to make a
parameterization of the dominant SO effects in terms of DM
vectors. We believe that single-orbital model cannot describe
the accumulated phase factor (different from 1) due to the
magnetic field and SO field in the closed loop geometry. There
is a way to overcome this problem by using a spin and posi-
tion dependent transformation [47, 48] which is able to gauge
away the linear SO terms. This was done in the case of double
QD [49], in which SO effects needed to be studied in terms of
eigenenergies due to the basis transformation. Since our study
is done using the fixed basis and DM parameters, it is beyond
the scope of this work.

The dependence of effective interaction between a pair of
spins in a triple quantum dot on the position of the third one
is a potential tool for experimental realization of quantum
gates. In experiments on multiple dots, the gate is applied by
time-dependent voltages on electrostatic gates that modify
the confinement potential. As the quantum dots position
coincides with the local minima of confinement potential,
and the potential is locally parabolic, the small variations
of gate voltages are equivalent to the motion of the dots.
Therefore, a solution of time-dependent Schrodinger equa-
tion for our Hamiltonian with time dependent dot coordi-
nates models the spin evolution driven by a time-dependent
voltage.

As the spin—orbit interaction is seen as a nuisance in
exchange-only quantum computing schemes, we wish to
find if there is a way to remove the linear SO effects in triple
QDs. It has been shown [8] that, by the proper local rotation
of one spin, a double QD Hamiltonian, up to the linear SO
contribution, can be written as J(R%(S,)) - Sy, where R,
represents a rotational matrix for an angle § = |d|/J around
an axis u = (d,,d,,0)/6J. There is a simple prescription
for removing DM terms in a linear array of QDs. Since in
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Figure 8. Dependence of two-spin interaction anisotropy on magnetic field and the position of third dot. (left) Intensity of SO parameters
for the linear arrangement in the presence of perpendicular magnetic field. The geometry is set by a(b) = —(+)2ag, ¢ = 0. SO angles are
0 and 7 /4. (right) Intensity of SO parameter d,. for the fixed distance ac = 2ap and magnetic field strengths 2 T (upper right) and 1 T
(lower right) with respect to the distance c¢b going from 2agp to 6ag. SO angles are 0 and 7 /4. Potential parameters are 4 = 3 and A = 0.2.
Rashba coefficient is fg = 5 meV A and Dresselhaus /o = 16.25 meV A.

that case nearest neighbor exchange is the dominant energy
scale and the most quantum computation schemes use only
this interaction [16, 18], it is enough to rotate two nearest
neighbor spins in the same fashion as above. On the other
hand, in triangular triple quantum dots, there is an addi-
tional freedom in the choice of time dependent interaction
that implements a quantum gate. A different time-dependent
Hamiltonian can be applied to each pair of spins, since now
there is no clear distinction between nearest neighbor and
next-nearest neighbor exchange. The question remains
whether we can remove all three DM terms. We have a
freedom of choice to rotate two spins in order to get rid of
two DM terms: for instance, we are going to rotate spins
S, and S, by the angles 6, = |dap|/Jap and Ope = |dpe|/Tpe
around the vectors uy = (—d%,, —d;,0)/0uJ and
e = (—d},, —dy,,0)/0pJpc, respectively. Now that we
have lost two DM terms, we are left with the double QD
Hamiltonian of two rotated spins, J,.R%" (S,)R%: (S,). This
Hamiltonian is equal to Jp.Sp - S. + dpe(Sp x S) if the
condition

o dpe | da

Jab ch Jca

holds. Our calculation shows that equilateral triple QD in zero
magnetic field satisfies (26), but does not produce a useful
gate. Therefore, architectures with the linear arrangements
are the only ones where exchange-only quantum computation
proceeds with a simple global redefinition of spin states. In
other cases, spin-nonconserving transitions to noncomputa-
tional states has to be removed.

=0 (26)

6. Conclusions

We have studied triple quantum dot system in linear and tri-
angular arrangements. In the linear arrangement, antiferro-
magnetic exchange is present between all three pairs of dots.
Exchange interaction between the outer dots is smaller than
the nearest neighbor exchange but comparable to it when the
distances of the neighboring dots is smaller than 2ag. The
influence of the third dot on the exchange interaction between
the other two dots is considerable for both the linear and trian-
gular system in zero magnetic field. Magnetic field suppresses
this dependence on the position of third dot. At the critical
field strength in the range of 1 T, we observe a transition from
antiferromagnetic to ferromagnetic exchange parameters in
both linear and triangular setups.

In the linear arrangement, the Dzyaloshinsky—Moriya
vectors between every pair of dots point in the same direc-
tion, and depend only on Rashba ( fg) and Dresselhaus ( fp)
parameters, as well as on the angle 6 between the crystallo-
graphic axis and the direction connecting the dots. We have
shown that Dzyaloshinsky—Moriya vector intensity between
two dots is highly dependent on the position of the third one.
When f;, = fz and 6 = 37 /4 the effects of spin—orbit interac-
tion vanishes, as in the case of double dot. In the magnetic
field, dependence of Dzyaloshinsky—Moriya vectors direc-
tion on magnetic field as well as on the position of the third
dot is observed while Dzyaloshinsky—Moriya vectors inten-
sity is less sensitive to the third dot than in a nonmagnetic
case. Anisotropy is always present in triangular arrangements.
In this setup, Dzyaloshinsky—Moriya vectors directions are
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additionally dependent on the third dot. For the equilateral
arrangement, equation dg +dp. +d., =0 is satisfied,
helping us to remove dominant spin—orbit effects by the
proper local spin rotation of two quantum dots.
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Appendix. Details of the Hamiltonian calculation

Matrix elements of S, x v, pyand f)ybetweentwoFock —Darwin
states <p,(x y) = i % (W VAT —*((X %) +0—)%)

pi(x,y) =¢ S (gy—yjx) \/m _

X;,yi) and (x;,y;) are equal to
(s Vi q

and

mw
i (=) 0307 centered at

Sy =(wiles)
dm’w? + *B2 eB;
~exp [—%«xi =) (i = )] expligy (g xiy_o] ,
(A1)
ij 5 1 eB;
= {pildle) =Sy ( (6 +x) +17w(yi—yj)
(A2)
i . 1 eB'
W= (pildle)) = S (2 yity) = m; (x; Xj)) ,
(A.3)
i N m eB
= tolinlod =5 (T2t ) - E0n+ ).
(A4)
i imw eB,
Py = (eilbslei) = Sy | =i =) + -+ x) ).
(A.5)

Matrix element of Hy (1)

(il Holgpy) = oSy — 50 B (10, ) 313) + )17 303)
mw h S
Tt X oy
+ FP (xi, i, %) F* (Vi ¥in )
h
+ hwoh(3— g Sy — Z Fp(xk,xi,xj)Fp()’k,yiayj))]7
k=a,b,c
(A.6)
where
B +iE,)?

FP(x X0, %)) = \/§0Xp {7% <w(x,-2+x )+w0/\2> + ( ‘;/; ) } ,

1
vy [(B+iE)? +2A(1 — 2(B +iE:)x; + 2Ax7)]
FP(x;, %), x¢),

1P (x;, x7) = \/%CXP {*E(x +X

F(xi,x;) = (D +iE,)* +2C(1 — 2(D +iE)x; + 2Cx})] 17 (x1,.x;),
(A.7)

F* (X, xi, X7) =

(D+ iEX)z}

1)+ e

1
ac?

10

with A = §(w + 53), B = Flwln +x) +wogys), €= 5
D= (x +x])C E, = 2ﬁ(y,- — yj)eB..
Expressions  F?(y,yi,y;) and  F*(yeyiyi) 17(iy;)

and F(y;,y;) have the same form, only the set of numbers
{x¢, xi,x;} is changed with the set {yx, y;,y;} and E, is changed
with Ey = 55 (x; — x;)eB..

Matrix elements of (k) (9)

By = (¢il k)| p))

Py + 3By
[_ - h
p’yf - feB %

(fpcosh + frsin6)

(fr cos@ — fpsin 9)] e,

h
Si 1 LeB. i
MRS L
pi— LeB &Y
+ frcosf) + %(ﬁ) cosf — fr Sin0)]ey.

(A.8)
Hso (1) matrix element between the Fock—Darwin states ¢;
and ¢; with spin components included is

pU+ feB3Y

(pix|HsolwjF) = [ - W (fp cos @ + fi sin 6)
pi — LeB 3
+ pszz(fR cosf — fp sine)}
pi + Lop 3
+ {i i%(ﬁ) sin @ + fr cos 6)
p” — JeB.x

(fD cos 0 — fr sin 0)}

(A.9)
Coulomb interaction Hamiltonian C (1) is two-particle operator
whose matrix elements between four different Fock—-Darwin
states positioned ata = (al,az) b = (b1,b2),c = (c1,¢2) and

h

d = (dy,dy) (@i(x,y) = &7 (1y=12) = e~ 5% (=1’ +0-0)")
fort € {a,b,c,d}) is equal to
mwn
Cabea = o5 OXP { < “[z1(a2 + by — c2 — db)
e’B?

+2a(—ar = b+ 1 + )] exp[32 (o} + )

< el (@ 4 Bllo( (G + )

x exp [ (2 — 4llal* + |b|2 + e[+ [d)],

(A.10)

where z=a+b+c+d, ag=a +b—c —d,

vm=-a—b+c+d, G=-"20b+d—a—c)t+
19 (ar +dy — by — 2), o =—"2(by+dy — ar — ©3) —
%(al +d — b — Cl).
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ARTICLE INFO ABSTRACT

We have studied Ho-doped BiFeO3; nanopowders (Bi; — yHo,FeOs, x = 0-0.15), prepared via sol-gel method, in
order to analyse the effect of substitution-driven structural transition on dielectric and ferroelectric properties of
bismuth ferrite. X-ray diffraction and Raman study demonstrated that an increased Ho concentration (x = 0.1)
has induced gradual phase transition from rhombohedral to orthorhombic phase. The frequency dependent
permittivity of Bi; _HosFeOs; nanopowders was analysed within a model which incorporates Debye-like di-
electric response and dc and ac conductivity contributions based on universal dielectric response. It was shown
that influence of leakage current and grain boundary/interface effects on dielectric and ferroelectric properties
was substantially reduced in biphasic Bi;_yHo,FeOs; (x > 0.1) samples. The electrical performance of
Bip gsHog 15FeO; sample, for which orthorhombic phase prevailed, was significantly improved and
Bip gsHog.15FeO3 has sustained strong applied electric fields (up to 100 kV/cm) without breakdown. Under
strong external fields, the polarization exhibited strong frequency dependence. The low-frequency remnant
polarization and coercive field of BijgsHog 15FeO3; were significantly enhanced. It was proposed that defect
dipolar polarization substantially contributed to the intrinsic polarization of BiggsHop15sFeO3; under strong
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electric fields at low frequencies.

1. Introduction

Multiferroics, materials which simultaneously exhibit at least two
ferroic properties among electric, magnetic, and elastic responses, are
quite rare. They are of great interest for both fundamental physics and
potential applications. Among multiferroic materials, bismuth ferrite
(BiFeO3) possesses unique property, i.e. exhibits multiferroic behavior
at room temperature. Having high ferroelectric (T¢ ~ 1100 K) and
antiferromagnetic (Ty ~ 640 K) transition temperatures, BiFeOs is a
promising material for the applications in spintronic devices, elec-
trically controlled magnetic memories and functional sensors [1,2].
Nevertheless, problems of low resistivity and sinterability and appear-
ance of secondary phases present a serious obstacle for the application
of BiFeO3 (BFO) in devices. BFO suffers from high leakage current
which causes large dielectric loss and degradation of the ferroelectric
properties. The main cause of leakage is disorder, usually in the form of
charge defects, like oxygen or bismuth vacancies and secondary phases.
Attempts at minimizing the leakage current density through doping
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with rare earth ions at Bi sites, have led to improvement of electric and
magnetic properties of BFO [3-6]. These studies have demonstrated
that substitution of Bi sites with rare-earth ions effectively controls the
volatility of Bi®* ions and the amount of defects, while suppressing the
secondary phase appearance.

Despite a significant body of work dealing with rare-earth doped
BFO [3,4,7-10], BFO doped with Ho is less investigated. There are
several studies dealing with the influence of Ho doping on leakage
current, and on magnetic or ferroelectric properties of BFO, for which
BFO is either phase stabilized [11-16] or exhibits biphasic character
with increased Ho doping [17-20]. Among these studies, only Song and
coauthors [20] showed that dielectric constant was significantly in-
creased with small amount of Ho substitution (x = 0.05, 0.10) for
which BFO retained rhombohedral structure and then decreased when
the orthorhombic phase appeared with higher doping (x = 0.15, 0.20).
They also deduced that the dielectric loss of doped samples behaves in a
complicated manner, probably influenced by the conductivity of ma-
terial. Song and coauthors did not analyse the reasons of obtaining
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Fig. 1. a) X-ray diffraction patterns and b) volume phase fraction analysis of the Bi; — yHo,FeO3; (0 <x<0.15) samples.

colossal dielectric constant, nor assumed that quite often these phe-
nomena can be explained by Maxwell-Wagner-type contributions of
depletion layers at the interface between sample and contacts or at
grain boundaries. Furthermore, it is quite reasonable to assume that
various polarization mechanisms can appear in biphasic BFO and in-
fluence the dielectric and ferroelectric properties of BFO. To the best of
our knowledge, influence of structural phase transformation caused by
Ho doping on polarization mechanisms, which can exert a strong in-
fluence on the dielectric and ferroelectric properties of BFO, has not
been studied.

Herein, we investigated how the structural phase transformation
induced by Ho doping influenced the dielectric and ferroelectric
properties of Bi; _yHo,FeO; nanopowders. Detailed analysis of the
frequency dependent permittivity, using combined model which in-
corporated Debay-like dielectric relaxation, as well as dc and ac con-
ductivity contributions, was performed. This analysis enabled us to
estimate the influence of leakage current and grain boundary/interface
effects on the dielectric and ferroelectric properties of single phase and
biphasic Bi; _ yHo,FeO3 nanopowders. Origin of improved electric per-
formances of biphasic Bi;_,HosFeOs nanostructures, for which or-
thorhombic phase prevailed, was discussed in detail. These results may
provide new insight into modified electrical properties of BiFeO3; by Ho
doping, which can be important for potential applications.

2. Experimental procedure
2.1. Materials synthesis

Bi; _yHo,FeO3 (x = 0, 0.05, 0.07, 0.10, 0.12, and 0.15) powders
were synthesized by a sol-gel method. The stoichiometric amounts of
bismuth nitrate (Bi(NO3)3'6H50), iron nitrate (Fe(NO3)39H,0), and
holmium nitrate (Ho(NO3)3-5H,0) were used. 2-Methoxyethanol and
acetic acid (CH;COOH) were mixed and stirred for 30 min, before
adding the nitrates. Obtained solutions were stirred and heated at 80 °C.
After a partial liquid evaporation, the solutions have turned into brown
gels. The gels were dried for 45 min at 150 °C. Dried samples were
calcinated at 650 °C for 6 h. The pristine and doped samples were
named according to the Ho content as BFO, BHFO5, BHFO7, BHFO10,
BHFO12 and BHFO15.

2.2. Materials characterization

The phase composition and crystal structure of Bi;_,Ho.FeO3
samples were analysed using X-ray diffractometer Rigaku Ultima IV
with nickel filtered Cu K, radiation in the 26 range of 10-80° with the
step of 0.02° and the scanning rate of 0.5°/min. XRD pattern analysis

was performed using Powder Cell programme (http://powdercell-for-
windows.software.informer.com/2.4/) [21]. The TCH pseudo-Voigt
profile function gave the best fit to the experimental data. The surface
morphology was studied by scanning electron microscopy (SEM,
TESCAN SM-300). The micro-Raman spectra were measured at room
temperature using a Jobin Yvon T64000 spectrometer equipped with a
nitrogen-cooled CCD detector. The A = 532nm line of solid state
Nd:YAG laser was used as an excitation source with an incident laser
power less than 40 mW in order to minimize the heating effects. The
dielectric properties of the samples were examined in the frequency
range of 80 Hz to 8 MHz. The Digital Programmable LCR Bridge
HM8118 (Hameg) was used in the range 80 Hz-120 kHz, and the Di-
gital LCR Meter 4285 A (HP/Agilent) was used in the range
80 kHz-8 MHz. Each sample was placed in a closed capacitor cell
housed in a Faraday cage with an AC signal of 1.5 V applied across the
cell. The disk-shaped samples had a diameter close to the diameter of
the cell electrodes (8 mm). Standard bipolar measurements in the fre-
quency range 1 Hz-1kHz were performed on Precision Multiferroic
Test System (Radiant Technologies, Inc.), using a triangular electric
field waveform. All measurements were performed at room tempera-
ture.

3. Results and discussion

Fig. 1(a) shows XRD patterns of the Bi;_,Ho,FeO3; (0=x<0.15)
samples. The XRD pattern of pristine BFO matches the rhombohedral
R3c structure with a presence of weak diffraction peaks which corre-
spond to the orthorhombic Bi,Fe,Oq9 secondary phase of Pbam space
group (N° 55, ICSD #20067). XRD spectra of the BHFO5 and BHFO7
samples maintain R3c structure. No secondary peaks were detected in
BHFOS5 sample, whereas the traces of secondary phase were observed in
the BHFO7 sample. Addition of Ho dopant induced a gradual broad-
ening of XRD peaks and their shifts towards higher angles. These
changes suggest structural distortion of BFO lattice and can be attrib-
uted to the unit cell contraction due to the substitution of Bi** ions
with smaller Ho®" dopant. Significant changes with increased Ho
concentration were observed in doublet (104) and (110) diffraction
peaks at 206 ~ 32°. These peaks were shifted towards larger 26 values,
and in the samples with higher Ho content (x > 0.07) they gradually
merged into a single broad peak (BHFO15 sample). In addition, the
(006), (116) and (202) diffraction peaks of R3c phase became weak and
disappeared in the samples with higher Ho concentration (x > 0.1). In
the spectra of BHFO12 and BHFO15 samples, a new single peak ap-
peared at 20 ~ 38°, whereas additional peak at 26 ~ 25° was found in
BHFO15 sample.

Such changes have already been seen in the XRD spectra of doped
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Table 1
The lattice parameters (10\), volume of the unit cell (A*) and volume phase fraction (vol%).
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Phase BFO BHFO5 BHFO7 BHFO10 BHFO12 BHFO15
BiFeO; rhombohedral R3¢ a = 5.5722 a = 5.5636 a = 5.5575 a = 5.5651 a = 5.5675 a = 5.5441
c = 13.8511 c = 13.8216 c = 13.8145 c = 13.8143 c = 13.8542 c = 13.8127
V = 372.45 V = 370.51 V = 369.51 V = 370.51 V = 371.91 V = 367.68
71.75% 100.00% 87.86% 53.72% 55.27% 31.45%
BiyFe4Og orthorhombic Pbam a = 7.9477 / a = 7.9769 a = 7.9501 / /
b = 8.4582 b = 8.5299 b = 8.4580
¢ = 6.0050 ¢ = 5.9448 ¢ = 5.9976
V = 403.68 V = 404.50 V = 403.29
28.25% 12.14% 25.36%
BiFeO; orthorhombic Pnma / / / a = 5.5830 a = 5.5993 a = 5.5907
b = 7.8825 b = 7.8679 b = 7.8129
¢ = 5.4192 ¢ = 5.4540 ¢ = 5.4297
V = 238.49 V = 240.27 V = 237.17
20.92% 44.73% 68.55%
Rp 5.81 6.27 5.94 4.86 6.18 5.42
Rwp 7.44 7.92 7.60 6.14 7.92 6.91
Rexp 0.11 0.12 0.09 0.06 0.07 0.09

BiFeO3 nanoparticles [17,22], ceramics [23-25] and films [26], and
were ascribed to the presence of orthorhombic phase. All these notable
changes in the XRD spectra indicate structural phase transformation
from rhombohedral to orthorhombic phase in the samples doped with
higher Ho content (x = 0.10, 0.12 and 0.15). Bi;Fe4O9 phase is still
present in the BHFO10 sample, but with further increase of Ho doping
(BFHO12 and BFHO15 samples) the secondary Bi,Fe4,Og phase is
completely suppressed. Furthermore, the absence of diffraction peaks
which correspond to Ho oxides, even at higher concentrations, implies
that Ho ions have entered substitutionally into BFO lattice.

The measured XRD patterns were further refined using PowderCell
programme in order to calculate the structural parameters and estimate
the volume fraction of each phase. The best fits of the measured data
were obtained using rhombohedral R3c structure for BHFO5 and
BHFO?7 samples. The orthorhombic phase appeared in BHFO10 samples
and with further Ho doping this phase becomes dominant in BHFO15
sample. Unit cell parameters and the estimated volume fractions of
different phases are presented in Table 1 for pristine and Ho-doped BFO
samples. The decreasing trend in lattice constants and the unit cell
contraction of R3c phase confirm that Bi** ions are substituted with
smaller Ho®>* ions. A similar behavior has been reported in Tb-doped
BiFeO3 [10] as well as in rare-earth doped BiFeOs; ceramics [27,28].
The slight increase of R3c phase lattice parameters in BHFO10 and
BHFO12 samples can be ascribed to increased strain at phase boundary
between rhombohedral and orthorhombic crystal structure. Levin et al.
have also found abrupt expansion of the R3c unit cell volume at the
rhombohedral-orthorombic phase transition in Nd-substituted BiFeO3
[29]. The results of quantitative phase analysis of the Bi; _,Ho,FeO3
samples are presented in Fig. 1(b).

The influence of structural changes on surface morphology of BFO is
illustrated in Fig. 2, where the SEM images of pristine and BHFO15
samples are shown for comparison. Changes in the surface morphology
are clearly visible. Certain amount of intergranular porosity and non-
uniformity of particles can be observed in the BFO sample, including
very small spherical particles and big clumps. With incorporation of
Ho®" ions in BFO, the particles became more uniform and compact,
whereas the particle size was reduced, as seen in 10% Ho-doped BFO
[30]. In the enlarged images (Fig. 2c and d) it can be seen that pure and
Ho-doped BFO samples consist of small particles and large irregularly
shaped agglomerates.

Changes of Bi;_yHosFeOs crystal structure are reflected in the
changes of BiFeO; vibrational properties, i.e. through the changes in
intensity, position, and width of the Raman modes. Fig. 3 shows the
room-temperature Raman spectra of Bi; _yHoyFeOs; samples. Raman
spectrum of undoped BiFeO3; was deconvoluted using Lorentzian pro-
files and all 13 Raman active modes (4A; + 9E) of the rhombohedral

BiFeO3 [31] are observed. The most prominent Raman modes for R3c
structure (marked as E-1, A;-1, A;-2, and A;-3) are positioned at 75,
140, 171, and 218 cm ™ *, respectively and are related to Bi-O bonds.
The A;-4 mode at 430 cm ™! and eight E modes at 124, 274, 344, 369,
468, 520, 550 and 598 cm ™' with quite weak scattering intensity are
related to Fe-O bonds.

Raman spectroscopy is sensitive to atomic displacements. The A;-1,
A;-2 and A;-3 modes are blue-shifted due to the substitution of Bi**
ions with smaller Ho®>" ions. Modes E-1, A;-1, A;-2 and A;-3 became
broader and of reduced intensity, whereas higher frequency E modes
(E-4, E-5) have almost disappeared. The peak broadening and reduced
intensities of Raman modes imply the distortion of rhombohedral
structure with incorporation of Ho. With increasing Ho concentration (x
= 0.1), further changes in the Raman spectra are the result of decreased
stereochemical activity of Bi lone electron pair. The intensities of A;
and E modes are drastically reduced in BHFO10 and BHFO12 samples.
These modes are barely visible in the Raman spectra of BHFO15
sample. Moreover, in BHFO12 sample three new modes approximately
at 300, 400, and 510 cm™?, are observed. Reduced intensities of
phonon modes, characteristic for rhombohedral phase, and the pre-
sence of additional modes suggest the appearance of new crystalline
phase. In the Raman spectrum of BFHO15 sample which is significantly
different from the spectrum of pristine BFO, the most prominent modes
are at ~ 300, 400, and 510 cm~'. These modes are characteristic for
orthorhombic perovskite LaMnO3; and YMnOs structures [32] and are
also observed in doped BFO powders [17]. All notable changes in the
Raman spectra of BHFO12 and BHFO15 samples are consistent with the
results of XRD analysis, confirming a structural transformation from
rhombohedral to orthorhombic paraelectric phase. Hence, Raman
spectroscopy is powerful tool for detecting changes of Bi-O covalent
bonds during the phase transition.

Fig. 4(a) and (b) illustrate the frequency dependence of real (¢’) and
imaginary (¢”) part of the complex permittivity ¢ of Bi;_,HoyFeO3
samples. In the lower frequency range, both ¢ and ¢” decrease with
increasing frequency and become nearly constant at higher frequencies.
Among the samples with R3c structure, BHFO5 sample has shown
pronounced dispersion at lower frequencies and higher values of ¢’ and
&” than BFO. The BHFO7 sample displayed almost no dispersion over
the whole frequency range. Among the samples with higher Ho content
in which orthorombic phase appears, BHFO10 sample displayed more
dispersive characteristic than BHFO12 and BHFO15 samples for which
permittivity dispersions were negligible.

BFO nanostructures in the form of nanopowders or thin films
usually suffer from large leakage current due to the presence of oxygen
vacancies, Fe>" ions or some other impurities. The inhomogeneity of
BFO microstructure and composition originates from the regions with
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Fig. 2. SEM images of a) BiFeO3; and b) Big gsHoo 15FeO3 samples. High-magnification SEM images of the c¢) BiFeO3 and d) Big gsHog 15FeO3 samples.

different conductivity, for example bulk and grain boundaries or from
depletion layers formed at the interface of the electrode/sample sur-
face. In addition to the dipolar or orientational polarization which oc-
curs in the frequency range of 10°-10° Hz, the grain boundary or in-
terface effects give rise to the Maxwell-Wagner polarization which can
substantially contribute to the permittivity and its dispersion at lower
frequencies [3].

The dielectric relaxation processes in pure and Ho-doped BFO na-
nopowders were analysed within a model which includes Cole-Cole
empirical expression, dc and ac conductivity terms. This model de-
scribes dielectric relaxation processes due to dipole relaxation, and the
contributions from leakage current and grain boundary/interface ef-
fects. The advantages of this model for analyzing the dielectric prop-
erties of pristine BiFeO3 films have been shown by Li and coworkers
[33]. The total complex permittivity is of the form [33,34]:

. & — € fof s [ a o1
g=¢gHie = ——=— —Otan(—)aus‘1 + 1(—DC + —Ows‘l)
1+(iwt) = 2 wey & D

The first term in Eq. (1) corresponds to the Cole-Cole formula,
where g and ¢, are static and high frequency dielectric permittivity, 7 is
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the relaxation time, anda, taking the value between 0 and 1, describes
the distribution of relaxation times. For an ideal Debye relaxation o=
0. For a < 0 the loss peaks are broader and deviate in shape from the
symmetric Debye peak [35]. The frequency-independent dc con-
ductivity contributes only to the imaginary part of permittivity (¢”)
through the term opc/weyg, whilst the frequency-dependent ac con-
ductivity represented by UDR ansatz [34,35], influences both ¢ and ¢”
through terms (Uo/so)tan(?)cos‘l and (0yp/gp) w~!, where g, is a pre-
power term and s is a frequency exponent which takes values between 0
and 1.

The fits of ¢’(w) and ¢”(w), based on Eq. (1), are presented with solid
lines on Figs. 4(a) and 4(b) and the values of fit parameters for
Bi; _xHo,FeO3; samples are summarized in Table 2. The values of opc
and oy for Bi;_,Ho,FeO3 samples, based on the fitting results, are
presented in Fig. 4(d). BFO sample has relatively high opc value of
6.11107° Q™' cm ™!, whereas the value of o, is an order of magnitude
lower. These values are comparable with reported data [15,33,36]. It
can be concluded that the permittivity of BFO sample is dominated by
the leakage current contribution, whereas the ac dependent mechan-
isms are less prominent. Among the Ho-doped samples with R3c
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Fig. 3. Room-temperature Raman spectra of the Bi;_,HosFeO; (0=x=<0.15) samples
together with the deconvoluted Raman spectrum of pristine BiFeOs.

structure, the highest dc and ac conductivity exhibits the BFHO5
sample, meaning that leakage current and grain boundary or interface
effects can be a cause of permittivity dispersion and its higher value at
lower frequencies. This finding offers an explanation for the collosal
dielectric constant of Ho doped samples found by Song et al. [20]. The
opc and oy values of BHFO7 sample are much lower than in BFO and
BHFOS5 samples. Despite the fact that the amount of secondary phase in
BFHO?7 is almost the same as in pristine BFO and having in mind that
BFHOS5 sample is phase pure, it seems that BHFO5 and BFO samples are
more conductive than BHFO7 sample. This fact can explain the flat
frequency dependence of ¢(w) and ¢”(w) (Figs. 4(a) and (b)) of BHFO7
sample and imply that the presence of secondary phase has no great
influence on the BFO conductivity, but defects in the form of oxygen
vacancies and grain boundary or interface effects play a major role in
the conductivity of BHFO5 and BFO samples. A significant increase of
opc value, which is almost twice as large as in pristine BFO and BHFO5
samples, was found in a case of BHFO10. Although it is expected that
increased Ho doping reduces the leakage current due to the suppressed
concentration of oxygen and bismuth vacancies, this sample seems to be
more leaky than the pristine BFO. The op¢ value, higher than in all the
other samples, and pronounced dispersion of ¢”(w) implies that the
leakage current affects the dielectric properties of BHFO10 to a great
extent.

The changes in dielectric properties of BHFO10 sample can be re-
lated to the appearance of orthorhombic phase, because the dielectric
properties are dependent on the sample structure and therefore can be
modified near the phase transformation boundary [3]. The dc and ac
conductivities were significantly reduced in BHFO12 sample, whereas
BHFO15 sample, for which orthorhombic phase prevails, had an order
of magnitude lower dc conductivity (5.7-107°Q ' em™?!) than the
BFO (6.110° Q™! cm ™). Therefore, we argue that higher Ho content
reduces the leakage current, and weakens the ac conductivity con-
tribution to the dielectric response. The frequency dependence of di-
electric loss (tan §) of Bi; — HosFeO3 samples is presented in Fig. 4(c).

Ceramics International 43 (2017) 16531-16538

The dielectric loss follows a trend similar to the permittivity in the
frequency range of 100 Hz to 8 MHz, i.e. it decreases with increasing
frequency. The BFO, BHFO5 and BHFO10 samples have higher tan §
value than other Ho-doped samples with pronounced dispersion at
lower frequencies. There is an indication of dielectric relaxation peak in
conductive BFO and BHFO10 samples at frequency of 5 kHz, which can
be ascribed to the carrier hopping process between Fe*>* and Fe®* ions
inside the particles [37] or to the hopping along the Fe?*-V{ -Fe>*
chain [38]. This peak is slightly shifted to lower frequency in BHFO5
sample. This low frequency relaxation can be attributed to the grain
boundary conduction [39]. Reduced tan § values and the absence of
relaxation peaks in BHFO7, BHFO12 and BHFO15 samples point at an
increased resistivity of these samples.

Polarization-electric field (P-E) hysteresis loops of Bi; _ Ho,FeO3
samples, measured at frequency of 100 Hz, are presented in Fig. 5(a).
The BFO sample has an unsaturated P-E loop due to non negligible
contribution of leakage current (opc = 6.11107°Q 'cem™1). The
maximal polarization, remnant polarization (P,), and coercive field (E.)
reached the highest values in BFO sample and decreased with Ho-
doping. The BHFO5 sample has a pinched P-E loop, characteristic for
leaky materials. The permittivity analysis has shown that BHFOS is less
resistive than BFO and that grain boundary effects and leakage current
dominate its dielectric properties. Therefore, the degraded ferroelectric
properties can be attributed to the presence of oxygen vacancies and
valence fluctuations of Fe ions (between Fe®* and Fe?"), because the
appearance of oxygen vacancies and Fe?* ions, especially at grain
boundaries, is unfavorable for the polarization switching. The study of
dielectric properties has shown that BHFO7 is more resistive than BFO
and BHFOS. This fact explains slightly improved P-E loop compared to
BHFOS5 sample, but still lower P, and E. values than in BFO can origi-
nate from a decrease in stereochemical activity of Bi lone electron pair
with increase of Ho content. P-E loops of the BHFO10, BHFO12 and
BHFO15 samples are very similar to the P-E loops of BHFO5 sample.
The degraded ferroelectricity of BHFO10 mainly originates from the
contribution of dc conductivity (opc) which is the highest among all
analysed samples (see Fig. 4(d) and Table 2). Although BHFO12 and
BHFO15 samples are more resistive than BFO and all the other Ho-
doped samples, their ferroelectric properties are degraded because of
the possible appearance of paraelectric phase regions in highly Ho
doped BFO. This is supported by the changes noticed in the Raman
spectra of these samples. Near the ferroelectric-paraelectric phase
transition, the intensities of the Raman modes characteristic for Bi-O
bonds [28] were reduced in BHFO12 sample and have almost dis-
appeared in BHFO15 sample.

Furthermore, the presence of orthorhombic phase increases the
breakdown field strength of Bi; _ Ho,FeO5 samples (inset of Fig. 5(a)).
The breakdown in BFO and Bi, _ Ho,FeO3; samples with rhombohedral
structure (x < 0.1) happens at the applied electric fields of around
20 kV/cm. The BHFO10 and BHFO12 samples, in which rhombohedral
and orthorhombic phase coexist, withstand applied fields that are ap-
proximately twice as high. The BHFO15 sample in which orthorhombic
phase prevails, withstands even higher electric fields (> 50 kV/cm)
without breakdown (marked with arrow on the inset). The reason can
be found in reduced dc conductivity of BHFO15 and in increasing
number of Ho-O bonds with large bond energy, almost two times larger
than the Bi-O bond [15]. Knowing that BHFO15 sample withstands
high external fields without breakdown, the P-E loops of BHFO15
sample were measured at different testing frequencies from 2 Hz to
100 Hz under the applied field of 50 kV/cm, as shown in Fig. 5(b). It is
obvious that P-E loops exhibit frequency-dependent behavior by
showing rapid increase of P, E. and maximal polarization at lower
frequencies. Frequency dependence of the 2P, for BHFO15 sample is
presented in the top-left inset of Fig. 5(b), from which it is clear that 2P,
has the highest value of 0.21 pG/cm? at 2 Hz and rapidly decreases to
0.07 uG/cm? at 20 Hz. The P-E loops of BHFO15 measured in a high
amplitude electric field of 100 kV/cm and at low frequencies of 1 Hz
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Fig. 4. Room-temperature (a) real (¢") and (b) imaginary (¢”) part of the complex permittivity. Full lines present the corresponding fits applying the combined model (Eq. 1), (c) loss
tangent (tan §) and (d) the dependence of opc and oy values on Ho content for Bi; _xHo,FeO3; samples.

and 2 Hz are presented in the right-bottom inset of Fig. 5(b). The 2P,
value is larger by a factor of two than the one obtained at the same
frequency in the field of 50 kV/cm. Such a behavior can be explained by
the effect of external field on the reorientation of defect dipoles and
their role in domain wall switching in BFO. The presence of mobile,
single defects (like V; , V¢, or V') or defect complexes (oxygen vacancy-
cation associated dipoles) in BFO plays an important role in the domain
wall pinning. It leads to the deterioration of polarization-switching
properties by suppression of intrinsic polarization and increase of
leakage current. The ferroelectric domain depinning can be achieved by
applying high electric field or can be favoured at elevated temperatures
and a secondary re-oxidation annealing [40-43]. On the other hand, in
high electric fields the defect complexes can orient along the direction
of spontaneous polarization and follow the domain switching, enhan-
cing polarization properties of BFO [42-45]. Inherent defect dipoles are
expected not to switch during fast field cycling, since their reorientation
takes more time than the domain switching process. Therefore, the
influence of defect dipole polarization on the overall polarization can
be seen in high fields at low frequencies, as defect complexes can keep
up with reversal of the field and contribute to the bulk ferroelectric

Table 2
The fitting parameters for Bi, _yHo,FeO3; samples obtained from combined model.

polarization [40,44]. It is plausible to suppose that inherent defect
complexes like V' — V5, Fel v — Vo or Fel o, — Vg form during the
crystallization process in Bi;_,HoFeO; samples. Among all
Bi; _xHosFeO3 samples, only BHFO15 sample has supported high ex-
ternal field of 50 kV/cm which can induce defect dipole reorientation.
By applying strong external field at low frequencies, defect dipoles can
orient along the direction of spontaneous polarization following the
domain switching. With increasing of the field strength to 100 kV/cm
and by lowering the frequency to 1 Hz, the effect of defect dipolar
polarization was more pronounced. Therefore, the reorientation of in-
ternal defect complexes under high external field gives rise to the en-
hancement of intrinsic polarization of BHFO15 sample.

4. Conclusions

In summary, the phase transformation from rhombohedral to or-
thorhombic phase induced by increased Ho substitution, affected to a
great extent the dielectric and ferroelectric properties of Bi; — yHoxFeO3
nanopowders. The frequency dependent permittivity was analysed
using combined model which incorporated Debye-like dielectric

Parameter BFO BHFO5 BHFO7 BHFO10 BHFO12 BHFO15
a 0.55 0.69 0.65 0.69 0.60 0.67

(s) 5.310°° 2.2107° 5.210°° 1.210°° 5.6107° 3.2107°
s 0.79 0.66 0.80 0.85 0.78 0.75
0@ Tem™ Y 5.01071° 1.810°° 1.1.10°1° 5.61071° 2.51071° 7.21071°
opc(@ P em ™) 6.1107° 7.6107° 3.610°° 13108 7.71071° 5710710
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Fig. 5. a) Room-temperature P-E loops of Bi; —yHosFeO3 samples. Inset presents breakdown fields for all samples except for BHFO15. b) P-E loops of BHFO15 sample taken at different
frequencies. The frequency dependence of 2P, is shown in the top-left corner inset, and the P-E loops in the field of large amplitude at low frequencies are shown in the bottom-right

corner inset.

response and dc and ac conductivity contributions. It was shown that
not only dc conductivity, but also grain boundary and interfacial effects
were much reduced in biphasic Bi; _ Ho,FeO3; (x > 0.1) samples. The
dominant presence of orthorhombic phase in Big gsHog 15FeO3; sample
has stabilized the perovskite structure of BFO, significantly increased
the breakdown field and improved BFO electrical performances. In high
external electric fields (50 kV/cm and 100 kV/cm), P-E loops of
Big gsHoo.15FeO3; sample manifested strong frequency dependence and
abrupt increase of remnant polarization and coercive field at low fre-
quencies. It was proposed that defect dipoles were oriented along the
direction of spontaneous polarization, following the domain switching,
and were therefore a primary cause of the enhanced polarization
properties of BiggsHog 15FeO3 sample. Although it is well established
opinion that appearance of orthorhombic paraelectric phase degrades
ferroelectricity of BFO, our study contributes to better understanding of
polarization mechanisms in biphasic bismuth ferrite.
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Coherent manipulation of single electron spins with Landau-Zener sweeps
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‘We propose a method to manipulate the state of a single electron spin in a semiconductor quantum dot (QD).
The manipulation is achieved by tunnel coupling a QD, labeled L, and occupied with an electron to an adjacent
QD, labeled R, which is not occupied by an electron but having an energy linearly varying in time. We identify
a parameter regime in which a complete population transfer between the spin eigenstates |L1) and |LJ) is
achieved without occupying the adjacent QD. This method is convenient due to the fact that manipulation can be
done electrically, without precise knowledge of the spin resonance condition, and is robust against Zeeman level

broadening caused by nuclear spins.

DOI: 10.1103/PhysRevB.94.241301

Introduction. The initialization, manipulation, and readout
of single electron spins in an efficient way are necessary for the
implementation of single electron spin qubits [1]. Spin-orbit
interactions and stray magnetic fields of micromagnets provide
a necessary toolkit to control the single electron spin [2-7]. In
electric dipole spin resonance (EDSR), microwaves drive an
electron to oscillate in the spin-orbit field and/or the magnetic
field gradient, producing a coherent spin rotation.

The Landau-Zener-Stickelberg-Majorana (LZSM) model
[8—11] is one of the few analytically solvable time-dependent
problems in quantum mechanics. It has found applications
modeling nanoelectromechanical systems [12], optomechani-
cal systems [13], Bose liquids [14], molecular magnets [15],
Rydberg atoms [16], superconducting qubits [12,17-20], and
semiconductor singlet-triplet qubits [21-23]. In the LZSM
model the energy difference between two coupled states is
varied linearly in time, while the coupling between the states
is time independent. This results in a transition between the
states with the probability determined by the coupling constant
and the rate of the sweep.

Unlike the two-level LZSM problem, multilevel LZSM
problems are not exactly analytically solvable for a general
case [24-30]. Chirped Raman adiabatic passage (CHIRAP)
[31,32,32-34] and similar techniques [35—41] allow for the
efficient transfer of populations between two uncoupled levels.
In order to utilize CHIRAP, the energy of the radiatively
decaying state is varied linearly in time with laser pulses having
chirped frequencies.

Equivalently to CHIRAP, the goal of our scheme is to
transfer the population between two uncoupled levels |L 1) and
|L]) by coupling the levels of the L electrostatically defined
quantum dot (QD) in a time-independent manner to an adjacent
electrostatically defined quantum dot, whose energy is linearly
varying in time [42]. It should be noted that, as the probability
to occupy the adjacent quantum dot R remains negligible
in this scheme, the states in the R QD can be extremely
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susceptible to relaxation without influencing the efficiency
of our scheme. The scheme under study is also applicable to
coupled donors [43] and coupled donor-dot systems [44].

We discuss two possible realizations of our scheme. In the
first realization the R quantum dot has significantly larger
Zeeman splitting than the L quantum dot. Then, the scheme
operates even in the case when the rate of non-spin-conserving
tunneling events is significantly smaller than the rate of
spin-conserving events. This regime is often present in GaAs
double quantum dots. In the second realization the Zeeman
splittings of the left L and right R quantum dots are comparable
in magnitude but the rates of spin-conserving and non-spin-
conserving tunneling events must be comparable. This regime
can be reached for electrons in InAs double quantum dots and
holes in GaAs double quantum dots.

The Hamiltonian. We model a situation where the electron
spin is localized in the L quantum dot. The energy of the R
quantum dot is varied linearly in time (Fig. 1),

H) =) Y Eco®lco)(col +1) ) |eo)col

o c#C

+ 1A )Y leo)(es]. (1)
0#G c#C

The sum over the charge states runs over the left and the
right quantum dots, ¢ = L,R, and the sum over spin states
runs over spin-up and spin-down states 0 = 1, |,. Furthermore,
E.; represents the energy with charge state ¢ and spin state
o. The energies of the L quantum dot are time independent,
Epy =AE; /2, E;, = —AE; /2, where AE; is the Zeeman
splitting in the left quantum dot. The energies of the R quantum
dot are time dependent with a linear time dependence, Egy =
AEg + Bt,and Er, = Bt, where A E, is the Zeeman splitting
in the right quantum dot, ¢ is time, and 8 the Landau-Zener
velocity (see Fig. 1).

The off-diagonal terms in the Hamiltonian are the
spin-conserving tunneling amplitude 7, and the non-spin-
conserving tunneling amplitude t5. The non-spin-conserving
tunneling can appear due to spin-orbit interaction or be induced
by the stray field of the micromagnet, which is inhomogeneous
in the tunneling direction [45,46].

©2016 American Physical Society
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FIG. 1. The energy diagram. We initialize the electron in the |L 1)
state, with the R quantum dot being higher in energy. We ramp the
energies of the states in R quantum dot with a Landau-Zener velocity
B. In the figure, 8 < 0. The goal of our scheme is to find a parameter
regime in which the adiabatic evolution path is followed (red dashed
arrow). The Zeeman splittings of the L and R quantum dots are
marked as AE; and A Eg, respectively.

Different Zeeman splittings. We initialize the system in
the |L1) state, at a negative instance of time —7'/2. If the
product of the Landau-Zener velocity 8 and the total duration
of the Landau-Zener sweep T is smaller than the Zeeman
splitting of the right quantum dot AEg > BT, and if the R
quantum dot is initially positively detuned with respect to the
L quantum dot, our system behaves as an effective three-level
system. Furthermore, if the evolution of the system is adiabatic
(rz,ri > Bh), the system will remain in the instantaneous
eigenstate of the Hamiltonian for the entire duration of the
Landau-Zener sweep 7. Given all these assumptions, we can
calculate the adiabatic eigenvectors, and therefore the time
evolution of our three state probabilities,

b 2 PO AL _
T
|A1)> — AE2 /4]

N(@)?

5 IA(t) — AEL/2)?
'L" e —
N(t)

Pgy = ; 2

where A(t) is the appropriate adiabatic eigenvalue [see the
Supplemental Material [47] for the expression for A(¢)] and
N(¢) is the normalization of the adiabatic eigenvectors. For
simplicity, we have omitted to explicitly state that A(¢) is
also a function of AE;, B, t, ta. Depending on the values
of T and 7p, A(t) =0 close to t =0 (for Tt = 15), A(t) =0
at t >0 (for T > 7p), and A(¢#) =0 at t < 0 (for T < 7A).
Furthermore, the adiabatic eigenvalue takes the following
values, A(t = Foo) =xAE /2, —AE; /2 < AMt) < AEL/2,
for every ¢. Therefore, the maximal possible occupation prob-
abilities are Pi“TaX ~ tiAEi, P,’e“f" ~ AEz, Pi“f" ~ I2AE2.
If t,7ao > AE}, no significant population will occupy the R
quantum dot, Pg & 0 at every instance of time (see Fig. 2), and
a complete population transfer between the spin eigenstates
|L1) and |L|) occurs.

In contrast to EDSR techniques, our scheme does not
require precise knowledge of the spin resonance condition
AE| and operates without microwaves. However, in order for
our scheme to be successful, a necessary requirement is that the
quantum dots have significantly different Zeeman splittings
AE; < AEg. For a typical double quantum dot system
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FIG. 2. The comparison between the numerically computed
probabilities [obtained from evolving the state using the Hamiltonian
of Eq. (1)] (Num) and analytic adiabatic three-level probabilities
Eq. (2) (An). The parameters of the plot are the Landau-Zener velocity
B =5 x 10° eV/s, the tunnel coupling T = 6.5 ueV, corresponding
to an interdot separation of / = 179 nm (for more information, see
the Supplemental Material [47]), the non-spin-conserving tunnel
coupling T4 = 0.257, the external magnetic field Zeeman splitting in
theleft QD AE; = 1 peV, and Zeeman splitting in the right quantum
dot AER = 200AE, . The inset represents the magnification of the
occupation probabilities of the states in the R quantum dot.

where the distance between the quantum dots is ~200 nm,
the required gradient would be d B, /dx ~ 10 T/um, which is
for a factor of 10 larger than the currently maximally achieved
experimental value [6,48]. A possible way to induce a large
enough difference of Zeeman energies between quantum dots
is to engineer the g factor of one of the quantum dots L to
be almost zero, and engineer the g factor of the R QD to be
significantly larger [49-52]. This could be achieved by locally
inducing different content of Al in the GaAs mixture [50].

Equal Zeeman splittings. Again we initialize the system in
the |L1) state, at a negative instance of time —7'/2. Another
way for our scheme to be successful is that the magnitude
of spin-conserving and non-spin-conserving tunnelings are
comparable, T & t5. The requirement for our scheme to work
ist/ta ~ 4l/3Aso ® 1 can be fulfilled in InAs [53]. Here, [ is
the interdot separation and Agg is the spin-orbit length, defined
by [54,55] Aso = h/m*\/cos p2(B — a)? + sin (B + a)?,
for a two-dimensional electron gas (2DEG) in the (001)
plane. Here, m* is the effective electron mass, ¢ is the
angle between the [110] crystallographic axis and the interdot
connection axis, and 8 and « are Dresselhaus and Rashba
spin-orbit constants, respectively. Possible ways of controlling
the spin-orbit interaction is the variation of angle between the
external magnetic field and the spin-orbit field [56], variation
of the direction in which the double quantum dot (DQD) is
grown [57] (and therefore maximizing cos ¢), isotopic control
of indium in InGaAs, or electric field control of the Rashba
constant [58,59].

In the adiabatic limit (z% = ri > Bh), the system will
remain in the instantaneous eigenstate of the Hamiltonian for
the entire duration of the Landau-Zener sweep T'. In that limit,
we can calculate the adiabatic eigenvectors, and therefore the
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FIG. 3. Comparison between the numerically computed prob-
abilities [obtained from evolving the state using the Hamiltonian
of Eq. (1)] (Num) and analytic adiabatic four-level probabilities
Eq. (3) (An). The inset represents the magnification of the probability
to occupy the R quantum dot. The parameters of the plot are
the Landau-Zener velocity B = 4 x 10°eV/s, the tunnel hopping
7 = 50 peV, corresponding to interdot distance of / = 280 nm for
m* = 0.023m, (for more information, see the Supplemental Material
[47]), the Zeeman energies AE;, = AEg = 17 peV.

time evolution of our four state probabilities,
1A+ AEL /2P 21A0 - AEL/2|2
Pph=t"——"———, P =
Ny NGy
|A(1)? — AE2 /4|

PRy = Pry = ZN(I)Z , 3)

where A(?) is the corresponding adiabatic eigenvalue and N (z)
the wave-function normalization.

The requirement that spin-conserving and non-spin-
conserving tunnel couplings are equal is due to the fact that
when AE; = AEg, the adiabatic eigenfunctions have only a
vanishing contribution of the two states of the R quantum dot
when 7 & 71, is fulfilled. In the case of T > T, the adiabatic
eigenfunctions have only a small component in the |R ) state
when AE; < t,7a, and the |R1) state is detuned during the
duration of the Landau-Zener sweep T .

Similarly to the previous implementation of our
scheme, the appropriate adiabatic eigenvalue spans between
At = Foo) =£AEL/2,—AEL /2 < A(t) < AEL/2,forev-
ery t, with A(¢) = 0 for t ~ 0. The maximal possible occupa-
tions of states for the case AE, = AEg are PJ™ ~ T2 AE?,
P ~1t?AE?, and PR =PR™ ~ AE? /2. Equivalently to
CHIRAP, the probabilities to occupy the |R| ) and |R1) states
are negligible at all instances of time Pg =~ 0 in the case when
T > AE; (see Fig. 3), and a complete population transfer
between the spin eigenstates |L1) and |L ) occurs.

Experimental realizations. Our control scheme works
optimally when the Zeeman splitting of the L QD is small.
Furthermore, different signs of the Landau-Zener velocity and
initial detunings need to be used for different initial spin states.
We will address the problem of initializing and measuring
electron spin states when the Zeeman splitting in the L QD is
small in the remaining part of this section.
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If the thermal broadening of the lead is smaller than the
Zeeman splitting of the electron spin states kg T, < AE], the
state of the spin qubit can be initialized by tuning the chemical
potential of a nearby lead close to the ||) state of the spin
qubit. When lead-to-dot relaxation occurs, the only possible
state to which the electron can relax from the lead is the ||)
state. Furthermore, single-shot measurement of the electron
spin state can be achieved in a similar manner [60], by tuning
the chemical potential of the lead in such a way so that only
one of the states can tunnel out of the quantum dot to the lead.

As our scheme operates optimally in low magnetic fields
kT, > AE|, the initialization and readout, validating the
efficiency of our scheme, must be done in an alternative way,
via the R QD. The chemical potential of the lead coupled to
the R QD can be tuned between the spin states of the R QD.

After successful initialization of the |R|) state, the spin is
shuttled to the |L|) state, followed by a manipulation of the
spin according to our scheme.

After the manipulation stage, the modification in the current
of a quantum point contact (QPC) near R is monitored. If
the current of the QPC is unchanged, this means that the
manipulation stage did not produce any leakage to the R
quantum dot and that the spin measurement stage can follow. In
the spin measurement stage, states |L| ) and |R) are aligned
in energy one more time. If the electron spin was in the |L )
state, a tunneling event occurs and a nearby QPC modifies its
current accordingly [61,62]. On the other hand, if the electron
spin was in the | L1) state, the current of the QPC would remain
unchanged.

In the case of AE; = AEg (and therefore 7 &~ 7o) and
when AE; < kgT,, the initialization could still be achieved
by waiting a sufficiently long time for the electron spin to
relax to the thermal equilibrium state. However, spin readout
would need to be done with alternative methods, because
both spin eigenstates are energetically allowed to tunnel to
the R QD when |L|) and |R|) are aligned in energy. This
is why we consider the case AE; < AEg to be more likely
to implement in future experiments, and only consider the
influence of nuclear spin noise for this realization.

Errors due to nuclear spins. We model the influence of
nuclear spins as a distribution of the magnetic field in the L
and R quantum dot, centered around the external magnetic
field in the left and the right dot AE;,AEg, with standard
deviations 0 = g upBn, X = gritpBn, where gp(r) is the
electron g factor in the left (right) quantum dot, up is the Bohr
magneton, and By is the root mean square of the distribution of
the nuclear magnetic field [63]. The influence of nuclear spins
on our manipulation scheme can be estimated by averaging the
probabilities of all relevant states over a distribution of nuclear
spins,

_ P _(aEaE e (Fp) -
Po= [[ iz T aanagn. @
00 2T YO

where c = L,R, 0 = 1, |, with the exclusion of the detuned
|R1) state.

In Fig. 4 we show how the nuclear spins influence our
control scheme in the case of no uncertainty of the magnetic
field in the right quantum dot, x = 0. If the random nuclear
field is parallel with the external magnetic field, this gives rise

241301-3
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FIG. 4. Spin manipulation in the presence of nuclear spins.
The parameters of the plot are the Landau-Zener velocity g =
5 x 10%eV/s, the tunnel coupling T = 6.5 ueV, corresponding to
an interdot separation of / = 179 nm (for more information, see
the Supplemental Material [47]), the non-spin-conserving tunnel
coupling to = 0.257, the Zeeman energy in the left quantum dot
AE; =1 peV, the standard deviation in the right quantum dot
x =0, and the g factor in the left quantum dot g; = 1.2 x 1073,
The inset represents occupation of the states in the R quantum dot.

to more leakage into the |R|) state. However, if the random
nuclear field is antiparallel with the external magnetic field,
this gives rise to less leakage into the |R|) state, and these
two effects (less and more leakage to |R)) cancel first order in
AE;.

In Fig. 5 we present the behavior of our control scheme
under an influence of random nuclear spins in both quantum
dots. Other than the already mentioned mechanism of addi-
tional leakage, the uncertainties in the nuclear field in the right
quantum dot (and therefore the position of the level |R|))
lead to reduced maximal probability to occupy the |R ) state
(Fig. 5, inset, dark gray versus green circles). In contrast to
EDSR, we are able to achieve a full transfer of population
between the spin eigenstates, even when the uncertainty in the
energy difference between spin eigenstates is large (Fig. 5,
black open squares and triangles).

An effective nuclear magnetic field of unknown intensity
in the z direction is going to change the instance of time
in which the energy of the state |R) is located between
the energies of the states |L1) and |L|). For a nuclear
magnetic field parallel with the external field, the energy of
the state |R|) is located between the energy of the states |L1)
and |L]) at a time ¢ < 0. In contrast to that, for a nuclear
magnetic field antiparallel with the external field, the energy
of the state |R]) is located between the energies of the states
[L1) and |L|) at a time t > 0. A process such as this is
described with a Gaussian distribution, centered around St
with a standard deviation x = ggrup By, Where gp is the g
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FIG. 5. Spin manipulation in the presence of nuclear spins.
The parameters of the plot are the Landau-Zener velocity g =
5 x 103 eV/s, the tunnel coupling T = 6.5 eV, corresponding to
an interdot separation of / = 179 nm (for more information, see
the Supplemental Material [47]), the non-spin-conserving tunnel
coupling 7o = 0.257, the Zeeman splitting in the left quantum dot
AE; =1 peV,the g factor in the left quantum dot g, = 1.2 x 1073,
and the g factor in the right quantum dot gg = 200g,. The inset
represents occupation of the states in the R quantum dot.

factor in the right quantum dot, gg > g,. This leads to a
reduced maximal value of the occupation of the |R|) state,
without changing the averaged occupation of the |R|,) per unit
time P (T) = f_T;% P, (t)dt/T = const for a large enough
T . Since the nuclear spins do not affect the final probabilities,
our scheme can be operated in the presence of nuclear spin
induced decoherence, as long as the total sweep time (in
our case ~80ns) is shorter than the characteristic time of
nuclear spin evolution (1 ps) [63]. It should be noted that
quasistatic detuning noise yields the same effect as having an
uncertain nuclear spin distribution in the R quantum dot, and
therefore we do not address this issue separately in this Rapid
Communication.

Conclusions and final remarks. To conclude, we have
proposed a method to manipulate a single electron spin by
using Landau-Zener sweeps. Our control method is robust
against the uncertainties of the nuclear field and static charge
noise, and operates without microwaves and without precise
knowledge of the spin resonance condition.

Note added. In the process of preparing this Rapid Com-
munication, we became aware of an article [42] implementing
similar ideas for double quantum dot S — 7' qubits.
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Abstract

We study a superradiant quantum phase transition in the model of triangular molecular magnets
coupled to the electric component of a microwave cavity field. The transition occurs when the
coupling strength exceeds a critical value, d., which, in sharp contrast to the standard two-level
emitters, can be tuned by an external magnetic field. In addition to emitted radiation, the
molecules develop an in-plane electric dipole moment at the transition. We estimate that the
transition can be detected in state-of-the-art microwave cavities if their electric field couples to a

crystal containing a sufficient number of oriented molecules.

Keywords: molecular magnets, quantum optics, quantum computing

(Some figures may appear in colour only in the online journal)

1. Introduction

The superradiant phase of a collection of emitters coupled to
common electromagnetic field mode is characterized by a
finite number of photons in the ground state of the combined
system. In the model of two-level emitters coupled to a single
cavity mode [1-4], the superradiant phase appears when the
emitter-field coupling g exceeds some critical value g, [5, 6].
Theoretical and experimental search for the superradiant
phase transition has included atoms and molecules coupled to
single- and multimode optical cavities, Josephson junction
qubits in microwave resonators, as well as ultracold atoms in
optical traps [7-11].

According to the no-go theorem [12-14], the ground
state of any collection of two-level emitters with dipolar
coupling to a mode of electromagnetic field does not contain
cavity photons. This result seems to render the superradiant
quantum phase transition impossible, and it was extended to

0268-1242/16,/094003+-07$33.00

the case of many electromagnetic field modes and many
levels in Josephson junctions [13, 14]. However, the
superradiant phase transition was predicted to occur in the
interacting emitters as well as in an ensemble of inhomo-
geneously coupled emitters and many modes [7, 15]. It was
indeed observed in ultracold gases [9]. Here, we consider
emission from an ensemble of interacting spins, and we are
not aware of any extension of the no-go theorem that applies
to our case.

Two-level emitters interacting with the quantized
electromagnetic field of resonant cavity are described by the
standard Dicke, Jaynes—Cummings, and Tavis—Cummings
models of quantum optics [2]. Motivated by the spin-electric
coupling of molecular magnets [16], we introduce a new
model for the emitter in a cavity. The emitter degree of
freedom represents the chirality of ground-state spin texture in
a triangular molecular magnet, which interacts with the
molecule’s total spin. A crystal with oriented molecular

© 2016 IOP Publishing Ltd  Printed in the UK
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Figure 1. Geometry of a crystal of molecular magnets in a
microwave cavity and external magnetic field. Electric field of the
cavity mode is in the plane of the molecule (x—y), as shown on the
top panel. External magnetic field B produces the effective fields
b = g, /tgB, which is tilted by the angle v/ from the normal e, to
the plane of the molecules, and lies in the z—x plane. The fields
b(£1/2) form angles 6, ,, with the z-axis, and define quantization
axes of spin, as shown on the bottom left panel and described in the
main text. On the bottom right panels, the effective quantization axes
of the states with energies Ec_s, are illustrated by arrows. The cavity

field induces transitions between the states of equal spins and
different chiralities, represented by the wavy lines. The angle
6 = 0_1/2 — 01/, determines the coupling strength of different
transitions.

magnets in a strip-line cavity is then described by a gen-
eralization of the Dicke model, see figure 1.

Molecular magnets are molecules with strong exchange
interaction and pronounced spin anisotropy in the low-energy
sector. At low energies they can be described as a set of
interacting spins localized at positions of magnetic centers.
The strong anisotropy governs the relaxation from spin-
ordered states so that the transitions occur through quantum
tunneling of magnetization over the anisotropy-induced bar-
rier. In antiferromagnetic triangular molecules, the low energy
states are two doublets of total spin S = 1/2, distinguished
by the chirality of their spin textures C, = £1/2. Symmetry
analysis then leads to the prediction that the transitions
between the states of same spin and different chiralities are
induced by external electric fields in the molecule’s plane.
This transition suggests that the spin order in these molecules
can be manipulated by an external electric fields.

We find that the cavity and molecular magnets can be
driven through the transition by modifying the direction or
intensity of the external magnetic field. The critical coupling
for the transition is magnetic field dependent, due to the
interaction between the spins within the molecules. Spin
interaction makes the ground- and low-energy excited states

coherent superpositions of entangled total spin and chirality
of the spin texture. In molecular magnets [17], the quantum
coherence was crucial for explaining the dynamics of mag-
netization: transitions between the spin states are coherent
processes, and show the interference between transition paths
[18-20] and the Berry phase [21-23]. The superradiant phase
transition would therefore provide a way to study the spin
coherence in the single-molecule magnets. In addition,
observation of the magnetically controllable transition would
prove the existence of spin-electric interaction.

Superradiance, the relaxation of an ensemble of emitters
at a rate proportional to the square of their number, is another
manifestation of coherent coupling of emitters to the quan-
tized cavity field. It was predicted to occur in the molecular
magnets, but the experimental results so far remain incon-
clusive [24-30]. As opposed to superradiance, the super-
radiant phase is a ground state property of the coupled
emitter-cavity system. Therefore, the detection of the super-
radiant phase requires measurement of the static properties of
the coupled emitter-cavity system, and not the following of
the dynamics of relaxation from the excited state.

Control of our predicted superradiant phase transition is
specific for the model of triangular spin-1/2 anti-
ferromagnetic molecular magnets, since it depend on the form
of spin-electric coupling. In addition to the specific form, the
transition requires the interaction of sufficient strength.
Experiments on molecular magnets, like charged Fe{4}
clusters [31], and Mn ions in piezoelectric crystals [32] do
show coupling of spins to electric fields. In these cases the
electric fields modify the spin anisotropy. This interaction
may allow for a similar analysis of electrically driven super-
radiant phase transition, once the details of the spin-electric
interaction are known.

2. Model

At low energy, triangular molecular antiferromagents are
characterized by the total spin, S = Z?:l s;, Where i counts
the spins-1/2 on magnetic centers, and pseudospin-1/2
chirality C, associated with the spin texture, see figure 1. The
components of the chirality are defined in terms of spin
operators as

1
Cx:_5(51'52_252'53"‘53'51), (D
1
Cy=§(S1~Sz—53-sl), )
C——ls-(s X $3) 3)
z 8\/51 2 3)-

The components C, and C, are two-spin operators that, in
analogy with the Pauli spin operators, flip the chirality C,,
which is a three-spin operator [16]. The operators S and C are
independent and satisfy spin commutation relations:
[Si, §i1 = i Sk, [Ciy G = i G, and [S;, ] = 0, where i,
J» and k count the Cartesian components of spin and chirality
[16, 33]. Strong antiferromagnetic exchange between the
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molecular spins constrains the total spin of the molecule to
S = 1/2. This model is valid at the temperatures below the
gap to excited S = 3/2 states, typically of the order of 10 K
in spin triangles [34].

The two degrees of freedom, S and C, couple differently
to external fields: while the spin couples to the magnetic field
via Zeeman term, the chirality couples to E;, the components
of external electric field in the plane of the triangular molecule
[16]. The Hamiltonian of the molecular magnet in external
electric and magnetic fields is [16]

Hiol = zASOCZSZ +b-S+ d()EH - C. 4

The Bohr magneton, i, and the molecular gyromagnetic
ratio, g, are absorbed in the effective magnetic field
b =g, tsB, and we set 7= 1. The zero-field splitting,
Aso, caused by the spin—orbit interaction and with a typical
strength  Ago/(gg) ~ 1T, produces an Ising coupling
between S, and C, with the spin z axis normal to the
molecule’s plane [17, 34]. The chirality interacts with the in-
plane components of the electric field and, through the Ising
coupling, with S, the total spin [16, 33]. The selection rules
for electrically driven transitions in equation (4) are set by the
Dj;, symmetry of the molecule, and read AC, = £1. There-
fore, it is possible to access the transitions that would be
forbidden by the selection rules AS, = +1 which are valid for
the magnetic driving [33].

A crystal of N emitters interacting with a mode of the
resonant cavity is described by

H = He + Y Hoj+ Y.V, ()
j j

where H.,, = wa’a describes the cavity photon, and each
Hy; = 2As0C; . S;; + b - S; describes a molecule interacting
with an external classical magnetic field B. The interaction
terms

Vi=d(a+ a)C ©)

are couplings of molecules to the electric component of
quantized cavity field. The operator a (a") annihilates
(creates) a cavity photon. The coupling constant d = dyE,
includes both the intrinsic single-molecule spin-electric
coupling d, and the in-plane electric field amplitude E,. The
molecules in a crystal lie in parallel planes, so that their spin
quantization axes all point in the same direction [35] that we
label z, see figure 1. Any variation of molecular orientations,
e.g., due to crystal defects, is equivalent to a change in the
effective coupling between the molecular spins and the cavity
photons. We assume that the Zeeman coupling of S to the
magnetic component of the cavity field is weak, as in the
microwave cavities with molecules placed near the maximum
of the electric field amplitude [36], and do not include it in
equation (5).

The non-interacting Hamiltonian, Hy = H.,, + > Hojjs
conserves the number of photons # = a'a , as well as the z-
components of chiralities, C;,. Within each simultaneous
eigenspace of 7i and C; ; it reduces to a spin Hamiltonian

Hoyjpe=nw+b- Sj + 2CASOSj,z’ (N

where n and c are the respective eigenvalues of the operators
i and C; ;. This reduced Hamiltonian is readily diagonalized,
and we find the energies

En,c,s = S|B(C)| + nw (8)

and the eigenstates
n,c,s) =n,c) ®|S-e.=s). 9)

The effective magnetic fields are b(c) = b + 2cAgpe,, with
¢c==1/2, and s = £1/2 denotes the molecule’s spin
projection along e, the direction of effective field b(c).
Explicitly, the molecule’s eigenstates in the C; ;, S; ,; basis are
given by the unitary transformation |n, ¢, s) = |n) ® Ulc, s,),
where U = 3 _ ., R exp (—i 6.S,) P. maps the state |c, s;)
of the molecule with chirality ¢ and spin projection s, to the z-
axis into a state with the same chirality and the spin projection
s = s, along the rotated spin axis (see figure 1). The angles

9¢1/2 are
2¢Aso + bcosyp
Jb2sin? ¢ + (2cAgo + beosi))?

with ¢ and b denoting the polar angle and intensity of the
field b. The operators P. = 2 ¢ C, + 1/2 are projectors to the
states of a given chirality c.

(10)

0. = arccos

3. Rotating wave approximation (RWA)

As opposed to the standard Jaynes—Cummings model in
quantum optics [37], the RWA for a single-molecule magnet
in a cavity cannot be obtained by simply neglecting the terms
proportional to C,a' and C_a, since the chirality interacts with
the spin, which in addition couples to an external magn-
etic field.

To derive the RWA of equation (5) we switch to the
interaction picture, V; (1) = ef'V;e~! with respect to the
terms Hy = 3, Hy; that do not involve the interaction of the
molecule with the cavity electric field. Using the known
eigenvalues and eigenstates of Hy, we find

d i - ,
Vi(t) = = Z el Enes—En—cs)pg (c,s,s")
n,c,s,s’

X |n, ¢, s)(n, —c, §'|(e“a’ + e~ “q ),

a1

where M (c, s, s') = (S; - e. = s|S; - e_. = §’) is the scalar
product of the spins with projections s and s’ on the axes e,
and e .. Explicitly, M (c, s, s) = cos(6/2),
M(£1/2,s, —s) = Fisin(6/2), 6 = 0_1/2 — 01,2, and the
angles 6./, are given in equation (10).

The RWA consists of neglecting the terms in the inter-
action-picture Hamiltonian, equation (11), that oscillate with
frequencies close to molecular transitions wy; ~ |E; — Ej, and
keeping the terms that oscillate slowly, with frequencies close
to the detuning between the transition and the cavity mode. In
this case the fast-oscillating terms average out to zero, and we
can neglect them. The resonant frequencies in our model are
wE = (|b(1/2)] & |b(—1/2)|)/2. We have set the direction
of z axis so that [b(1/2)| > [b(—1/2)].
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Figure 2. The critical couplings in the full RWA (d¢py), in standard
RWAs near  (d.;), and near w; (d.,), as a function of angle with
respect to the normal to molecule’s plane ?, and the intensity b of
the external magnetic field b, respectively. Variations in either v or b
lead the system through the superradiant quantum phase transition
(motion along the arrows switches from d > d. to d < d.). For this
figure, the number of molecules is N = 10°, and the cavity
frequency is the mean of the two resonant frequencies

w = (W + w;)/2 (see text). On the first panel b = 0.9Ag0, and on
the second ¥ = 0.6 rad.

The condition for the validity of the RWA is that the
molecule-cavity coupling constant d is much smaller than the
resonant frequencies, d < wlj,[. In addition, the RWA can
reproduce the standard model of a two-level emitter when the
cavity frequency is tuned close to one of the transitions and
far from the other, e.g., |w — w'| > |w — w™|. This tuning is
possible only when

lwf — wr] > d. (12)
The condition in equation (12) can not be satisfied when
b ~ Agoe,, i.e., when the magnetic field axis is near the
normal to the molecule, and the magnetic field intensity is
comparable to spin-orbit splitting Ago. We will focus on the
case when both resonances have to be taken into account,
either due to the deliberate tuning of the cavity frequency, or
due to violation of equation (12). In this case, the amplitudes
of the resonant transitions vary strongly with the magnetic
field, and we will see that this leads to new effects. When
equation (12) is satisfied, the cavity can be tuned so that the
RWA leads to the Tavis—Cummings model [3, 4], and
consequently to the familiar superradiant phase transition and
a single transition resonant with the cavity, see figure 2. We
will label the critical couplings in approximations that keep a
single transitions as d.i(d.,).

After the removal of the counter-rotating terms and
switching back to the Schrodinger picture, the molecule-
cavity interaction is

Vewa =d ) (a + HT)(COZ—S(SCJ‘J — siné §j, ij)
J

+i(a — ah)(sinf.1Sj, + cosf15;:) Gy (13)

The final Hamiltonian in RWA is Hrwa = Hy + Vrwa, and
it is analogous to the Tavis—Cummings model of two-level
atoms in a resonant cavity. Similarly to the conservation of
the number of excitations in the Tavis—Cummings model,
Hrwa conserves the quantity

Nexe = A + Z(l + 5/’,1 + 26}',15/’,2)9
J

(14)

where Sj = US;U f, with U defined above equation (10). We
interpret N... as the conserved number of excitations by
counting molecules in the state |c, s) = |1/2, —1/2) as zero
excitations, molecules in the states |—1/2, +1/2) as one
excitation, molecules in the state |1/2, 1/2) as two excita-
tions, and each cavity photon as one excitation. We choose an
additive constant so that N, = 0 corresponds to all the
molecules in the state |1/2, —1/2) and no photons in the
cavity.

4. Superradiant quantum phase transition

We study the superradiant phase transition in the rotating
wave and mean-field approximations. This amounts to sub-
stituting photon annihilation(creation) operator a(a®) by their
expectation value (a)(a)*) in Hgrwa, thus neglecting any
quantum fluctuations. This approximation is valid for large
photon numbers, n > 1. The mean-field energy, Fyr((a)) is
the ground state energy of

Hywa({a)) = wl{a)? + > Ho; + Vrwa((a)).
J

s)

We find that Eyg({a)) is independent of the phase of (a),
which we set to be real in further discussion. The mean-field
value of the annihilation operator, (a)yr is, by the self-
consistency condition, the value of (a) for which Eyr ((a)) is
at a minimum. Similarly, the mean field state of the molecules
is the ground state of Hwa ({(a)mp). Without RWA, the phase
of (a)ur is set by the minimization requirement so that the
quantity is real [38].

When the cavity is decoupled from the molecules, d = 0,
the system is in the normal state, and (a)yr = 0. The
superradiant phase transition means the appearance of
(a)mr > 0 for coupling strength larger than the critical value,
d > d.. We analytically determine the critical coupling d.
from the properties of Eyg({a)). In the absence of photons,
Eyvr(0) is a finite ground state energy of N molecules in the
ground state. For large photon numbers, the energy is domi-
nated by the free photon term, and therefore diverges,
limy4) o0 Emp = 00. Furthermore, since Eyr((a)) explicitly
depends only on the square of its argument,
8<a>EMF|<a>:0 = 0. We determine the critical coupling as the
smallest value of d for which (‘3(2@ Evr (@) |ay=0 < 0.
Together with the limiting values and the zero derivative at
zero, this condition guarantees the existence of a minimum for
the mean-field energy that is lower than Eyr (0) at some finite
value of (a).

The procedure of minimization applied to Hpwa,
equation (15), and using the RWA potential with both
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Figure 3. Response of molecules and cavity field to the changes in
direction 1) (first panel) and intensity b (second panel) of the external
magnetic field b. At the superradiant transition, the mean-field value
of the photon annihilation operator (a)ur becomes nonzero (upper
panels). At the same value of b, an in-plane electric polarization
o(C,) appears, signaling the superradiant phase. The magnetization
normal to the molecule’s plane (S,) shows a more rapid change
with b then in the normal state. System parameters are the same as in
figure 2, and d = 6 x 1073Ag0.

resonances, equation (13) gives the critical coupling

SwAsob

e = N[E (%) + 5(—%)0056] ‘

This b-dependent d gy is one of our main results, figure 2.
The dependence is due to both the modification of the energy
levels of Hy, and to modification of the coupling constants for
transitions through spin-overlap terms in equation (13). The
result, equation (16) clearly can not be explained by the usual
RWA at either of the resonant frequencies, as illustrated in
figure 2. The value of (a)yp grows as (a)mp x /d — d,. for
d > d., and (a)yp x ~/N. We note that the mean-field
approximation can be applied to the Hamiltonian equation (5)
without the RWA, predicting the superradiant phase transition
with the critical coupling scaled by a factor of 2 form the
value in equation (16). The dependence of d. on b allows for
a controllable superradiant phase transition. Changes in d,,
given by equation (16), can lead the system into or out of the
superradiant phase, see figure 2. The measurement of the
escaping radiation as done, for example, by using input—
output theory [39], would then serve as a signature of
superradiant state [9, 40-42]. Turning the tables, identifying
the superradiant phase transition would allow to extract the
value of the spin-electric coupling constant.

The quantum properties of escaping light can not be
determined in the mean-field theory, since we assume that the
radiation is in a specific classical state described by the
expectation value (a)yr. However, in the superradiant phase
of the Dicke model, the emitted radiation is nonclassical in
the sense that is cannot be described by a positive-definite
probability distribution function [43]. We expect that there are

(16)

quantum correlations of emitted light from our system, but
their evaluation is beyond the scope of this work.

In addition to the nonzero photon occupation of the
cavity mode, see figure 3, the transition is characterized by a
change in the expectation value of the chirality. For d < d,
the molecules are in the state with C;, = —1/2, with zero
expectation values of Cj (). After the transition, for d > d.,
the in-plane components of chirality have nonzero expecta-
tion value, i.e., (C;,) = 0 in our model. The fact that only the
Xx-components gets a finite expectation value comes from our
phase convention for (a), and the form of the interaction with
the electric fields [38]. The molecules develop electric dipole
moments for d > d., and the transition can be detected by the
electric response, for example by measuring the spin-electric
susceptibility [33], as well as by the emitted radiation, lower
panels of figure 3.

5. Experimental requirements

The detection of the controllable superradiant phase transition
is possible in an experiment that would monitor the escaping
radiation or the electric response of the molecular magnets
coupled to a cavity, as they are driven through the transition
by a change in external magnetic field. The transition occurs
when dyE, > d., see equation (16), and the controllable
transition can be achieved for large electric field amplitude E,
and strong molecular spin-electric coupling dy. The critical
coupling strength diminishes with the increasing number of
molecules, d. o< N~'/2. Other parameters that influence d, are
the strength of the magnetic field required for control and the
cavity frequency. Both are set by the zero-field splitting of the
molecular magnet, Ago ~ gugB ~ /w. The typical value of
zero-field splitting in triangular molecular antiferromagnets
[34, 44] is Ago ~ 1 K - kg. Therefore, the relevant resonant
frequencies lie in the microwave range,
f=w/@2n) ~ 15GHz, and the external magnetic fields
needed for control are B ~ 1 T.

We take the estimate for the value of the molecular spin-
electric coupling constant, dy ~ 107*|eR,|, where R, is the
distance between the magnetic centers in the molecule from
the ab-initio work [45, 46]. The corresponding numerical
value of the dipole moment is dy ~ 10732 Cm. Assuming the
electric field amplitude E, = //w/c;V, where ¢ is the
resonator capacitance per unit length, and V is the mode
volume, we estimate that E, ~ 100 V/m is achievable in
narrow strip-line cavities [47], giving d = dyE, ~ 1071 eV.
Under these conditions, the controllable superradiant phase
transition will occur if the crystal coupled to the cavity
electric field contains N > N, ~ 10" molecular magnets.
Spin ensembles of comparable effective volume were coupled
to microwaves by placing them on top of the resonators
[48-50].

Coupling such a large number of molecules to a resonant
cavity requires very dense crystals, with the intermolecular
distances about 20 times shorter than typical 1 nm, i.e., the
critical density n, is four orders of magnitude too large. There
are two molecular parameters that can be manipulated to relax
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this requirement, the zero-field splitting, Agq, and the intrinsic
spin-electric coupling strength of a single molecule, d.
Estimating the cavity electric field from a single photon
energy in the mode volume implies E, « ~/w. Taking into
account that the control magnetic field, b, the effective fields,
b(41/2), and the resonant frequency, w, all scale with Agp,
equation (16) implies

7)

Triangular molecular magnets come in great variety, and the
chemical alteration of their composition gives access to many
spin Hamiltonians at low energies. The zero field splitting can
be as low as Ago ~ 3 x 1072 K, and potentially even lower
[51], with the values in V5, Feg, and Cuz complexes in the
range 1072 -1 K [35, 51-55]. Modification of the intrinsic
spin-electric coupling, dy, can reduce the critical density even
more. Since ne < dy 2 and increase in dy does not affect any
other experimental parameter, searching for the molecules
with large d, may be the right way to achieve the proposed
controllable superradiant phase transition in a laboratory. An
increase in dy by a factor of 100 from the numerically
predicted value [45, 46] would bring the critical density to the
value of 1 nm—3,

The magnetic field dependent critical coupling,
equation (16), is found in the model that assumes an ideal
cavity, zero temperature, and validity of the mean-field
approach. The constraints for the realistic experiments are less
stringent. The superradiant phase appears in the system’s
ground state which is predominantly occupied at temperatures
lower than the first molecule’s excitation,
T <« Ago/kg ~ 1 K. The time scale of relaxation to the
superradiant ground state is given by the spin relaxation time
of the molecular magnet, which can be as long as a micro-
second [44]. This time should be longer than the Rabi time of
the collective coupling between the molecules and the field
mode, i.e. there should be many Rabi oscillations before the
spins relax. For N > N, this requirement is satisfied due to
scaling of the Rabi frequency. In addition, the cavity decay
time should be longer than the spin decay time, which would
require the cavity Q-factor of the order Q ~ 105-10° for long
spin coherence times of 7, ~ 1 us, and less stringent
QO ~ 10*-10* for 7, ~ 10ns. In superconducting stripline
cavities, the external magnetic field of the order of 1 T would
reduce the Q-factor, unless the field lies in the plane of the
strips. There is a geometry that allows for the variation of the
angle 1) between the magnetic field b and the normal to tri-
angles while keeping b in the plane of the superconductors. In
this geometry, the triangles should lie in the plane normal to
the axis of the strips. Further enhancement of Q-factor is
possible by resonator engineering [56].

As a matter of principle, it is not necessary to use the
stripline cavities, and any microwave resonator with large
regions of significant electric field and sufficient Q-factor can
support the superradiant phase transition. Manipulation of the
electric field amplitude of the cavity mode and choosing a
shape that can accommodate many molecules can be an

efficient way to reach the required coupling strength, since
N, x E 2 Therefore, 3D cavities can also be used.

The disorder in the molecule’s energies due to imper-
fections of the crystal may bring some of the molecules out of
resonance and reduce the effective NV below the total number
of molecules. However, the superradiant effect also sup-
presses such inhomogeneous broadening [57-59]. When the
collective coupling of many emitters exceeds the bandwidth
of their ensemble, the broadening vanishes altogether so that
even far off-resonant molecules interact strongly with the field
mode. This allows one to increase the number of active
emitters in the cavity in realistic devices.

6. Conclusions

We have introduced a model of a crystal of single-molecule
triangular antiferromagnets interacting with an external clas-
sical homogeneous magnetic field and the electric component
of a quantized cavity field. The model shows a superradiant
quantum phase transition with the critical coupling tunable by
applied magnetic field. The strong coupling regime is char-
acterized by nonzero mean photon number and electric dipole
moment in the triangle plane. With state-of-the-art cavities
and current estimates of spin-electric coupling strength, the
tunable transition is achievable for 10" molecules coupled to
the cavity. This value can be reduced by choosing the
molecules with weak zero-field splitting Ago and strong
intrinsic spin-electric coupling d,. Observation of the pre-
dicted transition and its magnetic field dependence can serve
as a probe of spin-electric interaction. While our models
describes triangular single-molecule magnets, it can be
extended in order to study of other emitters described by
entangled discrete degrees of freedom.
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Stark differences in charge transport properties between the interior and the boundary regions
of grains in an undoped BiFeOs thin film have been found. The material is ferroelectric

and each grain is a single domain. A spatial resolution that distinguishes between the grain
interior and the boundary between the grains has been achieved by using piezoelectric force
microscopy and conductive atomic force microscopy measurements. The local electric
properties, as well as the local band gap show hysteresis only when probed in the grain
interior, but do not show hysteresis when probed in the region around the boundary between
two grains. The leakage current is more pronounced at the grain boundaries, and the region
that carries significant current increases with the applied voltage.

Keywords: multiferroics, thin films, electrical properties, grain boundaries,

scanning probe microscopy
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(Some figures may appear in colour only in the online journal)

1. Introduction

Multiferroic materials exhibit at least two ferroic properties
among magnetic, electric, and elastic responses. Simultaneous
presence of at least two hysteretic responses and interac-
tion between the associated orders has spurred interest in the
mechanisms that govern the phase transitions in multiferroics
[1-3]. The explanation of the multiferroic order remains an
interesting open problem of condensed matter physics. A
pair of ferroic properties causes nonlinear and nonstandard
responses, e.g. a material will produce electric polarization
when exposed to an external magnetic field. Such responses
make the multiferroics interesting from a practical point of
view by allowing for novel forms of control. The most sought-
after applications of multiferroics are electrically controlled
magnetic memories [4], and emerging spintronic devices
based on the simultaneous use of electric polarization, based
on the orbital order, and magnetization, based on the spin
order [2, 5].

0022-3727/16/045309+9$33.00

The properties of multiferroic materials structured at the
nanoscale can be drastically different from the corresponding
properties of the bulk. Integration of materials into current
semiconductor technology requires fabrication and struc-
turing of thin films, leading to the interest in variation of the
material properties with the nanoscale structure, as well as to
the development of methods for their synthesis [6, 7]. In addi-
tion to reduced dimension, the thin films often show granular
structure on the characteristic length scale of the order of
10nm. Details of the grain structure contribute to the variation
of the properties of both the material and the devices.

One of the most well-known multiferroic materials is the
bismuth ferrite (BiFeO3). It shows high critical temperatures,
both for the ferroelectric ordering below 1104 K [8] and the
antiferromagnetic ordering below 643 K [9]. The interest in
BiFeOj; stems from the possibility of having all the techno-
logically desirable properties of multiferroics at and above the
room temperature. A major obstacle for the applications of
BiFeOs is the existence of relatively large leakage currents

© 2016 IOP Publishing Ltd  Printed in the UK
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which severely limit the electric fields that a material can sus-
tain. The leakage currents have been explained by the exist-
ence of charge defects, for example the oxygen and bismuth
vacancies [10]. Attempts at minimizing the leakage currents
in BiFeOj thin films drive the interest in their electronic
transport properties and their modification either by doping
[11-14] or by modifying the conditions of film growth [15, 16].

The properties of multiferroic BiFeO3 granular thin film
strongly depend on the grain size. The Neel temperature was
shown to correlate with the volume of the grains which affects
the polar displacements of cations and changes in polarization
[17]. The mechanical properties also depend on the grain size
[18]. Therefore, the regions in proximity to the grain bounda-
ries may play an important role in determining the material
properties.

We have studied a film of an undoped, single crystallo-
graphic phase, BiFeOs;. The film has been produced by sol—-gel
spin coating. The film has shown granular structure, and we
have probed the variation of the electronic properties on the
spatial scale commensurate with the grain size. Our film did not
have any holes and all the measured grains lied on the top of the
film, and not on the substrate. The variation at probed length
scale are therefore properties of the grain morphology and inde-
pendent of the thickness or large-scale roughness of the film.

In our measurements, the local electric properties of the
film have varied on two characteristic length scales, cor-
responding to the sizes of grains and boundary regions. In
scanning probe measurements, we have found mild variations
between the interiors of different grains when probing their
band structure. On the other hand, the differences between the
grain interiors and the grain boundaries have been drastic. We
have measured the local electric properties of the BiFeOs; film
across the grain boundary, and have found that the boundary
regions differ from the grain interior in the density of states,
charge transport mechanism, and the absence of hysteresis in
the I-V curves. Remarkably, all the measured properties have
shown a hysteresis when measured in the grain interior, but
there were no sings of hysteresis when probed at the boundary.

2. Experimental procedure

BiFeO; thin film was prepared via the sol-gel spin coating
method. The details of preparation are presented in the sup-
plementary  material  (stacks.iop.org/JPhysD/49/045309/
mmedia).

Structural characterization was carried out using x-ray dif-
fraction (XRD) with Cu—Ka radiation on a Rigaku Ultima IV
diffractometer (20 = 20°-60°). Raman spectroscopy was used
to study the vibrational properties of BiFeOj thin film. Micro-
Raman spectra were collected using a Jobin Yvon T64000
spectrometer with a liquid-nitrogen-cooled CCD camera.

The morphology and phenomena at short length scales were
recorded by atomic force microscopy (AFM). AFM imaging
was performed using tapping mode on NT-MDT system
Ntegra Prima and silicon NSGO1 probes with the tip curvature
radius of 6 nm. The phase lag of the cantilever oscillation was
recorded simultaneously with the topography image.

We have investigated the electromechanical response
of our sample by piezoresponse force microscopy (PFM).
During PFM measurements, an AC bias with the amplitude of
10V and frequency of 150kHz has been applied between the
tip and the substrate on which the BiFeOs film is grown. PEFM
measurements were done using TiN coated NSGO1 probes
with a tip curvature radius of 35nm, a typical force constant
of 5.1 N m~'and typical resonant frequency of 150kHz. The
conductive tip was scanning the surface of the sample in con-
tact mode while AC bias was applied to the tip. The AC bias
was inducing the contraction and expansion of the sample,
and these changes of the shape were monitored by the tip
deflection. This local piezoelectricity of BiFeOs thin film was
recorded in out-of-plane and in-plane polarization.

The local electrical conductivity of a BiFeOs film was
probed by conductive atomic force microscopy (C-AFM).
During C-AFM measurements, a DC bias voltage (from +2
to +6 volts) was applied between the tip and the substrate.
Surface topography and current maps were obtained simul-
taneously by using a conducting probe in contact with the
sample. The measurements were performed with the DCP20
probe of a nominal curvature radius of 50-70nm and typical
force constant of 48 N m~!. In the same mode, the electrical
measurements of current-voltage (I-V) characteristics were
recorded in the bias voltage range from —10V to +-10V. The
I-V curves were measured using C-AFM at the points within
the grain interior and at the points on the grain boundary. We
have determined the band gap value of BiFeO3 film according
to the same procedure as in references [20-22]. Thus, we have
measured the local density of states and the local band gap in
BiFeOs; film using C-AFM. At each point we have repeated
the measurements a few times, and therefore proved the repro-
ducibility. Differential conductance spectra were obtained
by averaging and differentiating five current-voltage curves
measured on an individual grain of BiFeOs; film. All AFM
measurements were performed at ambient conditions (room
temperature and air atmosphere).

3. Results and discussion

The crystallographic phase and structure of our sample have
been determined by XRD. The XRD pattern of the BiFeOj3
thin film is shown in figure 1(a). The XRD peaks of BiFeO;
film with a rhombohedrally distorted BiFeO3 perovskite struc-
ture, belonging to the R3c space group have been indexed. No
peaks originating from the secondary phase were observed.
The absence of the impurity phase signal from XRD mea-
surement does not imply that the sample itself is ultra pure.
However, it does imply that there are no regions of impurity
phase of appreciable size. From the Williamson—Hall plot
[19], we have estimated the grain size in our film to ~38nm
and the microstrain to ~0.3%, as shown in figure 1(b). The dif-
fraction peaks corresponding to the perovskite structure have
been clearly observed. Figure 1(c) shows the histogram of
the grain size distribution from the AFM measurement of the
BiFeOs; film. Raman spectrum of BiFeO; film has confirmed
the rhombohedrally distorted structure without the presence
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Figure 1. (a) X-ray diffraction pattern of the BiFeO; film fabricated by the sol-gel method, (b) Williamson—Hall plot for BiFeOs; film
with calculated crystallite size and strain, and (c) histogram of grain size distribution of BiFeOs3 film obtained from AFM image (see
supplementary material (stacks.iop.org/JPhysD/49/045309/mmedia)).
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Figure 2. Topography (a) and out-of-plane PFM magnitude (c), topography (b) and in-plane PFM magnitude (d), showing the polarization
components of BiFeO; film. The grains, visible on the topography images (a) and (b), correspond to the ferroelectric domain captured by
the PFM magnitudes in (c) and (d).
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Figure 3. Representative differential conductance spectra measured
on interior points of three different grains on BiFeO; film. Arrow
shows the averaged band gap value. The corresponding I-V curves
are shown in the inset in a wider voltage range, from —4 to 4 V.

of secondary phase. Raman scattering spectrum of the BiFeO3
film is presented in supplementary material (stacks.iop.org/
JPhysD/49/045309/mmedia).

Ferroelectric domains occur when the minimization of the
electrostatic and elastic energy favors an inhomogeneous dis-
tribution in a material with unsaturated bulk electric polariza-
tion. The domain shapes and sizes are governed by various
stresses that appear in the process of thin film growth [23, 24].
The granular structure of the BiFeOs film is dictated by lat-
tice, morphology and thermal expansion coefficient mis-
match between the BiFeOs5 film and the substrate [25, 26],
the film thickness, and the temperature [27]. We have meas-
ured the polarization domains in the film, and found that they
change on the characteristic length scale of ~40nm. We have
measured both the out-of-plane and the in-plane polarization,
based on normal and lateral deflection of the AFM cantilevers
during PFM measurements (figures 2(c) and (d)). Therefore,
we have identified both the in-plane and out-of-plane polari-
zation components. Comparison with the sample topography,
figures 2(a) and (b), has shown that the domain boundaries
coincide with the grain boundaries. Therefore, each grain in
the film has been a single-domain particle. This kind of the
domain distribution is characteristic for the small grains, while
larger grains generically show a multi-domain structure [24].
In our film, we could not identify any multi-domain grains.

Knowledge of the charge transport mechanism is essential
in the design of memory devices based on BiFeOs film. The
granular film contains rough surfaces that cause an inhomo-
geneous behavior of conductivity [28]. We have investigated
the spatial distribution of the density of states and of the band
gap. We have achieved high resolution by measuring the I-V
characteristics locally using C-AFM, and by extracting the
corresponding differential conductances.

Figure 3 shows the characteristic spectra of local differen-
tial conductance as a function of voltage. The measurements
have been performed on interior points of different grains, far
away from any boundaries with the neighboring grains. The
density of states has varied slightly between the grains. The
estimated band gap is E; = 3.0 £ 0.2 eV, in agreement with
the optical measurements [29—31]. Conduction at negative bias
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Figure 4. (a) Schottky thermionic emission plot, In(J) versus V2
and (b) Fowler—Nordheim plot, In(J/V?) versus 1/V at positive bias
curves of the grain interior (left scale) and grain boundary (right
scale) of the BiFeO; film.

voltages corresponds to the states in the valence band, while
the conduction at the positive bias corresponds to the states in
the conduction band. The flat plateau around zero voltage rep-
resents the band gap. These results show that the grain interiors
are very similar, even though the grain’s immediate surround-
ings vary. Therefore, we claim that the properties at the length
scale of the grain size are not influenced by the distant regions
of the film, and therefore should not depend on the film thick-
ness, as long as it is larger than the grain dimension.

We have observed a difference between the grain boundary
and the grain interior in the local measurements of the cur-
rent as a function of bias voltage. In the resulting I-V curves
the conduction has been higher at the boundary. Conduction
through semiconductor heterostructures is well researched,
and various transport mechanisms have been proposed and
observed [32, 33]. In our case, the distribution of electric polar-
ization (see figure 2), and the typical gap sizes (see figure 3),
suggest that the interior of the grain behaves as a semicon-
ductor of fairly large band gap, ~ 3 eV. In the grain interior,
the transport has been consistent with the tunneling through a
barrier, either via Schottky or Fowler—Nordheim mechanism
[32-34]. We have fitted the -V curves in the spatial region
of the grain interior, and in the voltage region V > 2V, to the
predictions of the tunneling transport theory. Up to Va5V,
the Schottky mechanism of thermal excitations across the
barrier explains the observed behavior. At larger voltages,
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Figure 5. (a) Topography and ((b)—(f)) current maps (C-AFM images) according to bias voltages V = 2, 3, 4, 5, 6 V respectively. Bright
regions means higher current. Notice the enhanced conductivity at grain boundaries and no conductivity regions in the grains interior.
Bright line indicates the places between two grains where we have measured the current as a function of the position (shown in figure 6).

the results are consistent with the Fowler—Nordheim mecha-
nism. Figure 4(a) shows the plot of In(J) versus V!/> measured
at various points in the BiFeOs; film in the voltage range from
2 to 5V. For the leakage current governed by the tunneling,
In(J/V?) versus 1/V plot shows linearity for bias voltage well
bellow the gap, i.e. V < 2V (figure 4(b)), as we have observed
in our film. At low fields, V < 1.5V the grain interior has
shown a plain Ohmic behavior (see supplementary material
(stacks.iop.org/JPhysD/49/045309/mmedia)). As opposed to
the grain interior, I-V curves of the grain boundary have not
followed any standard transport model.

The local current distributions and the I-V characteristic
of the BiFeOj; film have been studied by the C-AFM. Current
maps (C-AFM images) and topography images have been
probed in the same spatial region of the sample. In C-AFM
images, figure 5, the bright parts are conducting regions, while
the dark regions are non-conducting. From the morphological
and PFM measurements we have found that the BiFeOs3 film
is inhomogeneous. A difference in electric transport proper-
ties between the grain interior and its boundary can appear for
several reasons. Due to the different crystal orientation of the
grains and the possible strain between the grains, the polariza-
tions of neighboring grains are not equal and generically point
in different directions. Furthermore, different polarizations
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C
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Figure 6. The current profiles of cross-sectional analysis along the
bright solid line in figure 5.

of the neighboring grains cause strong electric fields in the
region of the boundary between the grains. A similar phenom-
enon was observed in HoMnO; [35].

Our measurements have demonstrated that the local con-
duction pathways of the BiFeOj film coincide with the grain
boundaries, while the interior of the grains remain insulating
[36], as indicated in figure 5, and consistent with the meas-
urements on the interior points of various grains, presented
in figure 3. The charge transport of BiFeO; film has been
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Figure 7. (a) Topography, (b) C-AFM image with line across the grain boundary, (c) I-V characteristics for 11-points across grain
boundary and (d) behavior of the band gap as a function of the position of the grain boundary.
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Figure 8. Dramatic I-V hysteresis in the grain interior (heavy line)
and the absence of the hysteresis in the grain boundaries (thin line)
of the BiFeOs film. In the inset, the width of the hysteresis curve
(w) is shown as a function of the position across the grain boundary.
Solid line in the inset is a guide to the eye.

investigated at different applied bias voltages, both slightly
smaller and larger than the band gap. Topography image
(figure 5(a)) and the corresponding C-AFM images at bias
voltage ranged from 2 to 6V (figures 5(b)—(f)) have confirmed
high correlation between the granular structure of the film and
the shape of the conduction pathways. Under low bias volt-
ages, narrow charge transport pathways form (figures 5(b) and
(c)) at the places that are low in the topographic image of the
film, and are barely visible. As the bias voltage increases, both
the width of the conduction pathways and the intensity of the
current that flows through them increases.

The evolution of the conduction pathways with the
increasing bias voltage is shown in figure 6. The current
through the film has been measured at the points that lie both
near the grain boundaries and deep within the grain, along
line that crosses the grain boundary at the right angle. The
measurements were repeated for various bias voltages. The
geometry is indicated by the bright solid line in figures 5(b)—(e).
With the increase of the bias voltage, the conduction path
broadens. Initial broadening is slow, the currents are weak,
and the path is narrow as long as the bias voltage is below the
band gap. At the bias voltage of about 4V, which is larger than
the band gap, the path suddenly broadens dramatically, and the
local currents increase. At such high biases, the interior of the
grain also begins to conduct. Similar behavior was previously
observed in doped BiFeOs; film [28].

In order to better understand the microscopic charge trans-
port process in the grain boundaries, we have measured the
I-V characteristics across the grain boundary and observed the
changes in the conduction. A pair of particularly large grains
and the boundary between them have been chosen, so that we
can reach a relatively high spatial resolution when compared
to the dimensions of the grains. Figure 7 shows topography
(a) and C-AFM image (b) under the 4V bias with a line across
the grain boundary and 11 points on it. The I-V characteristics
taken at these points are shown in figure 7(c). As a general
trend, the grain boundaries have almost Ohmic behavior, but
at the point in the grain interior, the I-V characteristics are
typical of semiconductors. Figure 7(d) shows the evolution of
the band gap across the grain boundary. We have found the
band gap of about 3.2eV on the grain interior, consistent with
the measurements on other grains, see figure 3. As the probe
approaches the boundary, the band gap narrows down. At the
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Figure 9. (a) C-AFM image with 3 lines across grain boundary and ((b)—(d)) center of band gap across lines 1, 2, and 3 in the C-AFM

image. Solid lines are a guide to the eye.

three points located at the grain boundary (5, 6, and 7) the
band gap is very narrow, and the material behaves similarly
to a conductor. The fact that we do not find the band gap to
be constant across the sample suggests that, at the level of
single grains, the film is not homogeneous with well-defined
and constant band structure throughout the sample.

The hysteretic dependence of polarization on the external
electric field is well known in bulk ferroelectric BiFeOs. The
hysteretic phenomena are necessary for the applications of
BiFeO; films in memory devices. Reorganization of charge
associated with the variation of electric polarization causes
strong internal fields in the sample, and we may expect similar
hysteretic behavior in the quantities related to the charge trans-
port. The I-V characteristics and the phenomenon of resistive
switching in polycrystalline thin films shows some signatures
of the hysteresis [37-39]. However, the hysteresis of electric
polarization in the electric field exists only in insulators, whereas
the conductors cannot support the electric fields in the interior.
We have studied the local hysteresis in the [-V curves, and have
probed both the region where the grain is insulating, i.e. the
grain interior, and the region where the grain is conductive, i.e.
the grain boundary. We have defined the hysteresis width, w,
as the difference of voltage that produces a 10 nA current in
forward- and backward voltage sweep, see figure 8. The hys-
teresis width vanishes at the grain boundary, and turns on in the
interior with the characteristic length scale of 50nm, see inset
of figure 8. The measured points are presented in figure 7(b).
Figure 8 shows the I-V curves in the forward and backward
sweep at the grain interior (thick line) and at the grain boundary
(thin line). Note that the typical grain diameter is 40 nm.

The bulk BiFeO5 shows both the ferroelectric and the anti-
ferromagnetic order. Both orders are characterized by hyster-
etic response to external fields. We have found the hysteresis
in conductivity in the interior of the grain, but not at the grain
boundary (see figure 8). Another property of the grain that can
be studied locally is the density of states. We have measured
the local density of states across the grain boundary and have
found, again, the hysteretic behavior within the grain interior,
but not on the boundary. We have chosen the center of the
band gap as a representative quantity that describes the band
structure. The definition of the center of band gap is illustrated
graphically in the supplementary material (stacks.iop.org/
JPhysD/49/045309/mmedia). In a series of C-AFM measure-
ments, we have measured the density of states in a forward-
and backward voltage sweeps at a set of points that extends
across the grain boundary.

Figure 9(a) shows a C-AFM image of grain boundary.
Within this region, we have recorded 11 I-V curves through
three different lines (see picture). Three representative lines
(1-3) across the leakage current pathways of different widths
are selected for detailed study of the local density of states.
The center of flat plateau in the I-V characteristics is defined
as the center of the band gap. Figures 9(b)—(d) show the poten-
tial at the band gap centers, V., across marked lines 1-3 in
figure 9(a).

The density of states is hysteretic, and the center of the band
gap is hysteretic within the grain, but not within the boundary
layer, see figure 9. The motion of the center of the band gap,
V., as the probe position x moves in real space across the grain
boundary is more pronounced in the backward voltage sweeps,
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and less in the forward ones. The local hysteresis is manifested
by the difference in the positions of the band gap centers as
measured in the forward- and backward voltage sweeps while
the position of the probe within the sample is kept fixed.
Comparison of the V,.(x) curves from the figures 9(b)-(d) with
the image of conductivity obtained by C-AFM shows that the
narrower boundary region as defined by conductivity (figure
9(a)) also implies a narrower region with the absent hysteresis
in V.(x) (figures 9(b)—(d)). Note, however that the boundary
region as would naively be defined from /(V) is much narrower
than the absence of hysteresis would imply.

In thin BiFeO; films, a similar shift of the band gap
was observed at the ferroelectric domain boundaries [40].
Discontinuity in polarization and the consequent charge
accumulation on the surface causes potential discontinuity
and moves the band gap. Such a potential difference should
enhance the electrical conductivity by causing carriers in the
material to accumulate at the domain wall to screen the polar-
ization discontinuity [41, 42]. In our sample, the grains are
single domains, see above, and a similar charge accumulation
appears at the boundaries between the grains.

4. Conclusions

We have observed a difference in electrical properties between
the grain interior and the grain boundary in BiFeOj3 thin film
obtained by sol-gel spin coating process. Leakage current
was more pronounced at the grain boundaries. The onset of
large leakage current with the increasing bias voltage happens
as the region of large conductivity expands from the grain
boundaries towards the grain interiors. The leakage mecha-
nism in grain interior have been identified with Schottky
and Fowler—Nordheim processes, while the leakage current
through the grain boundaries does not appear to be dominated
by any standard mechanism of conduction. In the measurement
with the local probes, we have also found that the band gap
varies slightly among the different grains, but varies strongly
between the grain boundary and the grain interior. In the grain
interior, we have observed hysteresis in various properties of
the material connected to the charge transport. The shape of
the density of states is itself hysteretic. As a consequence, the
conductivity as a function of slowly varying voltage is also
hysteretic. As opposed to the grain interior, no hysteresis was
observed with the local probe at the grain boundary.
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Chapter 11
Molecular Magnets for Quantum Information
Processing

Kevin van Hoogdalem, Dimitrije Stepanenko, and Daniel Loss

Abstract In this chapter we will examine the possibility of utilizing molecular
magnets for quantum information processing purposes. We start by giving a brief
introduction into quantum computing, and highlight the fundamental differences
between classical- and quantum computing. We will introduce the five DiVincenzo
criteria for successful physical implementation of a quantum computer, and will use
these criteria as a guideline for the remainder of the chapter. We will discuss how
one can utilize the spin degrees of freedom in molecular magnets for quantum com-
putation, and introduce the associated ways of controlling the state of the qubit. In
this part we will focus mainly on the spin-electric effect, which makes it possible to
control the quantum states of spin in molecular magnets by electric means. We will
discuss ways to couple the quantum state of two molecular magnets. Next, we will
identify and discuss the different decoherence mechanisms that play a role in molec-
ular magnets. We will show that one of the advantages of using molecular magnets
as qubits is that it is possible to use degrees of freedom that are more robust against
decoherence than those in more traditional qubits. We briefly discuss preparation
and read-out of qubit states. Finally, we discuss a proposal to implement Grover’s
algorithm using molecular magnets.

11.1 Introduction

Conceptually, a computer is a device that takes an input and manipulates it using
a predetermined set of deterministic rules to compute a certain output. Both input
and output are defined in terms of bits, classical physical systems which can be in
one of two different states. These states are typically denoted O and 1. The set of
rules that a computer uses for a computation, also named the algorithm, can be de-
scribed by a set of gates. A simple example of a gate is the one-bit NOT-gate, which
gives a 1 as output when the input is 0, and vice versa. An example of a two-bit
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gate is the NAND-gate, which gives a 0 as output only if both the input bits are 1,
and yields a 1 otherwise. Interestingly, it can be shown that any classical algorithm
can be implemented using a combination of NAND-gates only. However, this com-
pleteness theorem does not state anything about the time in which a certain problem
can be solved. Instead, such questions belong to the field of computational com-
plexity theory [1]. A large class of problems, called NP, contains all the problems
for which a candidate solution can be checked in polynomial time. In contrast, the
class of problems that can be solved in polynomial time is called P. Whether P is a
strict subset of NP is one of the great open problems in mathematics. It is widely
believed that there are problems in the difference between P and NP. Some of the
candidates were shown to be solvable using a quantum computer, but an efficient
solution on a classical computer is unknown. This inability of a classical computer
to solve certain problems efficiently is one of the main driving forces behind the
study of quantum computation. Heuristically one might argue that, since classical
computers are governed by Newtonian mechanics—which is only valid in certain
limits of the underlying quantum theory—a quantum computer must have compu-
tational power which is at least the same as, and hopefully greater than, that of a
classical computer [2]. Different algorithms exist that support the claim that a quan-
tum computer is inherently more powerful than a classical computer. Among these
are Deutsch-Jozsa’s [3, 4], Grover’s [5], and Shor’s algorithm [6].

Besides being interesting from this pragmatic point of view, quantum computing
is also of fundamental importance in the fields of information theory and computer
science. The fact that quantum mechanics plays a role in information theory be-
comes clear when one realizes that abstract information is always embedded in a
physical system, and is therefore governed by physical laws. This was made explicit
by Deutsch [7], when he proposed a stricter version of the Church-Turing hypoth-
esis, emphasizing its ‘underlying physical assertion’. The original Church-Turing
hypothesis loosely states that every function which would naturally be regarded as
computable can be computed by the universal Turing machine [8, 9], and this state-
ment can be seen as the basis underlying computer science. In a sense, a universal
Turing machine is a theoretical formalization of a computer (with an infinite mem-
ory) as we described it previously. Deutsch replaces this hypothesis by his more
physical Church-Turing principle: ‘Every finitely realizable physical system can be
perfectly simulated by a universal model computing machine operating by finite
means’. He then went on to show that the universal Turing machine does not ful-
fill the requirements for a universal model computing machine, while the universal
quantum computer, proposed in the same work, is compatible with the principle.
In this way, the universal quantum computer takes the role of the universal Turing
machine.

The basic unit of information in a quantum computer is a qubit [10]. Like a
classical bit, a qubit is a physical two-level system, with basis states denoted by |0)
and |1). Unlike a classical bit, however, a qubit is a quantum system. This makes
the information stored in a qubit ultimately analog, since a qubit can be in any state
|¥) = «|0) + B|1), with o and B complex numbers such that |a|> + ||>=1.Ina
quantum computer, a gate will act linearly on a state |¢), and hence in a sense on
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|0) and |1) simultaneously. This quantum parallelism is one of the advantages of
a quantum computer. Of course, one must keep in mind that reading out the qubit
(measuring the state) collapses the quantum state into one of the basis states |0)
or |1), so this parallelism cannot be used trivially. The other key advantage of using
quantum computing is the fact that two qubits can be entangled, i.e. there can exist
non-classical correlations between two qubits. The final important property of qubits
is captured by the no-cloning theorem [11], which states that it is impossible to
copy an unknown quantum state. This theorem invalidates the use of classical error-
correction methods -which are typically based on redundancy, and therefore require
copying of bits- for quantum computation. Instead, one has to resort to quantum
error-correction codes that rely upon entanglement and measurement, but do not
require an ability to copy an unknown quantum state.

Quantum mechanics dictates that the time evolution of an isolated quantum state
is described by a unitary operator. This means that the action of any valid quantum
gate must also be described by a unitary operator. In fact, it turns out that this is the
only requirement on a valid quantum gate. Consequently, there exists a rich variety
of quantum gates: Where the only non-trivial classical one-bit gate is the NOT-
gate, any rotation in the one-qubit Hilbert space is a quantum gate. As an important
example of a one-qubit gate that has no classical analog we mention the Hademard-
gate, which transforms |0) into (|0) 4+ [1))/+/2 and |1) into (|0) — [1))/+/2. An
example of a two-qubit gate is the CNOT-gate, which acts as a NOT-gate on the
second qubit when the first qubit is in the state |1), and does nothing otherwise. It
can be shown that arbitrary single qubit rotations together with the CNOT-gate are
sufficient to implement any two-qubit unitary evolution exactly [12].

After all these theoretical considerations, one might wonder what is actually re-
quired to build a physical quantum computer. The requirements have been succinctly
summarized by DiVincenzo, in terms of his five DiVincenzo criteria for successful
implementation of a quantum computer [2]. In order to have a functional quantum
computer we need

e a collection of well-defined physical quantum two-level systems (qubits), which
should be well-isolated and scalable, i.e. it should be possible to add qubits at
will.

e a procedure to initialize the system in an initial state, for instance |00...0).

o the ability to perform logic operations on the qubits, i.e. one- and two-qubit gates.

e long enough decoherence times compared to the ‘clock time’ of the quantum
computer for quantum error correction to be efficient.

o the ability to read out the final state of the qubit.

Satisfying these criteria in a single system simultaneously has turned out to be quite
a tour de force. Although tremendous progress -both theoretical and experimental-
towards completion of this goal has been made in a wide variety of different areas
of solid state physics, it is at this point not clear which system will turn out to
be most suitable. Of all the systems that have been proposed as a basis for qubit,
we mention here quantum dots [13, 14], cold trapped ions [15], cavity quantum
electrodynamics [14, 16], bulk nuclear magnetic resonance [17], low-capacitance
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Josephson junctions [18], donor atoms [19, 20], linear optics [21], color centers in
diamond [22-24], carbon nanotubes [25], nanowires [26], and lastly the topic of this
chapter: Molecular magnets [27-32].

11.2 Encoding of Qubits in Molecular Magnets

We have seen that information in a quantum computer must be encoded in qubits,
i.e. well-defined physical quantum two-level systems. Probably the first candidate
for a qubit that comes to mind is a single spin in for example an atom. However, ex-
perimentally it would be very challenging to control this single spin, since the length
scale on which this control would have to take place is prohibitively small. On the
other side of the spectrum, solid state implementations of qubits such as Ref. [13]
require fields on the scale of several tens to hundreds of nanometers only, making
control of the state easier (though still very hard). However, with the increased size
we pay the price of additional sources of decoherence, and a huge effort has been
made in recent years to combat these sources. For molecular magnets, the require-
ments on the spatial scale on which control has to be possible are loosened with
respect to those for a single spin, because the typical size of such systems is rela-
tively large. However, molecular magnets are still small as compared to other solid
states implementations of qubits. This fact, as well as the possibility of chemically
engineering molecular magnets with a wide variety of properties, may make one
hopeful that sources of decoherence in molecular magnets can be suppressed. In-
deed, we will show later that such suppression is possible by choosing the degree of
freedom that encodes the qubit wisely.

On the other hand, since molecular magnets have a complex chemical structure
containing many interacting magnetic atoms, it is not a priori clear that it will be
possible to identify a well-separated, stable, and easily controllable two-level sub-
space in the spectrum. As we will show next, the fact that this does in fact turn out to
be possible is due to the high symmetry of the molecule and the existence of well-
separated energy scales. We have seen in previous chapters that molecular magnets
can—to a very good approximation—be described by a collection of coupled spins.
The low-energy multiplet of the system is then described by a spin-multiplet with
fixed total spin, separated from excited states on an energy scale set by the exchange
interaction. This low-energy multiplet has either maximal total spin for ferromag-
netically coupled individual spins, or minimal total spin for antiferromagnetically
coupled spins. In the latter case, the details of the ground state are then determined
by the symmetry of the molecule, and frustration can play an important role.

The first requirement which has to be fulfilled by any qubit-candidate is that
the physical system has to show genuine quantum behavior. Quantum behavior of
the spin state in molecular magnets has been shown in experiments on quantum
tunneling of magnetization [33—40], and shows up in hysteresis curves of ferromag-
netic (although similar effects are predicted to occur in anitferromagnetic systems
[41, 42]) molecular magnets with large spin and high anisotropy barrier [36, 37, 43—
45]. In the absence of external fields, the barrier due to the anisotropy lifts the de-
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generacy between states with different magnetization, and leads to the existence of
long-lived spin states. Transitions between different spin states can be driven in a co-
herent manner, and manifest themselves as stepwise changes in the magnetization.
The fact that the transitions show interference between transition paths and Berry
phase effects are a signature of their coherent nature [46-52].

Quantum computing in antiferromagnetically coupled spin clusters was studied
in Ref. [29]. In the simplest cases of a spin chain or a bipartite lattice with an odd
number of spins the degenerate ground state is a spin doublet with effective total spin
1/2. The total spin can be controlled by an applied magnetic field just as a single spin
can, and exchange interaction between two clusters can be introduced by coupling
single spins in the two different clusters. A downside of using a collection of spins
is that generally decoherence increases with number of spins, unless one manages to
encode the qubit in a state which is protected due to symmetry, something we will
come back to later. In Ref. [30], Cr-based AFM molecular rings, and specifically
Cr7Ni, were proposed as suitable qubit candidates.

An interesting way of encoding a qubit is offered by geometrically frustrated
molecules [32, 53]. Exemplary molecules that display geometric frustration are anti-
ferromagnetic spin rings with an odd number of spins. The simplest example of such
a system is given by an equilateral triangular molecule with a spin-1/2 particle at
each vertex, such as is for instance realized to a good approximation in Cuz (we will
use Cuj as an abbreviation for the molecule Nag[CuszNa3(H>O)g(x-AsW9O33);] -
26H,0) (see Ref. [54]). Spin rings (of which the spin triangle is the simplest
non-trivial example) in general are described by the Heisenberg Hamiltonian with
Dzyaloshinskii-Moriya interaction

N
Ho=>Jiis18i-Siz1 +Djit1 - (Si x Siq). (11.1)

i=1

Here, N is the number of spins in the ring, and Sy 41 = S;. For the triangular molec-
ular magnet N = 3. Furthermore, the fact that the point group symmetry of the tri-
angular molecule is D3;, imposes the constraints J; ;+1 = J and D; ;1| = DZ on
the parameters of the Hamiltonian of an planar molecule. Since we are consider-
ing antiferromagnetic systems, J is positive. In a Cuz molecule, |J|/kp ~ 5 K and
|D|/kp ~ 0.5 K. Due to this separation of energy scales, and in the absence of
strong magnetic- or electric fields, the Hilbert space containing the 8 eigenstates of
the triangular molecule can be split up in a high-energy quadruplet with total spin
S = 3/2 and a low-energy quadruplet with total spin S = 1/2. The splitting between
the two subspaces is 3J /2.

In the absence of Dzyaloshinskii-Moriya interaction the low-energy subspace is
fourfold degenerate. The eigenstates are given by

2
1 . .
1/2,£1) = — Y ™1 : 11.2
11/2,£1) ~/§j=oe 3110 (11.2)

and |—1/2, £1). The latter states are also given by (11.2) but with all the spins
flipped. These states are thusly labeled as |mg, mc), with mg the quantum number
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belonging to the z projection of the total spin of the triangle, and m ¢ the z projection
of the chirality of the molecular magnet. The chirality operator C has components

2
Ce=—3181:5-25, 83483811,

2

Cy = %[Sl 85— 83841, (11.3)
4

C,=—=81-[S2 x S3].

/3

The chirality contains information about the relative orientation of the spins that
make up the molecule. Like the components of the total spin operator, the compo-
nents of the chirality operator obey angular momentum commutation relations. It
is straightforward to show that the total spin and chirality commute. We will show
later that states with opposite chirality are split by an energy gap which is deter-
mined by the magnitude of the Dzyaloshinskii-Moriya interaction. Furthermore, we
can separate states with opposite total spin by applying a magnetic field. This allows
us to choose which doublet makes up the ground state, chirality or total spin. In this
way it is possible to either encode the qubit in the total spin of the molecule or in
the chirality. Furthermore, even thought the commutation relations of the chirality
components are the same as those of the spin components, the transformation prop-
erties of spin and chirality under rotations, reflections, and time-reversal do differ.
Therefore, interactions of chirality with external fields can not be inferred from the
analogy with spins. We will discuss later how using the chirality offers certain bene-
fits with regards to the possibility to control the qubit and with regards to increasing
the decoherence time of the qubit.

11.3 Single-Qubit Rotations and the Spin-Electric Effect

If one chooses to encode a qubit in a spin state -be it the spin of an electron in
a quantum dot, or the total spin of a molecular magnet- the most intuitive way to
implement a one-qubit gate is by utilizing the Zeeman coupling 3B - g - S, where g
is the g-tensor. This coupling in principle allows one to perform rotations around an
arbitrary axis by applying ESR (electron spin resonance) pulses. Indeed, it has been
shown to be possible to implement single spin rotations on a sub-microsecond time
scale using ESR techniques in quantum dots [55]. Furthermore, Rabi-oscillations of
the magnetic cluster V5 have been shown to be possible, also on a sub-microsecond
time scale [56]. At the moment, however, it appears experimentally very challenging
to increase the temporal- and spatial resolution with which one can control magnetic
fields to the point that is required for quantum computation in molecular magnets
(i.e. nanosecond time scale and nanometer length scale).

For this reason, a large effort has been made to find alternative ways to control
the spin state of molecular magnets. One natural candidate to replace magnetic ma-
nipulation is electric control. Strong, local electric fields can be created near a STM
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tip, and these fields can be rapidly turned on and off by applying an electric voltage
to electrodes that are placed close to the molecules that are to be controlled.

Electric manipulation requires a mechanism that gives a sizable spin-electric cou-
pling. In quantum dots, the mechanism behind this coupling is the relativistic spin-
orbit interaction (SOI), and experiments that show that it is possible to perform
single spin rotations by means of electric dipole spin resonance (EDSR) have been
proposed [57] and performed [58]. Unfortunately, the fact that this effect scale with
the system size L as L3 makes them unsuitable for molecular magnets, which are
much smaller.

Instead, in Ref. [32], Trif et al. proposed a mechanism that leads to spin-electric
coupling in triangular magnetic molecules with spin-orbit interaction and broken in-
version symmetry. The mechanism relies on the fact that in such systems an electric
field can alter the exchange interaction between a pair of spins within a molecule
due to the field’s coupling to the dipole moment of the connecting bond.

The lowest order coupling between electric field and the spin state of the trian-
gular molecule is given by the electric-dipole coupling, through the Hamiltonian
Heq=—e) ;E-1r; = —¢E - R. Here, e is the electron charge and r; is the po-
sition of the i-th electron. The total dipole moment of the molecule is given by
—e Y . r; = —eR. Because of the D3, symmetry of the molecule, the diagonal ele-
ments of total dipole moment operator must vanish in the proper symmetry-adapted
basis. However, the electric-dipole coupling can mix states with different chirality.
The nonzero matrix elements are the ones that are invariant under the symmetry-
transformations of the triangular magnet. Since the |mg, £1) states and the oper-
ators =X + iY both transform as the irreducible representation E’ of the group
D3y, it follows that the only nonzero components in the low-energy subspace of the
triangular molecules are

(ms, £1|—eX|m', F1) =i (ms, £1|—eY |mls, F1) = d8 (11.4)

ms,m'
Coupling to the S = 3/2 subspace is suppressed by the finite gap between the two
subspaces. By its very nature, this symmetry analysis cannot yield any informa-
tion on the magnitude of the effective electric dipole parameter d. This information
will have to be extracted using other methods, such as ab initio modeling, Hubbard
modeling, or experiments, something we will come back to later. We do note that
a finite amount of asymmetry of the wave functions centered around each vertex of
the triangle is required for the matrix elements in (11.4) to be nonzero. This asym-
metry is caused by the small amount of delocalization of the electron states due to
the exchange interaction with the states on the other vertices and creates the finite
dipole moment of individual bonds. The dipole moment of the bonds, furthermore,
must depend on the relative orientation of the two spins which are connected by that
bond (i.e. whether they are parallel or anti-parallel) in order for the matrix elements
in (11.4) to be nonzero.

Since the electric-dipole coupling connects states with different chirality, we can
rewrite it in terms of the vector Cj = (Cx, Cy, 0) as H ?CS =dE'- C). The vector E’
is given by E' = R(77/6 — 20)E, where R(¢) describes a rotation by an angle ¢
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around the z axis, and 6 is the angle betweenr| —r; and E| = (E,, E, 0). With the
definition of the chirality operator as given in (11.4), we can rephrase the effective
electric-dipole Hamiltonian in terms of exchange coupling between the individual
spins

3
H = MTE sin[%”(l —i)+9]S,- -Sit1, (11.5)

i=1
where E is the magnitude of the in plane components of the electric field. Since
the change in the exchange interaction J; ;1 is proportional to |Ej x (r;31 —1;)],
only the component of the electric field that is perpendicular to the bond r;| — r;
affects the exchange interaction J; ;4. This is consistent with the picture that the
finite dipole moment of the bond between two vertices is caused by the deformation
of the wave function due to exchange interaction. Otherwise, the strength of the
coupling is completely determined by the parameter d. The fact that the change
in J; ;41 is not uniform is crucial here, since therefore [ Hy, H gfg] # 0 even in the
absence of DM interaction, which allows the electric-dipole interaction to induce

transitions between states with different chirality.

We have seen then that the electric-dipole coupling allows one to perform rota-
tions of the chirality state about the x- and y axis, but not around the z axis (assum-
ing a diagonal g-tensor). This is sufficient to perform arbitrary rotations in chirality
space. However, so far the total spin does not couple to the electric field. This situa-
tion is remedied when we include spin-orbit interaction.

As with the electric-dipole coupling, one can deduct the form of the spin-orbit
interaction from general symmetry considerations. Given the D3j; symmetry of the
molecule, the most general form of the spin-orbit interaction is

Hso = Mo T, S: + A!O(TEl S_+Tgr Sy). (11.6)

Here, T denotes a tensor which acts on the orbital space and transforms according
to the irreducible representation I". The nonzero elements in the low-energy sub-

space are then given by (mg, 1 |Hso|m’s, +1) = mS}‘éo(Sms,m’s’ which leads to the

spin-orbit Hamiltonian Hso = AsoC;S;, where Agpo = )\20. Alternatively, one can
use the fact that the spin-orbit interaction can be described by the Dzyaloshinskii-
Moriya term in (11.1). Because of the symmetry of the molecule, the only nonzero
component of the DM vector D; ;41 is the out-of-plane component, so that it takes
the form D; ;41 = (0,0, D;). This gives the same form for Hso as the previous
considerations, provided one identifies )‘Llo =D,.

Combining the results from this section, it follows that the Hamiltonian describ-
ing a triangular magnet in the presence of a magnetic- and electric field can be
written in terms of the chirality and total spin of the molecule as

H = AsoC;S; +ugB-g-S+dE-C. (11.7)

Hence, for a magnetic field in the z direction, the eigenstates are | &= 1/2, £1), and
an electric field causes rotations of the chirality state, but does not couple states
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with opposite total spin. When B is not parallel to z, S, is no longer a good quantum
number, and hence an applied electric field can cause rotations in the total spin
subspace through the electric-dipole and spin-orbit coupling. In this way it becomes
possible to perform arbitrary rotations of the total spin state.

In Ref. [53], the authors were able to identify the parameters of the effective
spin Hamiltonian with the parameters of the underlying Hubbard model. On the one
hand, this has opened up the possibility to determine the parameters of the effective
spin Hamiltonian by means of ab initio calculations [59, 60]. On the other hand, the
description of the spin-electric effect in the language of the Hubbard model is use-
ful because it gives an intuitive interpretation of the phenomena that we discussed
so far. The Hubbard model description of a molecular magnet including spin-orbit
interaction is given by

" iP;;
Hy = ZZ[CJQ <t5a,3 + % 'O'a,B)Cjﬂ +H-C} + Z Ujnjp,njy).  (11.8)
i J

Here, c;fa creates an electron with spin @ whose wave function |¢;,) is given by a

Wannier function located around atom i. Furthermore, ¢ describes spin-independent
hopping. The vector P;; describes spin-dependent hopping due to spin-orbit interac-
tion and hence is proportional to the matrix element VV x p between Wannier states
centered around atom i and j. The vector o contains the Pauli matrices. Lastly,
U describes the on-site repulsion. Typically, one considers a single-orbital model,
and assumes that U is the largest energy scale. A perturbative expansion of (11.8) in
(Iz], |P;;1)/ U allows one then to map the Hubbard model on a Heisenberg Hamilto-
nian with DM interaction [61, 62].

Equation (11.8) describes two scenarios. First, if the index i runs over the three
magnetic atoms of the triangle only, it describes coupling between the magnetic
atoms through direct exchange. Alternatively, (11.8) can describe the situation in
which the coupling between two magnetic atoms is mediated by a non-magnetic
bridge by adding a doubly-occupied non-magnetic atom on every line connecting
two vertices. The former choice allows for a simpler description, whereas the latter
choice is anticipated to be the more realistic one for molecular magnets. We will
shortly discuss how either can be used to obtain more insight into the spin-electric
effect.

The first thing one can show is that in the case of direct-exchange interaction the
basis functions of the Hubbard model to first order in # and Aso = P;; - e; (due to
symmetry P;; = Agoe;) are

2] =1v4) (11.9)

(e7273 —1)(t £orso)

@) =V )+ el v in)
36271131 £ 0,
c sz“ S°)|1/fl%;iz), (11.10)
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where |77 ) denotes the symmetry-adapted eigenstate of the Hubbard model with
three electrons, total spin o, and either single- (n = 1) or double (n = 2) occupancy
that transforms according to the irreducible representation I". Specifically, the spin
part of |y }g‘i) is given by the states |o, ==1) in (11.2). It follows that in the limit of

t,As0 < U (the limit in which the spin model gives an accurate description) the
eigenstates of the Hubbard model are indeed the chirality states. At finite ¢, Ago, the
eigenstates contain small contributions from doubly-occupied states.

Within the direct-exchange model, the electric field couples to the state of the
molecule via two different mechanisms. The first term that has to be added to the
Hubbard Hamiltonian comes from the fact that the electric potential takes different
values at the positions of the magnetic centers in a molecule, which affects the on-
site energy of the electrons as

Eya a(E " a(E
Hg-d = —EZ %CL’Clg — §<7% + Ex)CQUCZU + 5(7% - EY>C§063‘7'
o
(11.11)

Here, a is the distance between two magnetic atoms. The second contribution is
given by

HYy=Y tf el cipio +He., (11.12)
i,0

which describes the modification of the hopping strength due to the electric field.
The electric field-dependent hopping is given by tl.lj.‘ 11 = —(Pigler - E|pit10), and
is hence related to the matrix elements of the electric dipole moment which mix the
different Wannier functions. As before, a symmetry analysis tells us that the only
nonzero matrix elements within the total spin-1/2 subspace are those proportional
to

(@, lexi¢, ) = —i (@5, leyI9f, ) = dek. (11.13)

Here, |¢7.) describes the linear combination of Wannier states with total spin o
which transforms according to the irreducible representation I". One can then cal-
culate the matrix elements of both the electric-dipole coupling as well as the spin-
orbit Hamiltonian perturbatively in (¢, ea E, dpg E)/ U . Furthermore, since the elec-
trons are localized, the off-diagonal elements of the dipole moment, dgg, satisfy
drg < ea. To lowest order the results are

3
1 0 1 4
(P [Heql®p )] ‘ﬁeE“ , (11.14)
4t
(D5 |Heal®7 ) ~ ‘EEdEE : (11.15)
5\/5)»501‘
(@ |Hsol @17 )| === > sgn(o). (11.16)



11 Molecular Magnets for Quantum Information Processing 285

These first two matrix elements can be identified with the matrix elements in (11.7)
that mix the states with different chirality, and hence determine the parameter d.
The last matrix element determines D,. Therefore, all parameters of the effective
spin model in (11.7) can be determined from the underlying microscopic model. In
Ref. [60], Nossa et al. utilized the presented analysis to determine the value of D,
and J in the molecular magnet Cuj using spin-density functional theory.

It is known that in molecular magnets the direct exchange mechanism is often
suppressed due to the localized nature of the electrons that determine the magnetic
properties (which are typically of a d-wave nature) combined with the fact that
the magnetic atoms are typically separated by non-magnetic bridge atoms. In Cus,
for instance, exchange interaction between two Cu atoms follows a superexchange
path along a Cu-O-W-0O-W-O-Cu bond, which makes the Cu atoms third nearest
neighbors [54]. A more accurate description on a microscopic basis of the spin-
electric effect in a triangular magnet is therefore given by a model which includes a
doubly-occupied non-magnetic atom on every line connecting two vertices, so that
the mechanism behind the exchange interaction is superexchange. This is further
strengthened by the expectation that the orbitals of the magnetic atoms do not de-
form easily in an electric field, whereas the bridge orbitals are expected to change
their shape more easily.

In Ref. [53], the authors analyzed the behavior of a single Cu-Cu bond, including
the non-magnetic bridge atom that connects the two Cu atoms, under the applica-
tion of an electric field. By performing a fourth-order Schrieffer-Wolf transforma-
tion [63] on the Hamiltonian (11.8) for such a bond (using (||, |[P;;|)/U as small
parameter) one can map the Hubbard model on the spin model

H»=JS;1-S4+D-(S1 xS)+S;-T-8S,. (11.17)

Here, T is a traceless- and symmetric matrix. Equation (11.17) describes the most
general quadratic spin Hamiltonian possible. The parameters J, D, I' can be deter-
mined from the parameters of the Hubbard model. Assuming that the bond angle
between the Cu atom and the bridge atom is finite, the largest possible symmetry of
a single bond with bridge atom is C»,. This determines which spin parameters can
be nonzero. If the electric field breaks the C;, symmetry, extra terms can be gen-
erated. However, from the C5, symmetry it follows that the strongest spin-electric
coupling will be in the plane spanned by the Cu atoms and the bridge atom, and
perpendicular to the Cu-Cu bond. This is due to the fact that this is the only di-
rection in which the bond can have a finite dipole moment in the absence of an
electric field (due to the molecular field), which gives rise to linear electric-dipole
coupling. Indeed, it is this coupling that causes the effective Hamiltonian in (11.5),
with effective electric-dipole moment given by

4
d = 5 [(481° = 20tp2)c + (=207 p: +3p)icpe]. (11.18)

Here, t is the hopping parameter, p, is the z component of the spin-orbit hopping,
and k; =6t/ E and k), = p,/ E relate the changes in ¢ and p;, to the electric field E.
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Using ab initio methods, the authors in Ref. [59] calculated the effective electric-
dipole moment d in Cus. They found the value d = 3.38 x 10733 C m. This corre-
sponds to d ~ 10 *ea, where a is the length of the Cu-Cu bond, and leads to Rabi
oscillation times 7 ~ 1 ns for electric field £ ~ 108 Vm~!.

So far, we have only discussed single-qubit rotations. However, for a complete set
of quantum gates, we also need a two-qubit gate. In the next section, we will discuss
different proposals that have been made on how to implement such a two-qubit gate.

11.4 Two-Qubit Gates

Suppose we chose to encode our qubit states in the spin degrees of freedom of a
system. Two-qubit gates such as the CNOT- or the ~/SWAP-gate can then be imple-
mented by turning on the Heisenberg exchange interaction between two spins for a
certain time [64]. For spins in quantum dots, this is relatively simply done by apply-
ing appropriate voltage pulses to the gate that controls the tunneling between two
quantum dots. In contrast, in molecular magnets the exchange interaction between
two molecules is typically determined by the chemistry of the molecule, and one
has to search for more sophisticated ways to implement two-qubit gates.

The first method to couple the state of two qubits that we will discuss is based
on coupling of two triangular molecular magnets through a quantum mechanical
electric field in a cavity or stripline [32]. Such electric fields offer long-range and
switchable coherent interaction between two qubits. The electric field of a phonon
with frequency w in a cavity of volume V is given by Eg (bz) + b,,), where b:[, cre-
ates a photon with frequency w and the amplitude of the field is |Eg| oc o/fiw/ V.
The coupling of such a photon to the in plane component of the chirality C of
a triangular molecule is then given by § Hg = dEj - C (bz; + b,,). In the rotating
wave approximation, the Hamiltonian that describes the low-energy subspace of
N triangular molecular magnets which interact with the photon field is given by
Hgpn=3"; HY + hwbb,, with

HY = AsoCsY 4B - §-8Y) 4+ d|Bo|[eib] Y +He].  (11.19)

Here, ¢; =77 /6+6;. Application of a magnetic field B with an in plane component
allows one to couple both the chirality as well as the total spin degrees of freedom
of spatially separated molecules. This coupling can be turned on and off by bringing
the molecules in resonance with the photon mode, by applying an additional local
electric field. One difficulty in using cavities is that the electric fields are weaker
than those at an STM tip. A typical value is [Eq| ~ 10> Vm~!, which leads to Rabi
times T &~ 0.01-100 ps.

For the discussion of another proposed implementation of an electrically con-
trolled two-qubit gate (in this case the ~/SWAP-gate), we turn our attention to the
polyoxometalate [PMo1,049(VO);2]¢ . This molecule consists of a central mixed-
valence core based on the [PMo12,040] Keggin unit, capped by two vanadyl groups
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containing one localized spin each [31]. In such a molecule, one can encode a two-
qubit state in the spins of the vanadyl groups. The spins of the two vanadyl groups
are weakly exchange coupled via indirect exchange interaction mediated by the
core. The crucial property of the core is that one can tune the number of electrons
it contains, since the exchange interaction between the vanadyl spins depends on
the number of electrons on the core. Namely, if the core contains an odd number
of electrons, the spin of the unpaired electron on the core couples to those of the
vanadyl groups, and the effective interaction between the two qubits is relatively
strong. In contrast, for an even number of spins on the core, the spins on the core
pair up to yield a ground state with total spin 0. In this case, the exchange interaction
between the pair of vanadyl spins is strongly reduced as compared to the situation
with an odd number of electrons on the core. Since the redox flexibility of such
polyoxometalates is typically rather high, the number of electrons nc on the core
can be tuned by electric means, by bringing the molecule near the tip of an STM.
The system is then described by the Hamiltonian

H= —J(nc)SL-Sr — Jc(SL +SRr) - Sc
+ (0 — eVne + Unc(ne — 1)/2. (11.20)

Here, Sy /g are the spin operators of the two vanadyl groups, and Sc is the spin of the
core. J (n¢) denotes the exchange interaction between the two vanadyl spins. Given
the previous discussion, J(0) & 0. The orbital energy of the electron on the core
is given by €p, and V is the electric potential at the core. Lastly, U is the charging
energy of the molecule, which defines the largest energy scale in the problem. We
consider the subspace of only n¢c =0 or n¢c = 1 electrons on the core.

The two-qubit ~/SWAP is now implemented as follows: One starts out with an
electric potential such that the stable configuration has n¢ = 0 electrons on the core.
That way, the two qubits are decoupled. By applying a voltage pulse V, to the STM
tip, one can switch to the state with nc = 1 electrons. The Hamiltonian that de-
scribes the spin-state of the molecule is then given by [31]

H1=—[J(1)—Jc)]SL'SR—J—2CSZ~ (11.21)

Here, S =S 4+ Sk + Sc is the total spin of the molecule. The time-evolution of the
system is determined by (11.21) for the duration 7, of the pulse, afterwards the two
vanadyl spins will be decoupled again. The first part of this Hamiltonian contains
the wanted exchange coupling, and one can implement different two-qubit gates
depending on the pulse length z,. For the +/SWAP-gate, this time is given by the
condition

T, T
[J(D) - Jc]E =5+ 2mn, (11.22)

where 7 is an integer. The second term in (11.21) depends on the spin-state of the
core, and is unwanted. However, we can get rid of it by choosing the pulse-length
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such that the unitary evolution associated with the second term is equal to the unit
operator. This condition turns out to be satisfied for times

dr _h (11.23)

Ty = ———m, .
3 Ul
where m is an integer. Together, these last two equations give a requirement on J (1)
and Jc, namely

J(1 31-4

IWD _ on(ie) 4 2124 (11.24)

|Jcl 8 m
So far, we have assumed that switching between states with nc =0 and n¢c =1
can be perfectly controlled and is instantaneous. In reality, however, this transi-
tion is governed by quantum processes, and is a probabilistic process governed by
the tunneling rate I" between STM tip and molecule. Therefore, 7, is inherently
a stochastic quantity. To analyze these quantum effects, the authors in Ref. [31]
numerically calculated the averaged fidelity F = ,/prealPideal Detween the ideal-
ized +/SWAP-gate with instantaneous switching and the real /SWAP-gate with the
stochastic tunneling (preal/ Pideal denote the obvious density matrices at the end of
the ~/SWAP-gate operation here). They found that the fidelity can be as high as
F =0.99.

11.5 Decoherence in Molecular Magnets

Up to this point, we have assumed that the evolution of the quantum state of any
qubit is unitary, and hence the information content of the qubit is infinitely long-
lived. This assumption is only valid for a perfectly isolated system. In reality, how-
ever, any qubit will be coupled to its environment. Fluctuations in the environment
can then lead to decoherence: The process whereby information about a quantum
state is lost due to interaction with an environment. Decoherence of a single qubit
typically takes place on two different time scales. The longitudinal decoherence
time, or T7-time, describes the average time it takes the environment to induce ran-
dom transitions from |0) to |1), and vice versa. The transverse decoherence time,
the T>-time, describes the time it takes a systems to lose its information about the
coherence between the |0) and |1) state. In other words, the T>-time is the time it
takes for a system initially in the pure quantum state described by the density ma-
trix 0o = |¥o) (¥o|, where |¥g) = «|0) + B|1), to transform into the classical state
p(t) = ||?10)(0] + |B|?|1)(1]. In this sense, decoherence is the cause of the transi-
tion from the quantum- into the classical regime. The 77-time sets on upper limit on
the time a system can be used as a classical bit, whereas a system can only be used
as a qubit for times T < T7, T». The T1- and T>-time of a system are not unrelated,
and can indeed become of comparable magnitude in certain systems. For molecular
magnets at low temperatures, however, typically 7, < T7.
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The first measurement of the 7>-time of a system consisting of molecular mag-
nets was performed by Ardavan et al. in 2007 (Ref. [65]). The measurements were
performed on Cr; M heterometallic wheels (M denotes Ni or Mn), and the authors
found 7>-times of 3.8 us for perdeuterated diluted CryNi solutions. The typical
way to measure relaxation times is to use standard spin-echo techniques [66]. The
T»>-time can be obtained from the decay with 7 of a 2-pulse Hahn-echo measure-
ment, consisting of the sequence: 7 /2 — 1t —w — 7 — echo. In a similar manner, the
T:-time can be determined using the sequence 7 — T — 7/2 — t — w — T — echo.
Here, T is varied, and 7 is constant and short. One of the difficulties in measuring the
T,-times in magnetic clusters is the fact that, in a crystal, the different molecules are
coupled by dipole-dipole interactions. This limits the 7>-time. The natural approach
to avoid this problem is to consider molecules in solution. However, here the prob-
lem is that many magnetic clusters with high spin display strong axial anisotropy,
with relatively large zero-field splitting. In a solution, these clusters will orient in a
random matter. This problem is circumvented by using Cr7Ni-clusters, which have
a S = 1/2 ground state (and hence no zero-field splitting), and small anisotropy of
the g-factor.

It was found that the main mechanism limiting the 75 -time of the CryNi-clusters
was coupling to protons. To increase the decoherence time, the authors therefore
considered the perdeutered analogue compound. Indeed, according to expectations
(*D has a gyromagnetic ratio which is about 1/6 of that of 'H), this increased the
coherence time roughly by a factor of 6, leading to a 7>-time of 3.8 us at 1.8 K.

Our remaining discussion of decoherence in molecular magnets follows that of
Ref. [67]. In spin systems, the two most common sources of decoherence are fluc-
tuations in the electric environment (which couple to the spin state via spin-orbit
interaction) and fluctuations of the spin state of the N nuclear spins I, in the host
material of the qubit, which are coupled to the system spins S; due to hyperfine
interaction. We will mainly focus on the latter mechanism, since it typically limits
the decoherence time [56, 65]. The hyperfine interaction between nuclear spins and
system spins is due to dipole-dipole interaction as well as contact interaction

Si -1, —3(S; - £1,)(I, - £ )
Hyp=Dppy |y —F L P NS Iy (1125)

i p Fip i
Here, Dyr = (uo/4m)grmigsis, and r;jp =r; — r,. The contact interaction
strength a; is due to the finite overlap of the wave functions of the system spin
and nuclear spins located at the same magnetic center. For small clusters, the latter
term only leads to oscillations of the coherence, and hence we can neglect it [67].
To see how the hyperfine interaction leads to decoherence, let us consider a sys-
tem in which the state of the qubit and that of the bath are initially uncorrelated.
Furthermore, let the initial state of the qubit be given by | (0)) = \%UO) + 1)),
and let the bath be prepared in the (mixed or pure) state described by the density
operator 0,(0) =Y 7 pz|Z)(Z|. Here, |I) = Imlz, R m%) with mlI the projection
of the nuclear spin operator I; along the magnetic field. Two examples of possible
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states the bath may be prepared in are the spin-polarized (pure) state with polar-
ization P, and the equal superposition (mixed) state. In the first case, pz = 7 ,,
where |n) is the state such that Zp I§|n) = §|n). In the latter case, pz = 1/2V.
This is the initial state of the bath in the absence of an external magnetic field, ig-
noring interactions between the nuclear spins. Over time, interactions between the
bath and the qubit will introduce correlations between the two subsystems, evolv-
ing the state [¥7(0)) = [ (0)) ® |Z) into the state |[¥7 (1)) = ﬁ(|0,10) +11,Z1))
(if we consider only loss of phase coherence). In general, the states |Zg) and |Z7)
will not be the same. Therefore, the reduced density matrix of the qubit, given by
ps(t) =Tr,[Y 7 prI¥ (1)) (¥ (¢)|], may have a decreased degree of coherence (i.e.
smaller off-diagonal elements), since the nuclear spins are correlated with the spins
of magnetic centers that encode the qubit. The degree of coherence can be quanti-
fied by r(1) = > 7 Pzrz(1), where rz(t) = (Z1(t)|Zo(1)), and (0]p5(0)|1) = rz/2.
It is known that the decoherence rate depends on the initial state of the nuclear spin
bath. For example, it has been shown that techniques such as narrowing of the nu-
clear state can drastically increase the decoherence times in quantum dot systems
[68].

Next, we want to show in what way (11.25) leads to decoherence in a spin-
cluster qubit (such as is realized in the triangular magnet in Sect. 11.2) in more
detail. We have shown before that in spin clusters the qubit state is typically not
encoded in the S;’s themselves, but instead in quantities like the total spin S or
the chirality C. However, we can always denote the basis states of the qubit by
|0) and |1). Quite generally then, by projecting the spin operators S; on the space
spanned by |0), |1), and performing a second order Schrieffer-Wolff transformation
on the resulting Hamiltonian, one can transform (11.25) into the Hamiltonian H =
> k0.1 k) (k| ® Hy, with

N
Ho= SO Y (G I 4 B ISL). (1126)
p=1 P#q

where 2’ = B/|B|. In the derivation of (11.26), we ignored terms that do not con-
serve energy. a)g - w}, is linear in Hyp, and the quantities A(I)) g—A ;J , and Bg ,—B 11, "
are quadratic in Hyp. The fastest contribution to decoherence is due to inhomoge-
neous broadening due to the terms o< [ f,/ in (11.26). These terms describes the mag-
netic field due to the nuclear spins, which is called the Overhauser field. The Over-
hauser field depends on the specific realization of the nuclear spin state (for times
t K 1,, where 1, is the typical evolution time of the nuclear spin state, the magnetic
field is static). Therefore, if the nuclear spins are in a mixture of states, the coher-
ence of the state [ (0)) is washed out due interference of the states that undergo
time-evolution under different effective magnetic fields. This can be seen from the
decoherence factor r(t), which for ¢ < 7, evolves as r(t) & e/ Fo=ED 3" preidzi,
where

Sz~ gsus Y Big(ri) - [(01S:10) — (118;|1)]. (11.27)

1
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The sum is over the spins in the spin cluster. Furthermore, BgF(ri) =
Dugy_ » m% [Z' — 3@ -tip)tipl/ r?p is the Overhauser field. It has been shown, that
decoherence of a qubit encoded in the total spin S = Z?:l S; of a triangular cluster
due to the distribution of the Overhauser field for the equal superposition mixed state
typically takes place on time scales of 100 ns. The second order terms in (11.26)
give contributions to the decoherence times that are several orders of magnitude
smaller.

We have seen that due to hyperfine interaction, both the qubit state as well as
the nuclear spin state evolve in time. Furthermore, even in the absence of hyperfine
interacAtion the nuclear spin state itself evolves in time, according to the Hamiltonian
Hy=B-Y 0,1, + Dy, _ [, 1y =3, - &), - &,4)1/r;,. This dynamics
of the nuclear bath can lead to additional broadening of the Overhauser field, and
has been shown to lead to decoherence on the ps-time scale for a qubit state encoded
in the total spin.

An interesting possibility to increase the decoherence time of a qubit is a triangu-
lar spin cluster was put forward in Ref. [67]. The idea is to use the chirality of cluster
as qubit, instead of the total spin. In that case, the states |0) and |1) of this section
become [0)c, =|—1/2,1), |0)¢c, = [—1/2, —1). The crucial property of these state
that causes the increased decoherence time is that since

(1]Sz,il1) = (01S,,i10) = —1/6, (11.28)

the Overhauser field from (11.27) does not couple to the qubit. Therefore, decoher-
ence processes in (11.26) are second order only. This can lead to decoherence times
approaching milliseconds.

11.6 Initialization and Read-out

Initialization of a qubit in its ground state is arguably the DiVincenzo criterion that is
most routinely realized. Therefore, we will not spend a lot of time discussing it here.
The way to prepare a qubit in its ground state is by cooling it down to temperatures
that are much smaller than the gap between the ground state in which one wants to
prepare the system and the first excited state. This gap, which could for instance be
due to magnetic anisotropy, is typically of the order of a few Kelvin, and may be
controlled by external means, such as placing the molecular magnet in a magnetic
field. This limits the temperature at which experiments can be done to several mK
to K.

The read-out of the spin state is a topic on itself, and we refer the reader to the
literature for an overview of the different techniques that are used [69].
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11.7 Grover’s Algorithm Using Molecular Magnets

One special topic that we wish to discuss in this chapter is the implementation of
Grover’s algorithm using molecular magnets [27]. Grover’s algorithm can be used
to find an entry in an unsorted database with N entries. A typical situation in which
this would be required is if we were given a phone number, and wanted to find the
associated name in a phone book. Classically, we would have to start with the first
entry, and work our way down the list. Finding the name in this manner requires
on average N /2 queries. If we had encoded the information in the phone book in a
quantum state, we would have been able to find the correct entry with high proba-
bility in O(N'/?) queries using Grover’s algorithm. A crucial requirement for this
algorithm is the possibility to generate arbitrary superpositions of eigenstates (and
in particular the superposition where all eigenstates have approximately the same
weight).

In large-spin magnetic molecules, the eigenstates are labeled by the quantum
number mg, the z projection of the total spin S >> 1/2. The Hamiltonian describing
a single spin S with easy-axis along the z direction is given by

H=—-AS>—BS*+V, (11.29)

where V = gupH - S. This gives rise to the typical double-well spectrum with non-
equidistant level spacing. Such level spacing is crucial for the proposal in Ref. [27],
as will become clear shortly. Suppose one starts out by preparing the system in the
ground state |y) = |s), and wishes to create an equal superposition of all the states
|mo), lmo+1),...,]1s — 1), where mp = 1,2, ...,s — 1. This corresponds to using
n — 1 states for Grover’s algorithm, where n = s — mg. In principle, one can cre-
ate superpositions by applying a weak transverse magnetic field H; (whose effect
can be described using perturbation theory) which drives multiphoton transitions
via virtual states through its coupling to S+, §~. However, to create the equal su-
perposition that is required for Grover’s algorithm, the amplitudes of all k-photon
processes (here k = 1,2, ..., s — mo) must be equal. Clearly, perturbation theory is
not valid in this regime. Therefore, a more sophisticated scheme is required.

The scheme that is proposed in Ref. [27] to create an equal superposition uses
a single coherent magnetic pulse of duration 7" with a discrete frequency spectrum
{wm}. It contains n high-frequency components and a single low-frequency com-
ponent wp, chosen such that hwy < €, — €my+1. Here, €, is the energy of the
eigenstate |m). The frequencies of the n high-frequency components are given by
hws_1 =€5_1 —€5—h(n — 1)wg and wy, = €y — €41 + hiwg form =myg, ..., s —2.
For the molecular magnet Mn,, the high-frequency components have frequencies
between 20-120 GHz, and wy is around 100 MHz. Because of the non-equidistant
splitting of the energy levels, all frequencies are different. The low-frequency com-
ponent is applied along the easy axis, the high frequency components are in plane,
so that the coupling is given by

Viow (1) = g Ho(7) cos(wor) Sz, (11.30)
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s—1

Vaigh(t) = Y g1 Hp (1) [cOS(@nt + @p) Sy — sin(@nt + Dp)S, |

m=my

s—1
- Z M[ei<wm’+¢m>s+ + e et Pm) g7, (11.31)
m=my

Hence, absorption (emission) of a high-frequency o ~-photon induces a transition
with Am = —1 (1); the low-frequency m-photons do not change m, instead they
supply the energy required to fulfill the resonance condition for allowed transitions.
The phases @,, can be chosen freely, we will come back to this point later. With this
setup, the lowest order transition between the ground state |s) and all states |m) (for
mo <m < s)isn’thorderin V() = Vigw(?) + Vhign(?).

To see this, let us consider an explicit example where s = 10, mo = 5, and hence
n = 5. The lowest order transition from [s) to |s — 1) uses 4 w-photons of energy
hwo and 1 o~ -photon with energy Aw;_;. The transition from |s) to |s — 2) uses 3
m-photons of energy hwg, 1 o ~-photon with energy hAw;_1, and 1 o~ -photon with
energy huws_5; and so on for the other transitions. wg can be chosen such that lower
order transitions are forbidden due to the requirement of energy conservation. The
amplitude of higher order transitions is small in the perturbative regime.

Since all transition amplitudes are the same order in V (¢), they are all approxi-
mately equal. To make them exactly equal requires some fine-tuning. For rectangu-
lar pulses with Hy(t) = Hy for T/2 <t < T /2, the n’th order contribution to the

S-matrix for the transition between |s) and |m), denoted by S,S?i , is given by

—1 ; —
50 =Y 2,7~ (g/«LB ) Ty, Hie' ® Hy' ™™ pi,s (F)
R BN (—=D)argrlry(F)lof™!
s—1
x 8T (a)m - o —(m— mo)a)()). (11.32)
k=m

The sum runs over all Feynman diagrams F. £2,, = (m — mo)!, gr =m — m —
rs(F)s s (F) = I}, (kIS: [k IR (k| S~ [k +1), with 7 (F) =0, 1,2, ... <
m — mq the number of 7 -transitions in the transition belonging to the Feynman dia-

gram F. 81 (w) =1/2m) ffﬁz dre'®T is the delta-function of width T'. It ensures

energy conservation. For the example above, the requirement |S,<,Z ?YI ~ |S<_"1) ;| forall
m > mo (which corresponds to the equal superposition) is satisfied for parameters

Hg/Hy = 0.04, H;/Hy = —0.25, Hg/Hy = —0.61, Hs/Hy=—1.12.
(11.33)
Hyg can be chosen independently. For numerical estimates, we refer to the original
paper, Ref. [27]. This concludes the discussion of generating the equal superposition
required for Grover’s algorithm.
With some adaptions, a single step in Grover’s algorithm can be used to read-in
and decode quantum information. This opens up the possibility to use molecular
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magnets as dense and efficient memory devices. The phases @,, in (11.30)—(11.31)

play a crucial role here. We denote @, = k’":;_l @D+ ¢y, . As we have seen before,

we can irradiate the system with a coherent magnetic pulse of duration 7" such that

all S,(,,",)S = #£n. In other words, the state after the pulse is |¢) = an:mo ay,|m),
where the amplitudes a; = 1 and a,, = £7. By identifying the amplitude £»n with
the logical-1, respectively logical-O, we see that this state encodes a n-bit state.
Because of the @, dependence of the S-matrix (see (11.32)), we can switch between
the 7 amplitude by choosing ¢,, = 0, 7. This allows us to encode a general state
between 0 and 2" — 1 in the quantum state of the molecular magnet. The set {¢;,}
that one uses depends on the number that has to be encoded. For instance, encoding
1219 = 1101, requires ¢9 = ¢pg = ¢p7 = 0 and ¢ = ¢5 = 7. Here, the states with
m=9,8,7, 6,5 represent respectively the binary digits 20, 21,22 23 24,

To decode the state of the molecule, one applies a pulse for which S,(,fo) s =

S,Sf 0) == Ss('i)lg ; = —n. This pulse amplifies the bits which have amplitude

—n, and suppresses those with amplitude . The accumulated error in this procedure
is approximately nn?. Read-out of this decoded state can be done by measuring the
occupation of the different levels by standard spectroscopy, for instance using pulsed
ESR. Irradiation with a pulse which contains the frequency hwy,—1.m = €m—1 — €m

drives transitions that are given by 5151]11 - 1f the state |m) is occupied (meaning

that its amplitude was —n), we would observe stimulated absorption when irradi-
ating with frequency ws 7 and stimulated emission when irradiating with frequency
w7 8. Since the energy levels are non-equidistant, this uniquely identifies the level.

Acknowledgements The authors would like to acknowledge financial support from the Swiss
NSF, the NCCR Nanoscience Basel, and the FP7-ICT project “ELFOS”.

References

C.M. Papadimitriou, Computational Complexity (Addison-Wesley, Reading, 1994)

D.P. DiVincenzo, Fortschr. Phys. 48, 771 (2000)

D. Deutsch, R. Jozsa, Proc. R. Soc. Lond. Ser. A, Math. Phys. Sci. 439, 553 (1992)

R. Cleve, A. Ekert, C. Macchiavello, M. Mosca, Proc. R. Soc. Lond. Ser. A, Math. Phys. Sci.

454, 339 (1998)

L.K. Grover, in Proceedings of the 28th Annual ACM Symposium on the Theory of Computing,

(1996), p. 212

P. Shor, SIAM J. Comput. 26, 1484 (1997)

D. Deutsch, Proc. R. Soc. Lond. A 400, 97-117 (1985)

J. Church, Am. J. Math. 58, 435 (1936)

A M. Turing, Proc. Lond. Math. Soc. 442, 230 (1936)

M.A. Nielsen, I.L. Chuang, Quantum Computation and Quantum Information (Cambridge

University Press, New York, 2000)

11. W.K. Wootters, W.H. Zurek, Nature 299, 802 (1982)

12. A. Barenco, C.H. Bennett, R. Cleve, D.P. DiVincenzo, N. Margolus, P. Shor, T. Sleator,
J.A. Smolin, H. Weinfurter, Phys. Rev. A 52, 3457 (1995)

13. D. Loss, D.P. DiVincenzo, Phys. Rev. A 57, 120 (1998)

14. A.Imamoglu, D.D. Awschalom, G. Burkard, D.P. DiVincenzo, D. Loss, M. Sherwin, A. Small,

Phys. Rev. Lett. 83, 4204 (1999)

bl

b

SO X

—



11

15.
16.

17.
18.
19.
20.

21.
22.
23.
24.

25.
26.
217.
28.

29.
30.

31.
32.
33.
34.

3s.
36.

37.
38.

39.

40.

41.
42.
43.
44,
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.

55.

Molecular Magnets for Quantum Information Processing 295

J.I. Cirac, P. Zoller, Phys. Rev. Lett. 74, 4091 (1995)

Q.A. Turchette, C.J. Hood, W. Lange, H. Mabuchi, H.J. Kimble, Phys. Rev. Lett. 75, 4710
(1995)

N.A. Gershenfeld, I.L. Chuang, Science 275, 350 (1997)

A. Shnirman, G. Schon, Z. Hermon, Phys. Rev. Lett. 79, 2371 (1997)

B.E. Kane, Nature (London) 393, 133 (1998)

R. Vrijen, E. Yablonovitch, K.L. Wang, H.-W. Jiang, A.A. Balandin, V. Roychowdhury, T. Mor,
D.P. DiVincenzo, Phys. Rev. A 62, 012306 (2000)

E. Knill, R. Laflamme, G.J. Milburn, Nature (London) 409, 46 (2001)

F. Jelezko, J. Wrachtrup, Phys. Status Solidi A 203, 3207 (2006)

R. Hanson, D.D. Awschalom, Nature (London) 453, 1043 (2008)

P. Maletinsky, S. Hong, M.S. Grinolds, B. Hausmann, M.D. Lukin, R.L. Walsworth, M. Lon-
car, A. Yacoby, Nat. Nanotechnol. (2012). doi:10.1038/nnano.2012.50

D.V. Bulaev, B. Trauzettel, D. Loss, Phys. Rev. B 77, 235301 (2008)

M. Trif, V.N. Golovach, D. Loss, Phys. Rev. B 77, 045434 (2008)

M.N. Leuenberger, D. Loss, Nature (London) 410, 789 (2001)

J. Tejada, E. Chudnovsky, E. del Barco, J. Hernandez, T. Spiller, Nanotechnology 12, 181
(2001)

F. Meier, J. Levy, D. Loss, Phys. Rev. Lett. 90, 047901 (2003)

F. Troiani, A. Ghirri, M. Affronte, S. Carretta, P. Santini, G. Amoretti, S. Piligkos, G. Timco,
R.E.P. Winpenny, Phys. Rev. Lett. 94, 207208 (2005)

J. Lehmann, A. Gaita-Arino, E. Coronado, D. Loss, Nat. Nanotechnol. 2, 312 (2007)

M. Trif, F. Troiani, D. Stepanenko, D. Loss, Phys. Rev. Lett. 101, 217201 (2008)

E.M. Chudnovsky, L. Gunther, Phys. Rev. Lett. 60, 661 (1988)

D.D. Awschalom, J.F. Smyth, G. Grinstein, D.P. DiVincenzo, D. Loss, Phys. Rev. Lett. 68,
3092 (1992)

R. Sessoli, D. Gatteschi, A. Caneschi, M.A. Novak, Nature (London) 365, 141 (1993)

L. Thomas, F. Lionti, R. Ballou, D. Gatteschi, R. Sessoli, B. Barbara, Nature (London) 383,
145 (1996)

J.R. Friedman, M.P. Sarachik, J. Tejada, R. Ziolo, Phys. Rev. Lett. 76, 3830 (1996)

W. Wernsdorfer, E. Bonet Orozco, K. Hasselbach, A. Benoit, D. Mailly, O. Kubo, H. Nakano,
B. Barbara, Phys. Rev. Lett. 79, 4014 (1997)

J. Tejada, X.X. Zhang, E. del Barco, J.M. Hernandez, E.M. Chudnovsky, Phys. Rev. Lett. 79,
1754 (1997)

E. del Barco, A.D. Kent, E.M. Rumberger, D.N. Hendrickson, G. Christou, Phys. Rev. Lett.
91, 047203 (2003)

A. Chiolero, D. Loss, Phys. Rev. Lett. 80, 169 (1998)

F. Meier, D. Loss, Phys. Rev. Lett. 86, 5373 (2001)

D. Gatteschi, A. Caneschi, L. Pardi, R. Sessoli, Science 265, 1054 (1994)

C. Sangregorio, T. Ohm, C. Paulsen, R. Sessoli, D. Gatteschi, Phys. Rev. Lett. 78, 4645 (1997)
D. Gatteschi, R. Sessoli, A. Cornia, Chem. Commun. 725 (2000). doi:10.1039/A9082541

D. Loss, D.P. DiVincenzo, G. Grinstein, Phys. Rev. Lett. 69, 3232 (1992)

M.N. Leuenberger, D. Loss, Phys. Rev. B 61, 1286 (2000)

M.N. Leuenberger, F. Meier, D. Loss, Monatsh. Chem. 134, 217 (2003)

W. Wernsdorfer, R. Sessoli, Science 284, 133 (1999)

M.N. Leuenberger, D. Loss, Phys. Rev. B 63, 054414 (2001)

G. Gonzalez, M.N. Leuenberger, Phys. Rev. Lett. 98, 256804 (2007)

G. Gonzalez, M.N. Leuenberger, E.R. Mucciolo, Phys. Rev. B 78, 054445 (2008)

M. Trif, F. Troiani, D. Stepanenko, D. Loss, Phys. Rev. B 82, 045429 (2010)

K.-Y. Choi, Y.H. Matsuda, H. Nojiri, U. Kortz, F. Hussain, A.C. Stowe, C. Ramsey, N.S. Dalal,
Phys. Rev. Lett. 96, 107202 (2006)

F.H.L. Koppens, C. Buizert, K.J. Tielrooij, I.T. Vink, K.C. Nowack, T. Meunier, L.P. Kouwen-
hoven, L.M.K. Vandersypen, Nature (London) 442, 766 (2006)



296

56.

57.
58.

59.
60.
61.
62.
63.

64.
65.

66.
67.

68.
69.

K. van Hoogdalem et al.

S. Bertaina, S. Gambarelli, T. Mitra, B. Tsukerblat, A. Miiller, B. Barbara, Nature (London)
453, 203 (2008)

M. Borhani, V.N. Golovach, D. Loss, Phys. Rev. B 73, 155311 (2006)

K.C. Nowack, FH.L. Koppens, Yu.V. Nazarov, L.M.K. Vandersypen, Science 318, 1430
(2007)

M.F. Islam, J.F. Nossa, C.M. Canali, M.R. Pederson, Phys. Rev. B 82, 155446 (2010)

J.F. Nossa, M.F. Islam, C.M. Canali, M.R. Pederson, Phys. Rev. B 85, 085427 (2012)

P.W. Anderson, Phys. Rev. 115, 2 (1959)

T. Moriya, Phys. Rev. 120, 91 (1960)

R. Winkler, Spin-Orbit Copuling Effects in Two-dimensional Electron and Hole Systems
(Springer, Berlin, 2003)

G. Burkard, D. Loss, D.P. DiVicenzo, Phys. Rev. B 59, 2070 (1999)

A. Ardavan, O. Rival, J.J.L. Morton, S.J. Blundell, A.M. Tyryshkin, G.A. Timco, R.E.P. Win-
penny, Phys. Rev. Lett. 98, 057201 (2007)

A. Schweiger, G. Jeschke, Principles of Pulse Electron Paramagnetic Resonance (Oxford
University Press, New York, 2001)

F. Troiani, D. Stepanenko, D. Loss, Phys. Rev. B 86, 161409 (2012)

W.A. Coish, D. Loss, Phys. Rev. B 70, 195340 (2004)

D. Gatteschi, R. Sessoli, J. Villain, Molecular Nanomagnets (Oxford University Press, New
York, 2006)



XIX Symposium on
Condensed Matter Physics
SFKM 2015

Book of Abstracts

| 7 — 11 September 2015

Belgrade, Serbia



1.
2.
3.

The 19th Symposium on Condensed Matter Physics - SFKM 2015, Belgrade - Serbia
Invited: 50

Spin-electric Coupling in Molecular Magnets

Dimitrije Stepanenko
Center for Condensed Mater Physics and New Materials, Institute of Physics Belgrade

Abstract. Molecular magnets behave as large spins at low energies. They show hysteresis con-
trolled by quantum tunneling of magnetization, long spin coherence times, and spin texture in the
ground state. Coupling of molecular spins to an external electric fields would provide a superior
mechanism for their control and manipulation. In triangular low-spin antiferromagnets with broken
inversion symmetry it is the chirality of spin texture that couples to electric fields. We show that the
chirality has long coherence time, and that it allows for a controllable superradiant phase transition.

Hyperfine-induced decoherence in a triangular spin cluster varies across independent two-level
subsystems that encode a qubit. Electrically controllable eigenstates of spin chirality show decoher-
ence times that approach milliseconds, two orders of magnitude longer than those estimated for the
eigenstates of the total spin projection and of the partial spin sums. The robustness of chirality is
due to its decoupling from components of both the total spin and individual spins in the cluster.

A crystal of triangular molecular antiferromagnets coupled to a resonant cavity shows superradi-
ant phase transition. The critical coupling strength for transition depends on the external magnetic
field, in sharp contrast to the standard case of two-level emitters, where the critical coupling was set
by the structure of emitter alone. The source of modification is traced to the entanglement of spin
and chirality in the low-energy states of the cluster.
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12:00 — 12:40 Zoran Popovi¢, Institut Vinca
Dinamicki Jahn-Tellerov efekat u grafenu sa supljinskim defektom
12:40 - 12:50 diskusija
13:00 - 15:00 pauza za rucak
15:00 — 15:40  Zeljko Sljivancanin, Institut Vinca
Modelovanje atomske strukture djelimicno oksidisanog grafena
15:40 — 15:50 diskusija
15:50 — 16:00 pauza
16:00 — 16:40 Nenad Vukmirovi¢, Institut za fiziku
Priroda nosilaca naelektrisanja u organskim kristalima
16:40 — 16:50 diskusija
16:50 - 17:00 pauza
17:00 — 17:40 Zoran Miskovi¢, University of Waterloo (Canada)
Interakcija grafena sa naelektrisanim cesticama
17:40 - 17:50 diskusija

Cetvrtak, 12 Septembar

10:00 - 10:40 Velimir Radmilovi¢, TehnoloSko-metalurski fakultet
Sta znamo o klizanju bez trenja na atomskom nivou?
10:40 — 10:50 diskusija
10:50 — 11:00 pauza
11:00 — 11:40 Natasa Bibi¢, Institut Vinca
Modifikacija tankih slojeva metala i keramika primenom jonskih snopova
11:40 - 11:50 diskusija
11:50 - 12:00 pauza
12:00 — 12:40 Dorde Spasojevi¢, Fizicki fakultet
Analiza spening lavina u dvodimenzionalnom neravnoteZnom
Izingovom modelu na temperaturi T=0
12:40 — 12:50 diskusija
13:00 — 15:00 pauza za rucak
15:00 — 15:40 Dimitrije Stepanenko, Institut za fiziku
Kvantni racunari bazirani na kvantnim tackama i spin-orbit interakciji
15:40 — 15:50 diskusija
15:50 — 16:00 pauza
16:00 — 16:40  Nenad Svraki¢, Institut za fiziku
Pokrivanje i pakovanje u ravni: egzaktni i numericki rezultati
Za mesavine superdiskova
16:40 — 16:50 diskusija
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Project title

Dr. Aleksandar
MILOSAVLJEVIC

Institute of
Physics, Belgrade

Prof. Dr. Ilko BALD

U Potsdam

The study of DNA radiation damage on
the molecular level

Dr. Magdalena
STEVANOVIC

Institute of
Technical Sciences

SANU

Prof. Dr. Aldo
BOCCACCINI

U Erlangen

Scaffolds with therapeutic functionality

Dr. Dimitrije

Prof. Dr. Guido

Spin-orbit interaction of confined

BURKARD electrons for quantum information
STEPANENKO processing
U Konstanz
Institute of
Physics, Belgrade
Prof. Dr. Ivan Heiko KERN/ Dr. Discovering Effective Methods and
KUHNE Architec-tures for Integration of

LUKOVIC

Faculty of
Technical Sciences,

U Novi Sad

Institut fiir
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Informatik

Leipzig

Modeling Spaces

Prof. Dr. Milorad
KURAICA

Institute of
Physics, Belgrade

Prof. Dr. Jiirgen
MEICHSNER

U Greifswald

Volume and Surface Processes in Barrier
Discharges

Prof. Dr. Jasmina
MARKOVIC

Prof. Dr. Claudia

Characterization of Progenitor Cells for




LIPKOVSKI

School of
Medecine,

U Belgrade

MULLER

U Tiibingen

Kidney Regeneration (“ProKiReg”)

7. | Prof. Dr. Ljiljana Prof. Dr. Ivan High-voltage pixel sensors for particle
SIMIC PERIC physics
Institute of )
Physics, Belgrade U Heidelberg
8. | Prof. Dr. Goran Dr.-Ing. Zoran Verification and Test of Fault-Tolerant
STAMENKOVIC Integrated Circuits
RISTIC
[HP Frankfurt/Oder
Faculty of
Electronic
Engineering,
U Nis
9. | Dr. Danijela Prof. Dr. Ludger Interplay of novel and established
MAKSIMOVIC- WESSJOHANN natural products in cancer treatment
IVANIC
Leibniz-Institut fiir
Institute for Pflanzenbiochemie
Biological Halle
Research”SiniSa
Stankovi¢”,
Belgrade
10. | Prof. Dr. Nenad T. | Prof. Dr. Lena Adaptive compliant mechanisms with

PAVLOVIC

Mechanical
Engineering
Faculty

U Nis

ZENTNER

TU Ilmenau

inherent actuating elements
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File: /Thome/dimitrije/Work/NonScien...ff/ThesisReviews/phdlerino.txt Page 1 of 1

From: Marco AFFRONTE <marco.affronte@unimore.it>

Date: Fri, 2 Dec 2016 19:36:35 +0100

Message-ID: <CAAznCCcDED=eg=WVY-69zPumgOUNLi-APuyYwjMn=mOaNKTbiw@mail.gmail.com>
Subject: request for review PhD Thesis

To: Dimitrije.Stepanenko@ipb.ac.rs

Dear Professor Stepanenko

I am the coordinator of the PhD Course in Physics and NanoSciences a=

t

Universit=(C3=A0 di Modena e Reggio Emilia (
http://www.nano-phdschool.unimore.it/site/home.html). Our PhD students of
XXIX Course have now completed their thesis work and we are looking for
internationally recognized experts in different fields to review their
manuscripts. This review process consists in critically reading the
manuscript of the candidates and provide corrections and

suggestions to improve its quality. It is done remotely by reviewers who
are kindly asked to assess the whole thesis work of the candidate in a 1-2
pages report within 4 weeks form the delivery of the manuscript (early
December), in any case before January 8th, 2017.

Your name has been suggested in this context and I=E2=80=99d ask you if you=
are
kindly available to review the thesis work of:

Mr Simone Ierin=C3=B2:

Thesis title: *Multiple spin ensembles in cavity in strong excitation
limits*

We believe that this review process is a fundamental step for the formation
of young researchers and we=E2=80=9911 be very grateful if you can accept d=
oing

this service. I=E2=80=9911 be happy if you can confirm/or not your acceptan=
ce

within the next few days.

Best regards.

Prof. Marco Affronte

Dipar?imento di Scienze Fisiche, Informatiche e Matematiche, Universit=C3=
;ggeg; e Reggio Emilia

via G. Campi 213/A, 41125 Modena, Italy

phone: ++39.059.205.8375 // lab: .5271; skype: marcoaffronte

fax: 0039.059.205.5651; 0039.059.205.5235.



File: /Thome/dimitrije/Work/NonScien...viStuff/Brisi/natureReview.txt Page 1 of 1

Date: Thu, 17 Dec 2015 08:17:30 -0500

Message-Id: <9145035825034@ejpwww6.nature.com.nature.com>
To: dimitrije.stepanenko@ipb.ac.rs

Subject: NATURE: Decision on Nature manuscript XXXXXXXXX
From: k.ziemelis@nature.com

Reply-To: k.ziemelis@nature.com

Dear Colleague,

Thank you for your help with the manuscript entitled "XXXXXXXXXXXXXXXXXXX" by
XXXXXXXXXX and colleagues. We have now received all of the referees' reports,
which I have attached below for your information. In the light of these various
comments, we have decided to offer publication of a suitably revised version of
the manuscript. Please treat this information as strictly confidential.

Thank you again for your help and I hope that we can call upon your advice in the
future.

Yours sincerely,

Karl Ziemelis

Physical Sciences Editor, Nature

Nature's author and policy information sites are at
www.nature.com/nature/submit/.



File: /Thome/dimitrije/Work/NonScien...risi/natureMaterialsReview.txt Page 1 of 1

Date: Mon, 4 Jun 2018 07:44:28 -0400

Message-Id: <49152811266867@ejpwwwl.nature.com.nature.com>
To: dimitrije.stepanenko@ipb.ac.rs

Subject: Decision made for XXXXXXXXXX

From: Maria.Maragkou@nature.com

Reply-To: Maria.Maragkou@nature.com

X-AV-Checked: ClamAV using ClamSMTP

Dear Dr. Stepanenko,

Thank you for reviewing the manuscript "XXXXXXXXXXXXXXXX" for Nature Materials. In
the light of the various comments we received, we have decided to offer
publication of a suitably revised version of the manuscript. Please treat this
information as strictly confidential.

Thank you again for your help and I hope that we can call upon your advice in the
future.

Best wishes,

Maria Maragkou
Senior Editor
<i>Nature Materials</i>



File: /Thome/dimitrije/Work/NonScien...f/Brisi/natureSciRepReview.txt = Page 1 of 1

Date: Wed, 4 Jan 2017 10:41:45 -0500

Message-Id: <72148354450562@e]jpwwwl6.nature.com.nature.com>
To: dimitrije.stepanenko@ipb.ac.rs

Subject: Final Decision made for XXXXXXXX

From: scientificreports@nature.com

Reply-To: scientificreports@nature.com

Dear Dr. Stepanenko:

Thank you for your help with manuscript XXXXXXXX, "XXXXXXXXXXXXXX", which you
recently reviewed for Scientific Reports.

For your records, the decision for this manuscript, based partly on your input,
was Accept. A full copy of the comments to authors is appended, below.

Your assistance and participation in the review process for Scientific Reports is
greatly appreciated.

Best regards,

Manuscript Administration

Scientific Reports

4 Crinan Street

London N1 9XW

E-mail: scientificreports@nature.com



File: /Thome/dimitrije/Work/NonScien...pjQuantuminformationReview.txt Page 1 of 1

Date: Mon, 18 Jun 2018 18:00:47 -0400

Message-Id: <70152935924718@buildmts-www5.nature.com.nature.com>
To: Dimitrije.Stepanenko@ipb.ac.rs

Subject: Final Decision made for XXXXXXXXX

From: npjgi@nature.com

Reply-To: npjgi@nature.com

X-AV-Checked: ClamAV using ClamSMTP

Dear colleague,

Thank you very much for reviewing the paper entitled "XXXXXXXXXXXX" for npj
Quantum Information. Having considered the collective advice that we have
received, the editor has taken the Revise decision. Please treat this information
as strictly confidential.

For your information, the full complement of reviewers' reports is appended below,
which I hope will provide some insight into the views of the other referees.

We appreciate the time you have taken to review this manuscript and submit your
report. I hope that we may call upon your advice in the future.

Best regards,

Manuscript Administration
npj Quantum Information

4 Crinan Street

London N1 9Xw

E-mail: npjqgi@nature.com



File: /home/dimitrije/Work/NonScien...adoviStuff/Brisi/pRLReview.txt

Page 1 of 1

Date: Mon, 9 Jul 2018 18:40:03 -0400

Message-ID: <1067306010.1531176003841.JavaMail.tomcat@prism-jobs-4-245>
From: prl@aps.org

Reply-To: prl@aps.org

To: dimitrije.stepanenko@ipb.ac.rs

Subject: Review request STEPANENKO XXXXXXXXX

Re: XXXXXXX
PO GO 09.9.9.0.00000.9.9.9.9.0.0000.0.9.9.9.0000004
POV 009.0.0.00000.09.9.0.0.00000.0.9.0.0.000000.9.0.¢
Dear Dr. Stepanenko,

We would appreciate your review of this submission to Physical Review
Letters.

Please let us know promptly if you will be able to send a report and,
if so, by when.

Do the authors make a convincing case for their claims?

Please address the Physical Review Letters criteria of impact,
innovation, and interest in your report.

Thank you for your help.

Yours sincerely,

Robert Garisto

Editor

Physical Review Letters

Email: prl@aps.org
https://journals.aps.org/prl/

twitter @RobertGaristo

"Every 80 seconds someone cites a PRL"

Celebrating 125 Years of the Physical Review
https://journals.aps.org/125years #PhysRev125

We ask that you download the manuscript and return your report via:
https://referees.aps.org/r/XXXXXXX
Alternatively, you may send your completed Referee Response Form

by email to prl@aps.org. If you use email, either reply to this
message or give as the subject "Report STEPANENKO XXXXXXXXX".



File: /Thome/dimitrije/Work/NonScien...adoviStuff/Brisi/pRBReview.txt

Page 1 of 1

Date: Tue, 8 May 2018 09:43:17 -0400

Message-ID: <1714919704.1525786997025.JavaMail.tomcat@prism-jobs-4-245>
From: prb@aps.org

Reply-To: prb@aps.org

To: dimitrije.stepanenko@ipb.ac.rs

Subject: Resub review request STEPANENKO XXXXXXXXXX

Dear Dr. Stepanenko,

We would appreciate your review of this manuscript, which has
been submitted to Physical Review B.

Comments from the editor:
XXXXXXXXXXXXXX

Thank you for your help.

Yours sincerely,

Manolis Antonoyiannakis

Associate Editor

Physical Review B

Email: prb@aps.org

http://journals.aps.org/prb/

Celebrating 125 Years of the Physical Review
https://journals.aps.org/125years  #PhysRev125

We ask that you download the manuscript and return your report via:
https://referees.aps.org/r/XXXXXXXXX
Alternatively, you may send your completed Referee Response Form

by email to prb@aps.org. If you use email, either reply to this
message or give as the subject "Report STEPANENKO XXXXXXXX".
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