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Posebno nam je zadovo	stvo da predlo�imo dr Nenada Vra�exa, vixeg nauqnog sarad-

nika, za Godix�u nagradu Instituta za fiziku za �egov doprinos preciznim mere�ima

parametara Standardnog modela fizike qestica, a posebno mere�u mase W bozona. Na-

vedeni rezultati su ostvareni u periodu od 1. januara 2016. do 31. decembra 2017. u

okviru eksperimenta ATLAS na Velikom sudaraqu hadrona (Large Hadron Collider, LHC)
u CERN-u.

Tema istra�iva�a. Osnovna tema istra�iva�a kolege Vra�exa odnosi se na pre-

cizna mere�a parametara Standardnog modela elementarnih qestica (SM). Standardni

model predstav	a prediktivan teorijski okvir u kome su fundamentalni parametri, mase

i xirine qestica kao i �ihove jaqine spreza�a, me�usobno povezani skupom relacija.

Nakon potvrde postoja�a Higsovog bozona i prvog mere�a �egove mase na eksperimentima

ATLAS i CMS na LHC-u taj skup relacija je nadograniqen, i upore�iva�e eksperimen-

talno izmerenih vrednosti sa teorijski predvi�enim vrednostima omogu�ava da	e testi-

ra�e konzistentnosti modela. U modelima koja nisu uk	uqeni u SM vrednost mW zavisi

i od novih texkih qestica koje interaguju slabom interakcijom, pa tako upore�iva�e

izmerene vrednosti mW sa teorijskom vrednox�u predstav	a ,,prozor" ka novoj fizici.

Eksperimentalna mere�a masa poznatih qestica: mase W bozona (mW ), mase top kvarka

(mtop), kao i mase Higsovog bozona (mH) i jaqine �egovih spreza�a sa fermionima i bozo-

nima, omogu�avaju da se razjasni dinamika naruxe�a simetrije u elektroslabim interak-

cijama. Nenad Vra�ex je u prethodne dve godine uqestvovao u svim ovim istra�iva�ima,

a najznaqajniji rezultat odnosi se na mere�e mase W bozona. Uzimaju�i u obzir izme-

rene vrednosti i neodre�enosti mtop i mH , mW je predvi�ena sa preciznox�u ±8 MeV.
Vrednost mW dobijena kombinova�em rezultata mere�a sa vixe eksperimenata na suda-

raqima LEP i Tevatron iznosi 80385 ± 15 MeV. Kraj�i ci	 eksperimenata na LHC-u

je postiza�e iste ili bo	e preciznosti u odnosu na teorijska predvi�a�a. U kontekstu

globalnog fita parametara SM, ograniqe�a na parametarski prostor fizike izvan SM

zavise najvixe od preciznog mere�a mW .

Opis rezultata i liqnog doprinosa kandidata. Mere�e mW u raspadima W →
`ν (gde ` oznaqava elektron ili mion a ν neutrino), predstav	a veliki izazov na ha-

dronskim sudaraqima. U pita�u je mere�e ekstremne preciznosti: da bi se rezultati

mogli uporediti sa teorijskim predvi�a�ima potrebno je dosti�i preciznost od 0.01%.

Pore�e�a radi, tipiqna precizna mere�a na LHC-u imaju za ci	 preciznost reda ve-

liqine 1%. U okviru pomenute tematike kolega Vra�ex je imao k	uqni doprinos u
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kalibraciji impulsa miona, zatim u mere�u efikasnosti rekonstrukcije i trigerova-

�a miona, kalibraciji hadronskog uzmaka (nedostaju�e transverzalne energije), selekciji

doga�aja od interesa, kao i u ukupnoj analizi podataka u mionskom kanalu. Kalibracija

impulsne skale leptona (α`) je najkritiqnija komponenta mere�a mW na hadronskim su-

daraqima: oset	ivost na impulsnu skalu leptona iznosi δmW /δα` ≈ 800 MeV/%. Kako bi

sistematska neodre�enost bila dovedena na potreban nivo O(10−4) implementirani su i

eksploatisani inovativni algoritmi i tehnike za potrebe kalibracije impulsa miona na

eksperimentu ATLAS. Konaqna vrednost mW izmerena je sa neodre�enox�u ±19 MeV, xto
spada u najpreciznije mere�e do danas ostvareno na eksperimentima u fizici qestica.

Izmerena vrednost je kompatibilna sa trenutnom svetskom sred�om vrednox�u kao i po-

sled�im teorijskim predvi�a�ima. Rezultat je objav	en u:

• Aaboud, M., ... ,Vranjes N., et al. [ATLAS Collaboration], Measurement of the W -boson
mass in pp collisions at

√
s= 7TeV with the ATLAS detector, Eur.Phys.J. C78 (2018) no.2, 110,

arXiv:1701.07240 [hep-ex], (IF = 5.331).

Kao jedan od najkompetentnijih saradnika sa k	uqnim doprinosom u ovoj studiji Nenad

Vra�ex je izabran da bude korespodentni autor navedene publikacije. Rad je prihva�en

za xtampu u decembru 2017, a prema bazi HEP-Inspire do sada je citiran ve� 25 puta bez

autocitata. Istiqe se podatak da je u pita�u prvo (i za sada jedino objav	eno)

mere�e mW na LHC-u. Rezultat je do sada prikazan na posebnom CERN-ovom semi-

naru i najznaqajnijim konferencijama iz oblasti. Zbog posebnog znaqaja ovaj rezultat je

poprimio xiru pa��u kroz CERN-ovo saopxte�e za medije, i qlanak u CERN Courier.
Rezultati su prikazani i na seminaru u Institutu za fiziku.

Kalibracija impulsa miona, a naroqito efekata koji zavise od znaka naeleketrisa�a

mionskih tragova u detektoru prime�ena je u mere�u trostrukog diferencijalnog preseka

za produkciju Z bozona. Nenad Vra�ex je uqestvovao i u ovoj studiji qiji su rezultati

objav	eni u:

• Aaboud, M., ... ,Vranjes N., et al. [ATLAS Collaboration], Measurement of the Drell-
Yan triple-differential cross section in pp collisions at

√
s = 8 TeV, JHEP 1712 (2017) 059,

arXiv:1710.05167 [hep-ex], (IF = 6.063).

Nenad Vra�ex je bio qlan recenzentskih timova za studije koje se bave preciznim me-

re�em mase top kvarka i mere�em mase Higsovog bozona. U okviru kolaboracije ATLAS,

recenzentski tim zajedno sa neposrednim autorima ima odgovornost da proizvede i objavi

nauqnu publikaciju vrhunskog kvaliteta. Rezultat mere�a mase top kvarka je objav	en u

presti�nom me�unarodnom qasopisu i za posled�e dve godine citiran preko 30 puta, dok

su preliminarni rezultati mere�a mase Higsovog bozona prikazani u jednoj javnoj noti:

• Aaboud, M., ... ,Vranjes N., et al. [ATLAS Collaboration], Measurement of the top quark
mass in the tt̄ → dilepton channel from

√
s = 8 TeV ATLAS data, Phys.Lett. B761 (2016)

350-371, arXiv:1606.02179 [hep-ex], (IF = 4.087).
• ATLAS Collaboration, Measurement of the Higgs boson mass in the H → ZZ → 4` and
H → γγ channels with

√
s =13 TeV pp collisions using the ATLAS detector,

ATLAS-CONF-2017-046.

Konaqni rezultat mere�a mase Higsovog bozona (sa neznatnim korekcijama u odnosu
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na notu) je u zavrxnoj fazi unutrax�e recenzije u okviru ATLAS kolaboracije i �egovo

sla�e u qasopis se oqekuje u narednim mesecima.

Mere�e preseka za produkciju qestica SM, pre svega W i Z bozona i top kvarkova,

predstav	a osnov za razumeva�e kvantne hromodnimaike i elektroslabih procesa kao i

kompletnosti teorijskog modela za opis fenomena na hadronskim sudaraqima. Predvi�a�a

za preseke zavise pre svega od partonskih distribucija u protonu te su stoga oset	ive na

dinamiku jako interaguju�ih qestica. Integralna luminoznost je k	uqna komponenta

ovih mere�a i qesto izvor dominantne sistematske neodre�enosti. Na LHC-u u osnovi

postupka apsolutne kalibracije luminoznosti je deta	na analiza specijalih sudara pro-

tona, van der Meer (vdM) sudara, gde se luminoznost izmerena odgovaraju�im luminome-

trima kalibrixe vrednox�u izraqunatom iz izmerenih parametara akceleratora. Od

2015. Nenad Vra�ex je glavni saradnik na analizi ovih podataka, a rezultati �egovih

mere�a su objav	eni u publikaciji:

• Aaboud, M., ... ,Vranjes N., et al. [ATLAS Collaboration], Luminosity determination in pp
collisions at

√
s = 8 TeV using the ATLAS detector at the LHC, Eur.Phys.J. C76 (2016) no.12,

653, arXiv:1608.03953 [hep-ex], (IF = 5.331).

Navedena publikacija je za posled�e dve godine citirana 182 puta, i pred-

stav	a referentan rezultat ATLAS kolaboracije. Rezultati mere�a neodre�enosti

integralne luminoznosti u kojima je uqestvovao kolega Vra�ex predstav	aju k	uqnu kom-

ponentu za postignute preciznosti mere�a u:

• Aaboud, M., ... ,Vranjes N., et al. [ATLAS Collaboration], Measurement of the tt̄ production
cross-section using eµ events with b−tagged jets in pp collisions at with the ATLAS detector√
s =13 TeV using the ATLAS detector, Phys.Lett. B761 (2016) 136-157 (Erratum: Phys.Lett.

B772 (2017) 879-879), arXiv:1606.02699 [hep-ex], (IF = 4.087).
• Aaboud, M., ... ,Vranjes N., et al. [ATLAS Collaboration], Measurement of the tt̄Z and tt̄W
production cross-section production cross sections in multilepton final states using 3.2 fb−1 of pp
at
√
s =13 TeV with the ATLAS detector, Eur.Phys.J. C77 (2017) no.1, 40, arXiv:1609.01599

[hep-ex], (IF = 5.331).
• Aaboud, M., ... ,Vranjes N., et al. [ATLAS Collaboration], Measurements of the production
cross section of a Z boson in association with jets in pp collisions at

√
s =13 TeV with the

ATLAS detector, Eur.Phys.J. C77 (2017) no.6, 361, arXiv:1702.05725 [hep-ex], (IF = 5.331).
• Aaboud, M., ... ,Vranjes N., et al. [ATLAS Collaboration], Measurement of the cross-section
for electroweak production of dijets in association with a Z boson in pp collisions at

√
s =13

TeV with the ATLAS detector, Phys.Lett. B775 (2017) 206-228, arXiv:1709.10264 [hep-ex], (IF
= 4.087).

Posebno �elimo da istaknemo da je Nenad Vra�ex od strane kolaboracije

imenovan za rukovodioca (convener-a) grupe za analizu podataka sa W i Z bo-

zonima od 1. oktobra 2017. na period od dve godine. U pita�u je jedna od najve�ih

grupa u ATLAS kolaboraciji sa preko 20 teku�ih projekata na kojima trenutno radi oko

150 istra�ivaqa svih akademskih rangova. Aktivnosti grupe se odnose na mere�e para-

metara SM (mW , Vajnbergov ugao), totalnih i diferencijalnih preseka za produkciju

W i Z bozona (inkluzivnih, i u asocijaciji sa 
etovima, posebno sa 
etovima iz texkih

kvarkova), kao i spektara W i Z bozona u oblastima faznog prostora od inetersa (niski

transverzalni impulsi, niske i visoke vrednosti invarijantne mase dileptona) i drugi.

3

https://inspirehep.net/record/1481187
https://inspirehep.net/record/1504059
https://inspirehep.net/record/1485353
https://inspirehep.net/record/1485353
https://inspirehep.net/record/1514251
https://inspirehep.net/record/1627873


Statistika radova i impakt rezultata na nauqnu oblast. Nenad Vra�ex je qlan

ATLAS kolaboracije od 2004. i koautor je svih radova objav	enih do danas. Unutar ko-

laboracije, doprinos kandidata je demonstriran kroz presti�nu poziciju rukovodioca

(convener-a), autorstvo u internim notama koje prate publikacije u qasopisima, kroz edi-

torski rad, kroz prezentacije svojih, kao i rezultata celokupnih grupa u okviru kola-

boracije, i posebno kroz vixe predava�a po pozivu koja je kandidat dr�ao u ime cele

kolaboracije na me�unarodnim i nacionalnim konferencijama. U posled�e dve godine

imao je suxtinski doprinos u qetiri rada objav	ena u vrhunskim me�unarodnim qasopi-

sima kategorije M21. Prema bazi i HEP-Inspire ovi radovi su citirani ve� preko 200

puta. Rezultati kolege Vra�exa na mere�u luminoznosti od k	uqnog su znaqaja za po-

stignutu preciznosti mere�a u qetiri rada objav	ena u qasopisima kategorije M21 koji

su do sada citirani preko 30 puta. Ukupni impakt faktor navedenih radova iznosi 41.8.

Impakt dobijenih rezultata ogleda se kroz kvalitet qasopisa u kojima se rezultati ob-

jav	eni kao i kroz citiranost radova. Znaqaj radova u kojima je kandidat dao k	uqni

doprinos odnosi se na testira�e konzistentnosti Standardnog modela, kroz mere�e mase

W bozona, Higsovog bozona i mase top kvarka. Ove teme predstav	aju neke od k	uqnih

izazova programa LHC-a. Rezultati na kalibraciji luminoznosti imaju znaqajnu primenu

u velikom broju rezultata koje je objavila kolaboracija u navedenom periodu.

Nenad Vra�ex ima razvijenu me�unarodnu sarad�u, pre svega sa kolegama iz CERN-a,

Francuske i Nemaqke. Rukovodilac je jednog bilateralnog DAAD projekta. Bio je mentor

jedne doktorske disertacije odbra�ene krajem 2017. Svojim radom je izuzetno doprineo

prepoznat	ivosti beogradske grupe u okviru ATLAS kolaboracije.

Zbog svega navedenog smatramo da je dr Nenad Vra�ex postigao izuzetne

nauqne rezultate u posled�e dve godine na samom frontu savremene fizike

elementarnih qestica, i zadovo	stvo nam je da ga predlo�imo za Godix�u

nagradu za nauqni rad Instituta za fiziku.

Beograd, 14. mart 2018.

dr Lidija �ivkovi�

nauqni savetnik, rukovodilac projekta OI 171004

akademik prof. dr �or�e Xijaqki

Nacionalni koordinator ATLAS eksperimenta za Srbiju
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НЕНАД ВРАЊЕШ 
CURRICULUM VITAE СА СПИСКОМ ПУБЛИКАЦИЈА 

 
 
 

 
• ЛИЧНЕ ИНФОРМАЦИЈЕ 

 
Афилијација:                              Институт за физику 
                                                    Лабораторија за физику високих енергија 
Датум и место рођења:             27. фебруар 1980, Земун.                  
email:                                          nenadv@ipb.ac.rs  
                                                    nenad.vranjes@cern.ch 
Брачно стање :                          ожењен, једна кћерка 
                                      
• ОБРАЗОВАЊЕ  
 
Oктобар 2007 – новембар 2011:      докторат,  докторска дисертација: ,,Трагање за новим тешким  

                                                наелектрисаним градијентним бозонима на АТЛАС детектору” (A  
                                                Search for New Heavy Charged Gauge Bosons at ATLAS) 

                                                            Заједнички докторат Универзитетa у Београду и Националног и  
                                                            Каподистријског универзитета у Атини    

  
Септембар 2004 – октобар 2007:     магистратура, магистарски рад: ,,Могућности АТЛАС детектора    
                                                            за мерење продукције парова W бозона на Великом хадронском   
                                                            колајдеру”, Физички факултет Универзитета у Београду  
 
Октобар 1999 – јул 2004:                  основне студије, истраживачки смер, просек 9.44 
                                                            Физички факултет Универзитета у Београду 
   
• РАДНО ИСКУСТВО 
  
Од новембрa  2017:                         виши научни сарадник, Лабораторија за физику високих енергија,    
                                                           Институт за физику у Београду 
мај 2012 – новембар 2017:              научни сарадник, Лабораторија за физику високих енергија,    
                                                           Институт за физику у Београду 
новембар 2011 – октобар 2014:      постдокторско усавршавање, одсек за фундаментална         
                                                           истраживања, CEA,Saclay , Француска (базиран у ЦЕРН-у)     
јун 2008 – мај 2012:                          истраживач сарадник, Лабораторија за физику високих енергија,    
                                                           Институт за физику у Београду 
март 2005 – јун 2008:                       истраживач приправник, Лабораторија за физику високих     
                                                           енергија,    
                                                           Институт за физику у Београду 
септембар 2004 – март 2005:          стипендиста министарства науке, Институт за физику у  
                                                           Београду 
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• НАУЧНА ИНТЕРЕСОВАЊА 
 

o Физика на сударачима, посебно физика електрослабих инетракција  
 

o Мерење луминозности на хадронским сударачима  
 

o Реконструкција трагова, калибрација лептона 
 

o Физика изван Стандардног модела  
 

 
• ЗАДУЖЕЊА У ОКВИРУ АТЛАС КОЛАБОРАЦИЈЕ 

 
o Convener W,Z Standard Model групе, октобар 2017. до сада 
o Контакт између ATLAS Standard Model групе и Muon performance групе, март-новембар 

2017. 
o Contact editor рада Aaboud, M., ... ,Vranjes N., et al, [ATLAS Collaboration], {Measurement of 

the W-boson mass in pp collisions at \sqrt{s}= 7TeV with the ATLAS detector,  Eur.Phys.J. C78 
(2018) no.2, 110,   arXiv:1701.07240 [hep-ex],  

o Члан Editorial board for the top quark mass measurement with 8 TeV data: Measurement of 
the top quark mass in the tt -> dilepton channel from s = 8 TeV ATLAS data, Phys.Lett. B761 
(2016) 350-371, arXiv:1606.02179 [hep-ex]. 

o Члан Editorial board for the Higsh boson quark mass measurement (4lepton + gammagamma) 
with 13 TeV data    

o Contact editor of the ATLAS Collaboration paper: G.Aad,…,N.Vranjes, et al.  [ATLAS 
Collaboration], “Measurement of the muon reconstruction performance of the ATLAS detector 
using 2011 and 2012 LHC proton-proton collision data”, arXiv:1407.3935 [hep-ex], Eur. Phys. J. 
C74 (2014) 3130. 

o Contact editor of the ATLAS Collaboration paper: G.Aad,…,N.Vranjes, et al.  [ATLAS 
Collaboration], ”Search for new particles in events with one lepton and missing transverse 
momentum in pp collisions at sqrt{s} = 8 TeV with the ATLAS detector,'' arXiv:1407.7494 [hep-
ex], JHEP09 (2014) 037. 

 
• НАЈЗНАЧАЈНИЈЕ КОНФЕРЕНЦИЈЕ, РАДИОНИЦЕ И ШКОЛЕ 
 

o LHCP 2016, Lund, Sweden, 13-18 June, 2016, предавање по позиву 
o 26th Rencontres de Blois, Particle Physics and Cosmology, Blois, France, May 18-23, 2014, 

предавање по позиву 
o LHC France 2013, Annecy 2013, Француска. 
o XII Kонгрес физичара Србије, Врњачка бања , 2013. 
o Workshop on LHC on the march (IHEP-LHC-2011): Protvino, Russia, November 16-18, 2011, 

предавање по позиву 
o XXVIII Workshop on Recent Advances in Particle Physics and Cosmology, 25-28 March, 2010. 

Thessaloniki, Greece. 
o Signaling the Arrival of the LHC Era, 8 - 13 December 2008, ICTP, Trieste, Italy. 
o Physics at LHC - 2008, 29 September - 4 October 2008, Split, Croatia. 
o Fundamental interactions in Serbia, 26-28 September 2007, Iriski venac, Serbia. 
o Physics and Techniques of Event Generators, 1st MCnet School, IPPP, 18-20th Apr 2007, 

Durham, UK. 
o CERN-Fermilab summer school, Fermilab, USA, 2006. 
o 6th International Conference of the Balkan Physical Union, 22-26 Aug, 2006, Istanbul, Turkey. 
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• МЕНТОРСТВА 
 

o Једна докторска дисертација: А. Димитриевска, тема мерење масе W и калибрација 
миона (АТЛАС) 

o Мастер рада на тему будућег хадронског сударача високе енергије (FCC-hh) и други на 
тему унапређеног ЛХЦ (HL/HE - LHC), у току   

o Један CERN summer student (AТЛАС) 
 
• ВЕШТИНЕ  

o Програмирање: C/C++, Python, Fortran, shell scripts, GRID Computing Linux, Mac OS  
o Језици: српски-матерњи, енглески -  одлично, руски – основни ниво 

 
• НАГРАДЕ И ПРИЗНАЊА 
 

2004-2005 Стипендиста министарства науке 
2002              Награда Краљевине Норвешке за 500 најбољих студената у Србији. 

           2000-2003 Стипендија министарства просвете 
 
• ОСТАЛЕ АКТИВНОСТИ 

 
o Организација International Masterclasses for High School Students 2009-2011, у оквиру 

International Particle Physics Outreach Group (IPPOG).  
o Семинари на тему програма на ЛХЦ-у за студенте завршних година физике на ФФ (на 

курсевима физике честица и семинара савремене физике) 
o Ментор једног матурског рада у Математичкој гимназији (Потрага за Хигсовим бозоном 

коришћењем мионског спектрометра АТЛАС детектора) 2011. 
 
 
• ЛИСТА ИЗАБРАНИХ ПУБЛИКАЦИЈА 
 

1. M. Aaboud,.. N.Vranjes... [ATLAS Collaboration], Measurement of the $W$-boson mass in pp 
collisions at $\sqrt{s}$= 7TeV with the ATLAS detector,  Eur.Phys.J. C78 (2018) no.2, 110, 
arXiv:1701.07240 [hep-ex] 
 

2. M. Aaboud, M., ... ,Vranjes N., [ATLAS Collaboration], Measurement of the Drell-Yan triple-
differential cross section in $pp$ collisions at $\sqrt{s} = 8$ TeV,  JHEP 1712 (2017) 059, 
arXiv:1710.05167 [hep-ex]. 
 

3. M. Aaboud, M., ... ,Vranjes N., [ATLAS Collaboration], Luminosity determination in $pp$ collisions at 
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Abstract A measurement of the mass of the W boson is
presented based on proton–proton collision data recorded in
2011 at a centre-of-mass energy of 7 TeV with the ATLAS
detector at the LHC, and corresponding to 4.6 fb−1 of
integrated luminosity. The selected data sample consists of
7.8 × 106 candidates in the W → μν channel and 5.9 × 106

candidates in the W → eν channel. The W -boson mass is
obtained from template fits to the reconstructed distributions
of the charged lepton transverse momentum and of the W
boson transverse mass in the electron and muon decay chan-
nels, yielding

mW = 80370 ± 7 (stat.) ± 11(exp. syst.)

± 14 (mod. syst.) MeV

= 80370 ± 19 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty. A mea-
surement of the mass difference between the W+ and W−
bosons yields mW+ − mW− = − 29 ± 28 MeV.

1 Introduction

The Standard Model (SM) of particle physics describes the
electroweak interactions as being mediated by the W boson,
the Z boson, and the photon, in a gauge theory based on
the SU(2)L × U(1)Y symmetry [1–3]. The theory incorpo-
rates the observed masses of the W and Z bosons through a
symmetry-breaking mechanism. In the SM, this mechanism
relies on the interaction of the gauge bosons with a scalar
doublet field and implies the existence of an additional phys-
ical state known as the Higgs boson [4–7]. The existence of
the W and Z bosons was first established at the CERN SPS in
1983 [8–11], and the LHC collaborations ATLAS and CMS
reported the discovery of the Higgs boson in 2012 [12,13].

� e-mail: atlas.publications@cern.ch

At lowest order in the electroweak theory, the W -boson
mass, mW , can be expressed solely as a function of the Z -
boson mass,mZ , the fine-structure constant, α, and the Fermi
constant, Gμ. Higher-order corrections introduce an addi-
tional dependence of the W -boson mass on the gauge cou-
plings and the masses of the heavy particles of the SM. The
mass of the W boson can be expressed in terms of the other
SM parameters as follows:

m2
W

(
1 − m2

W

m2
Z

)
= πα√

2Gμ

(1 + �r),

where �r incorporates the effect of higher-order correc-
tions [14,15]. In the SM, �r is in particular sensitive to the
top-quark and Higgs-boson masses; in extended theories, �r
receives contributions from additional particles and interac-
tions. These effects can be probed by comparing the mea-
sured and predicted values of mW . In the context of global
fits to the SM parameters, constraints on physics beyond the
SM are currently limited by the W -boson mass measurement
precision [16]. Improving the precision of the measurement
of mW is therefore of high importance for testing the overall
consistency of the SM.

Previous measurements of the mass of the W boson were
performed at the CERN SPS proton–antiproton (p p̄) collider
with the UA1 and UA2 experiments [17,18] at centre-of-
mass energies of

√
s = 546 GeV and

√
s = 630 GeV, at

the Tevatron p p̄ collider with the CDF and D0 detectors at√
s = 1.8 TeV [19–21] and

√
s = 1.96 TeV [22–24], and at

the LEP electron–positron collider by the ALEPH, DELPHI,
L3, and OPAL collaborations at

√
s = 161–209 GeV [25–

28]. The current Particle Data Group world average value
of mW = 80385 ± 15 MeV [29] is dominated by the CDF
and D0 measurements performed at

√
s = 1.96 TeV. Given

the precisely measured values of α, Gμ and mZ , and taking
recent top-quark and Higgs-boson mass measurements, the
SM prediction of mW is mW = 80358 ± 8 MeV in Ref. [16]
and mW = 80362 ± 8 MeV in Ref. [30]. The SM prediction
uncertainty of 8 MeV represents a target for the precision of
future measurements of mW .
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At hadron colliders, the W -boson mass can be determined
in Drell–Yan production [31] from W → �ν decays, where �

is an electron or muon. The mass of the W boson is extracted
from the Jacobian edges of the final-state kinematic distribu-
tions, measured in the plane perpendicular to the beam direc-
tion. Sensitive observables include the transverse momenta
of the charged lepton and neutrino and the W -boson trans-
verse mass.

The ATLAS and CMS experiments benefit from large sig-
nal and calibration samples. The numbers of selected W -
and Z -boson events, collected in a sample corresponding to
approximately 4.6 fb−1 of integrated luminosity at a centre-
of-mass energy of 7 TeV, are of the order of 107 for the
W → �ν, and of the order of 106 for the Z → �� pro-
cesses. The available data sample is therefore larger by an
order of magnitude compared to the corresponding samples
used for the CDF and D0 measurements. Given the precisely
measured value of the Z -boson mass [32] and the clean lep-
tonic final state, the Z → �� processes provide the primary
constraints for detector calibration, physics modelling, and
validation of the analysis strategy. The sizes of these samples
correspond to a statistical uncertainty smaller than 10 MeV
in the measurement of the W -boson mass.

Measurements of mW at the LHC are affected by signif-
icant complications related to the strong interaction. In par-
ticular, in proton–proton (pp) collisions at

√
s = 7 TeV,

approximately 25% of the inclusive W -boson production
rate is induced by at least one second-generation quark, s
or c, in the initial state. The amount of heavy-quark-initiated
production has implications for the W -boson rapidity and
transverse-momentum distributions [33]. As a consequence,
the measurement of the W -boson mass is sensitive to the
strange-quark and charm-quark parton distribution functions
(PDFs) of the proton. In contrast, second-generation quarks
contribute only to approximately 5% of the overall W -boson
production rate at the Tevatron. Other important aspects of
the measurement of the W -boson mass are the theoretical
description of electroweak corrections, in particular the mod-
elling of photon radiation from the W - and Z -boson decay
leptons, and the modelling of the relative fractions of helicity
cross sections in the Drell–Yan processes [34].

This paper is structured as follows. Section 2 presents an
overview of the measurement strategy. Section 3 describes
the ATLAS detector. Section 4 describes the data and simula-
tion samples used for the measurement. Section 5 describes
the object reconstruction and the event selection. Section 6
summarises the modelling of vector-boson production and
decay, with emphasis on the QCD effects outlined above.
Sections 7 and 8 are dedicated to the electron, muon, and
recoil calibration procedures. Section 9 presents a set of val-
idation tests of the measurement procedure, performed using
the Z -boson event sample. Section 10 describes the analysis

of the W -boson sample. Section 11 presents the extraction
of mW . The results are summarised in Sect. 12.

2 Measurement overview

This section provides the definition of the observables used in
the analysis, an overview of the measurement strategy for the
determination of the mass of the W boson, and a description
of the methodology used to estimate the systematic uncer-
tainties.

2.1 Observable definitions

ATLAS uses a right-handed coordinate system with its origin
at the nominal interaction point (IP) in the centre of the detec-
tor and the z-axis along the beam pipe. The x-axis points
from the IP to the centre of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (r, φ) are used in the
transverse plane, φ being the azimuth around the z-axis. The
pseudorapidity is defined in terms of the polar angle θ as
η = − ln tan(θ/2).

The kinematic properties of charged leptons from W - and
Z -boson decays are characterised by the measured transverse
momentum, p�

T, pseudorapidity, η�, and azimuth, φ�. The
mass of the lepton, m�, completes the four-vector. For Z -
boson events, the invariant mass, m��, the rapidity, y��, and
the transverse momentum, p��

T , are obtained by combining
the four-momenta of the decay-lepton pair.

The recoil in the transverse plane, �uT, is reconstructed
from the vector sum of the transverse energy of all clusters
reconstructed in the calorimeters (Sect. 3), excluding energy
deposits associated with the decay leptons. It is defined as:

�uT =
∑
i

�ET,i ,

where �ET,i is the vector of the transverse energy of cluster
i . The transverse-energy vector of a cluster has magnitude
ET = E/ cosh η, with the energy deposit of the cluster E and
its pseudorapidity η. The azimuth φ of the transverse-energy
vector is defined from the coordinates of the cluster in the
transverse plane. In W - and Z -boson events, −�uT provides
an estimate of the boson transverse momentum. The related
quantities ux and uy are the projections of the recoil onto the
axes of the transverse plane in the ATLAS coordinate system.
In Z -boson events, uZ‖ and uZ⊥ represent the projections of
the recoil onto the axes parallel and perpendicular to the Z -
boson transverse momentum reconstructed from the decay-
lepton pair. Whereas uZ‖ can be compared to −p��

T and probes
the detector response to the recoil in terms of linearity and
resolution, the uZ⊥ distribution satisfies

〈
uZ⊥

〉 = 0 and its width
provides an estimate of the recoil resolution. In W -boson
events, u�‖ and u�⊥ are the projections of the recoil onto the
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axes parallel and perpendicular to the reconstructed charged-
lepton transverse momentum.

The resolution of the recoil is affected by additional event
properties, namely the per-event number of pp interactions
per bunch crossing (pile-up) μ, the average number of pp
interactions per bunch crossing 〈μ〉, the total reconstructed
transverse energy, defined as the scalar sum of the transverse
energy of all calorimeter clusters, �ET ≡ ∑

i ET,i , and the
quantity �E∗

T ≡ �ET − |�uT|. The latter is less correlated
with the recoil than �ET, and better represents the event
activity related to the pile-up and to the underlying event.

The magnitude and direction of the transverse-momentum
vector of the decay neutrino, �p ν

T , are inferred from the vector
of the missing transverse momentum, �pmiss

T , which corre-
sponds to the momentum imbalance in the transverse plane
and is defined as:

�pmiss
T = −

(
�p �

T + �uT

)
.

The W -boson transverse mass, mT, is derived from pmiss
T

and from the transverse momentum of the charged lepton as
follows:

mT =
√

2p�
T p

miss
T (1 − cos �φ),

where �φ is the azimuthal opening angle between the
charged lepton and the missing transverse momentum.

All vector-boson masses and widths are defined in the
running-width scheme. Resonances are expressed by the rel-
ativistic Breit–Wigner mass distribution:

dσ

dm
∝ m2

(m2 − m2
V )2 + m42

V /m2
V

, (1)

wherem is the invariant mass of the vector-boson decay prod-
ucts, and mV and V , with V = W, Z , are the vector-boson
masses and widths, respectively. This scheme was introduced
in Ref. [35], and is consistent with earlier measurements of
the W - and Z -boson resonance parameters [24,32].

2.2 Analysis strategy

The mass of the W boson is determined from fits to the trans-
verse momentum of the charged lepton, p�

T, and to the trans-
verse mass of the W boson, mT. For W bosons at rest, the
transverse-momentum distributions of the W decay leptons
have a Jacobian edge at a value of m/2, whereas the distri-
bution of the transverse mass has an endpoint at the value of
m [36], where m is the invariant mass of the charged-lepton
and neutrino system, which is related to mW through the
Breit–Wigner distribution of Eq. (1).

The expected final-state distributions, referred to as tem-
plates, are simulated for several values of mW and include
signal and background contributions. The templates are com-
pared to the observed distribution by means of a χ2 com-

patibility test. The χ2 as a function of mW is interpolated,
and the measured value is determined by analytical minimi-
sation of the χ2 function. Predictions for different values
of mW are obtained from a single simulated reference sam-
ple, by reweighting the W -boson invariant mass distribution
according to the Breit–Wigner parameterisation of Eq. (1).
The W -boson width is scaled accordingly, following the SM
relation W ∝ m3

W .
Experimentally, the p�

T and pmiss
T distributions are affected

by the lepton energy calibration. The latter is also affected
by the calibration of the recoil. The p�

T and pmiss
T distribu-

tions are broadened by the W -boson transverse-momentum
distribution, and are sensitive to the W -boson helicity states,
which are influenced by the proton PDFs [37]. Compared
to p�

T, the mT distribution has larger uncertainties due to
the recoil, but smaller sensitivity to such physics-modelling
effects. Imperfect modelling of these effects can distort the
template distributions, and constitutes a significant source of
uncertainties for the determination of mW .

The calibration procedures described in this paper rely
mainly on methods and results published earlier by ATLAS
[38–40], and based on W and Z samples at

√
s = 7 TeV

and
√
s = 8 TeV. The Z → �� event samples are used

to calibrate the detector response. Lepton momentum cor-
rections are derived exploiting the precisely measured value
of the Z -boson mass, mZ [32], and the recoil response is
calibrated using the expected momentum balance with p��

T .
Identification and reconstruction efficiency corrections are
determined from W - and Z -boson events using the tag-and-
probe method [38,40]. The dependence of these corrections
on p�

T is important for the measurement of mW , as it affects
the shape of the template distributions.

The detector response corrections and the physics mod-
elling are verified in Z -boson events by performing mea-
surements of the Z -boson mass with the same method used
to determine the W -boson mass, and comparing the results
to the LEP combined value of mZ , which is used as input
for the lepton calibration. The determination of mZ from
the lepton-pair invariant mass provides a first closure test
of the lepton energy calibration. In addition, the extraction
of mZ from the p�

T distribution tests the p�
T-dependence of

the efficiency corrections, and the modelling of the Z -boson
transverse-momentum distribution and of the relative frac-
tions of Z -boson helicity states. The pmiss

T and mT variables
are defined in Z -boson events by treating one of the recon-
structed decay leptons as a neutrino. The extraction of mZ

from the mT distribution provides a test of the recoil cali-
bration. The combination of the extraction of mZ from the
m��, p�

T and mT distributions provides a closure test of the
measurement procedure. The precision of this validation pro-
cedure is limited by the finite size of the Z -boson sample,
which is approximately ten times smaller than the W -boson
sample.
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Table 1 Summary of categories and kinematic distributions used in the mW measurement analysis for the electron and muon decay channels

Decay channel W → eν W → μν

Kinematic distributions p�
T, mT p�

T, mT

Charge categories W+, W− W+, W−

|η�| categories [0, 0.6], [0.6, 1.2], [1.8, 2.4] [0, 0.8], [0.8, 1.4], [1.4, 2.0], [2.0, 2.4]

The analysis of the Z -boson sample does not probe dif-
ferences in the modelling of W - and Z -boson production
processes. Whereas W -boson production at the Tevatron is
charge symmetric and dominated by interactions with at least
one valence quark, the sea-quark PDFs play a larger role at the
LHC, and contributions from processes with heavy quarks in
the initial state have to be modelled properly. The W+-boson
production rate exceeds that of W− bosons by about 40%,
with a broader rapidity distribution and a softer transverse-
momentum distribution. Uncertainties in the modelling of
these distributions and in the relative fractions of the W -
boson helicity states are constrained using measurements
of W - and Z -boson production performed with the ATLAS
experiment at

√
s = 7 TeV and

√
s = 8 TeV [41–45].

The final measured value of the W -boson mass is obtained
from the combination of various measurements performed
in the electron and muon decay channels, and in charge- and
|η�|-dependent categories, as defined in Table 1. The bound-
aries of the |η�| categories are driven mainly by experimental
and statistical constraints. The measurements of mW used in
the combination are based on the observed distributions of p�

T
and mT, which are only partially correlated. Measurements
of mW based on the pmiss

T distributions are performed as con-
sistency tests, but they are not used in the combination due
to their significantly lower precision. The consistency of the
results in the electron and muon channels provide a further
test of the experimental calibrations, whereas the consistency
of the results for the different charge and |η�| categories tests
the W -boson production model.

Further consistency tests are performed by repeating the
measurement in three intervals of 〈μ〉, in two intervals of
uT and u�‖, and by removing the pmiss

T selection requirement,
which is applied in the nominal signal selection. The con-
sistency of the values of mW in these additional categories
probes the modelling of the recoil response, and the mod-
elling of the transverse-momentum spectrum of theW boson.
Finally, the stability of the result with respect to the charged-
lepton azimuth, and upon variations of the fitting ranges is
verified.

Systematic uncertainties in the determination of mW are
evaluated using pseudodata samples produced from the nom-
inal simulated event samples by varying the parameters cor-
responding to each source of uncertainty in turn. The differ-
ences between the values of mW extracted from the pseudo-
data and nominal samples are used to estimate the uncer-

tainty. When relevant, these variations are applied simul-
taneously in the W -boson signal samples and in the back-
ground contributions. The systematic uncertainties are esti-
mated separately for each source and for fit ranges of 32 <

p�
T < 45 GeV and 66 < mT < 99 GeV. These fit ranges

minimise the total expected measurement uncertainty, and
are used for the final result as discussed in Sect. 11.

In Sects. 6, 7, 8, and 10, which discuss the systematic
uncertainties of the mW measurement, the uncertainties are
also given for combinations of measurement categories. This
provides information showing the reduction of the systematic
uncertainty obtained from the measurement categorisation.
For these cases, the combined uncertainties are evaluated
including only the expected statistical uncertainty in addi-
tion to the systematic uncertainty being considered. However,
the total measurement uncertainty is estimated by adding all
uncertainty contributions in quadrature for each measure-
ment category, and combining the results accounting for cor-
relations across categories.

During the analysis, an unknown offset was added to the
value of mW used to produce the templates. The offset was
randomly selected from a uniform distribution in the range
[−100, 100] MeV, and the same value was used for the W+
and W− templates. The offset was removed after the mW

measurements performed in all categories were found to be
compatible and the analysis procedure was finalised.

3 The ATLAS detector

The ATLAS experiment [46] is a multipurpose particle detec-
tor with a forward-backward symmetric cylindrical geome-
try. It consists of an inner tracking detector surrounded by a
thin superconducting solenoid, electromagnetic and hadronic
calorimeters, and a muon spectrometer incorporating three
large superconducting toroid magnets.

The inner-detector system (ID) is immersed in a 2 T axial
magnetic field and provides charged-particle tracking in the
range |η| < 2.5. At small radii, a high-granularity silicon
pixel detector covers the vertex region and typically provides
three measurements per track. It is followed by the silicon
microstrip tracker, which usually provides eight measure-
ment points per track. These silicon detectors are comple-
mented by a gas-filled straw-tube transition radiation tracker,
which enables radially extended track reconstruction up to
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|η| = 2.0. The transition radiation tracker also provides elec-
tron identification information based on the fraction of hits
(typically 35 in total) above a higher energy-deposit thresh-
old corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range
|η| < 4.9. Within the region |η| < 3.2, electromagnetic (EM)
calorimetry is provided by high-granularity lead/liquid-argon
(LAr) calorimeters, with an additional thin LAr presampler
covering |η| < 1.8 to correct for upstream energy-loss fluc-
tuations. The EM calorimeter is divided into a barrel sec-
tion covering |η| < 1.475 and two endcap sections covering
1.375 < |η| < 3.2. For |η| < 2.5 it is divided into three lay-
ers in depth, which are finely segmented in η and φ. Hadronic
calorimetry is provided by a steel/scintillator-tile calorime-
ter, segmented into three barrel structures within |η| < 1.7
and two copper/LAr hadronic endcap calorimeters covering
1.5 < |η| < 3.2. The solid-angle coverage is completed
with forward copper/LAr and tungsten/LAr calorimeter mod-
ules in 3.1 < |η| < 4.9, optimised for electromagnetic and
hadronic measurements, respectively.

The muon spectrometer (MS) comprises separate trigger
and high-precision tracking chambers measuring the deflec-
tion of muons in a magnetic field generated by supercon-
ducting air-core toroids. The precision chamber system cov-
ers the region |η| < 2.7 with three layers of monitored
drift tubes, complemented by cathode strip chambers in the
forward region. The muon trigger system covers the range
|η| < 2.4 with resistive plate chambers in the barrel, and
thin gap chambers in the endcap regions.

A three-level trigger system is used to select events for
offline analysis [47]. The level-1 trigger is implemented in
hardware and uses a subset of detector information to reduce
the event rate to a design value of at most 75 kHz. This is
followed by two software-based trigger levels which together
reduce the event rate to about 300 Hz.

4 Data samples and event simulation

The data sample used in this analysis consists of W - and Z -
boson candidate events, collected in 2011 with the ATLAS
detector in proton–proton collisions at the LHC, at a centre-
of-mass energy of

√
s = 7 TeV. The sample for the electron

channel, with all relevant detector systems operational, cor-
responds to approximately 4.6 fb−1 of integrated luminosity.
A smaller integrated luminosity of approximately 4.1 fb−1 is
used in the muon channel, as part of the data was discarded
due to a timing problem in the resistive plate chambers, which
affected the muon trigger efficiency. The relative uncertainty
of the integrated luminosity is 1.8% [48]. This data set pro-
vides approximately 1.4 ×107 reconstructedW -boson events
and 1.8 ×106 Z -boson events, after all selection criteria have
been applied.

The Powheg MC generator [49–51] (v1/r1556) is used
for the simulation of the hard-scattering processes of W - and
Z -boson production and decay in the electron, muon, and tau
channels, and is interfaced to Pythia 8 (v8.170) for the mod-
elling of the parton shower, hadronisation, and underlying
event [52,53], with parameters set according to the AZNLO
tune [44]. The CT10 PDF set [54] is used for the hard-
scattering processes, whereas the CTEQ6L1 PDF set [55] is
used for the parton shower. In the Z -boson samples, the effect
of virtual photon production (γ ∗) and Z/γ ∗ interference is
included. The effect of QED final-state radiation (FSR) is
simulated with Photos (v2.154) [56]. Tau lepton decays are
handled byPythia8, taking into account polarisation effects.
An alternative set of samples for W - and Z -boson production
is generated with Powheg interfaced toHerwig (v6.520) for
the modelling of the parton shower [57], and to Jimmy (v4.31)
for the underlying event [58]. The W - and Z -boson masses
are set to mW = 80.399 GeV and mZ = 91.1875 GeV,
respectively. During the analysis, the value of the W -boson
mass in the W → �ν and W → τν samples was blinded
using the reweighting procedure described in Sect. 2.

Top-quark pair production and the single-top-quark pro-
cesses are modelled using the MC@NLO MC generator
(v4.01) [59–61], interfaced to Herwig and Jimmy. Gauge-
boson pair production (WW , WZ , Z Z ) is simulated with
Herwig (v6.520). In all the samples, the CT10 PDF set
is used. Samples of heavy-flavour multijet events (pp →
bb̄ + X and pp → cc̄ + X ) are simulated with Pythia 8
to validate the data-driven methods used to estimate back-
grounds with non-prompt leptons in the final state.

Whereas the extraction ofmW is based on the shape of dis-
tributions, and is not sensitive to the overall normalisation of
the predicted distributions, it is affected by theoretical uncer-
tainties in the relative fractions of background and signal.
The W - and Z -boson event yields are normalised according
to their measured cross sections, and uncertainties of 1.8%
and 2.3% are assigned to the W+/Z and W−/Z production
cross-section ratios, respectively [41]. The t t̄ sample is nor-
malised according to its measured cross section [62] with an
uncertainty of 3.9%, whereas the cross-section predictions
for the single-top production processes of Refs. [63–65] are
used for the normalisation of the corresponding sample, with
an uncertainty of 7%. The samples of events with massive
gauge-boson pair production are normalised to the NLO pre-
dictions calculated with MCFM [66], with an uncertainty of
10% to cover the differences to the NNLO predictions [67].

The response of the ATLAS detector is simulated using a
program [68] based on Geant 4 [69]. The ID and the MS
were simulated assuming an ideal detector geometry; align-
ment corrections are applied to the data during event recon-
struction. The description of the detector material incorpo-
rates the results of extensive studies of the electron and pho-
ton calibration [39]. The simulated hard-scattering process
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is overlaid with additional proton–proton interactions, sim-
ulated with Pythia 8 (v8.165) using the A2 tune [70]. The
distribution of the average number of interactions per bunch
crossing 〈μ〉 spans the range 2.5–16.0, with a mean value of
approximately 9.0.

Simulation inaccuracies affecting the distributions of the
signal, the response of the detector, and the underlying-event
modelling, are corrected as described in the following sec-
tions. Physics-modelling corrections, such as those affect-
ing the W -boson transverse-momentum distribution and the
angular decay coefficients, are discussed in Sect. 6. Cali-
bration and detector response corrections are presented in
Sects. 7 and 8.

5 Particle reconstruction and event selection

This section describes the reconstruction and identification
of electrons and muons, the reconstruction of the recoil, and
the requirements used to select W - and Z -boson candidate
events. The recoil provides an event-by-event estimate of
the W -boson transverse momentum. The reconstructed kine-
matic properties of the leptons and of the recoil are used
to infer the transverse momentum of the neutrino and the
transverse-mass kinematic variables.

5.1 Reconstruction of electrons, muons and the recoil

Electron candidates are reconstructed from clusters of energy
deposited in the electromagnetic calorimeter and associated
with at least one track in the ID [38,39]. Quality requirements
are applied to the associated tracks in order to reject poorly
reconstructed charged-particle trajectories. The energy of
the electron is reconstructed from the energy collected in
calorimeter cells within an area of size �η ×�φ = 0.075 ×
0.175 in the barrel, and 0.125 × 0.125 in the endcaps. A
multivariate regression algorithm, developed and optimised
on simulated events, is used to calibrate the energy recon-
struction. The reconstructed electron energy is corrected to
account for the energy deposited in front of the calorimeter
and outside the cluster, as well as for variations of the energy
response as a function of the impact point of the electron in the
calorimeter. The energy calibration algorithm takes as inputs
the energy collected by each calorimeter layer, including the
presampler, the pseudorapidity of the cluster, and the local
position of the shower within the cell of the second layer,
which corresponds to the cluster centroid. The kinematic
properties of the reconstructed electron are inferred from
the energy measured in the EM calorimeter, and from the
pseudorapidity and azimuth of the associated track. Electron
candidates are required to have pT > 15 GeV and |η| < 2.4
and to fulfil a set of tight identification requirements [38].
The pseudorapidity range 1.2 < |η| < 1.82 is excluded

from the measurement, as the amount of passive material in
front of the calorimeter and its uncertainty are largest in this
region [39], preventing a sufficiently accurate description of
non-Gaussian tails in the electron energy response. Addi-
tional isolation requirements on the nearby activity in the
ID and calorimeter are applied to improve the background
rejection. These isolation requirements are implemented by
requiring the scalar sum of the pT of tracks in a cone of size
�R ≡ √

(�η)2 + (�φ)2 < 0.4 around the electron, pe,cone
T ,

and the transverse energy deposited in the calorimeter within
a cone of size �R < 0.2 around the electron, Econe

T , to be
small. The contribution from the electron candidate itself is
excluded. The specific criteria are optimised as a function
of electron η and pT to have a combined efficiency of about
95% in the simulation for isolated electrons from the decay
of a W or Z boson.

The muon reconstruction is performed independently in
the ID and in the MS, and a combined muon candidate is
formed from the combination of a MS track with an ID track,
based on the statistical combination of the track parame-
ters [40]. The kinematic properties of the reconstructed muon
are defined using the ID track parameters alone, which allows
a simpler calibration procedure. The loss of resolution is
small (10–15%) in the transverse-momentum range relevant
for the measurement of the W -boson mass. The ID tracks
associated with the muons must satisfy quality requirements
on the number of hits recorded by each subdetector [40].
In order to reject muons from cosmic rays, the longitudinal
coordinate of the point of closest approach of the track to the
beamline is required to be within 10 mm of the collision ver-
tex. Muon candidates are required to have pT > 20 GeV and
|η| < 2.4. Similarly to the electrons, the rejection of multijet
background is increased by applying an isolation require-
ment : the scalar sum of the pT of tracks in a cone of size
�R < 0.2 around the muon candidate, pμ,cone

T , is required
to be less than 10% of the muon pT.

The recoil, �uT, is reconstructed from the vector sum of the
transverse energy of all clusters measured in the calorimeters,
as defined in Sect. 2.1. The ATLAS calorimeters measure
energy depositions in the range |η| < 4.9 with a topologi-
cal clustering algorithm [71], which starts from cells with an
energy of at least four times the expected noise from elec-
tronics and pile-up. The momentum vector of each cluster is
determined by the magnitude and coordinates of the energy
deposition. Cluster energies are initially measured assuming
that the energy deposition occurs only through electromag-
netic interactions, and are then corrected for the different
calorimeter responses to hadrons and electromagnetic parti-
cles, for losses due to dead material, and for energy which
is not captured by the clustering process. The definition of
�uT and the inferred quantities pmiss

T and mT do not involve
the explicit reconstruction of particle jets, to avoid possible
threshold effects.

123

17



Eur. Phys. J. C   (2018) 78:110 Page 7 of 61  110 

Clusters located a distance �R < 0.2 from the recon-
structed electron or muon candidates are not used for the
reconstruction of �uT. This ensures that energy deposits orig-
inating from the lepton itself or from accompanying pho-
tons (from FSR or Bremsstrahlung) do not contribute to
the recoil measurement. The energy of any soft particles
removed along with the lepton is compensated for using
the total transverse energy measured in a cone of the same
size �R = 0.2, placed at the same absolute pseudorapid-
ity as the lepton with randomly chosen sign, and at dif-
ferent φ. The total transverse momentum measured in this
cone is rotated to the position of the lepton and added to
�uT.

5.2 Event selection

The W -boson sample is collected during data-taking with
triggers requiring at least one muon candidate with trans-
verse momentum larger than 18 GeV or at least one electron
candidate with transverse momentum larger than 20 GeV.
The transverse-momentum requirement for the electron can-
didate was raised to 22 GeV in later data-taking periods
to cope with the increased instantaneous luminosity deliv-
ered by the LHC. Selected events are required to have a
reconstructed primary vertex with at least three associated
tracks.

W -boson candidate events are selected by requiring
exactly one reconstructed electron or muon with p�

T >

30 GeV. The leptons are required to match the correspond-
ing trigger object. In addition, the reconstructed recoil is
required to be uT < 30 GeV, the missing transverse momen-
tum pmiss

T > 30 GeV and the transverse mass mT > 60 GeV.
These selection requirements are optimised to reduce the
multijet background contribution, and to minimise model
uncertainties from W bosons produced at high transverse
momentum. A total of 5.89 ×106 W -boson candidate events
are selected in the W → eν channel, and 7.84 ×106 events
in the W → μν channel.

As mentioned in Sect. 2, Z -boson events are extensively
used to calibrate the response of the detector to electrons
and muons, and to derive recoil corrections. In addition, Z -
boson events are used to test several aspects of the mod-
elling of vector-boson production. Z -boson candidate events
are collected with the same trigger selection used for the
W -boson sample. The analysis selection requires exactly
two reconstructed leptons with p�

T > 25 GeV, having the
same flavour and opposite charges. The events are required
to have an invariant mass of the dilepton system in the range
80 < m�� < 100 GeV. In both channels, selected leptons are
required to be isolated in the same way as in the W -boson
event selection. In total, 0.58 ×106 and 1.23 ×106 Z -boson
candidate events are selected in the electron and muon decay
channels, respectively.

6 Vector-boson production and decay

Samples of inclusive vector-boson production are produced
using the Powheg MC generator interfaced to Pythia 8,
henceforth referred to as Powheg+Pythia 8. The W - and
Z -boson samples are reweighted to include the effects of
higher-order QCD and electroweak (EW) corrections, as well
as the results of fits to measured distributions which improve
the agreement of the simulated lepton kinematic distribu-
tions with the data. The effect of virtual photon production
and Z/γ ∗ interference is included in both the predictions
and the Powheg+Pythia 8 simulated Z -boson samples. The
reweighting procedure used to include the corrections in the
simulated event samples is detailed in Sect. 6.4.

The correction procedure is based on the factorisation of
the fully differential leptonic Drell–Yan cross section [31]
into four terms:

dσ

dp1 dp2
=

[
dσ(m)

dm

] [
dσ(y)

dy

] [
dσ(pT, y)

dpT dy

(
dσ(y)

dy

)−1
]

×
[
(1+ cos2 θ)+

7∑
i=0

Ai (pT, y)Pi (cos θ, φ)

]
,

(2)

where p1 and p2 are the lepton and anti-lepton four-
momenta; m, pT, and y are the invariant mass, transverse
momentum, and rapidity of the dilepton system; θ and φ are
the polar angle and azimuth of the lepton1 in any given rest
frame of the dilepton system; Ai are numerical coefficients,
and Pi are spherical harmonics of order zero, one and two.

The differential cross section as a function of the invari-
ant mass, dσ(m)/dm, is modelled with a Breit–Wigner
parameterisation according to Eq. (1). In the case of the
Z -boson samples, the photon propagator is included using
the running electromagnetic coupling constant; further elec-
troweak corrections are discussed in Sect. 6.1. The dif-
ferential cross section as a function of boson rapidity,
dσ(y)/dy, and the coefficients Ai are modelled with pertur-
bative QCD fixed-order predictions, as described in Sect. 6.2.
The transverse-momentum spectrum at a given rapidity,
dσ(pT, y)/(dpT dy) · (dσ(y)/dy)−1, is modelled with pre-
dictions based on the Pythia 8 MC generator, as discussed
in Sect. 6.3. An exhaustive review of available predictions for
W - and Z -boson production at the LHC is given in Ref. [72].

Measurements of W - and Z -boson production are used
to validate and constrain the modelling of the fully differen-
tial leptonic Drell–Yan cross section. The PDF central values
and uncertainties, as well as the modelling of the differential
cross section as a function of boson rapidity, are validated

1 Here, lepton refers to the negatively charged lepton from a W− or Z
boson, and the neutrino from a W+ boson.
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by comparing to the 7 TeV W - and Z -boson rapidity mea-
surements [41], based on the same data sample. The QCD
parameters of the parton shower model were determined by
fits to the transverse-momentum distribution of the Z boson
measured at 7 TeV [44]. The modelling of the Ai coefficients
is validated by comparing the theoretical predictions to the
8 TeV measurement of the angular coefficients in Z -boson
decays [42].

6.1 Electroweak corrections and uncertainties

The dominant source of electroweak corrections toW - and Z -
boson production originates from QED final-state radiation,
and is simulated with Photos. The effect of QED initial-state
radiation (ISR) is also included through the Pythia 8 par-
ton shower. The uncertainty in the modelling of QED FSR
is evaluated by comparing distributions obtained using the
default leading-order photon emission matrix elements with
predictions obtained using NLO matrix elements, as well
as by comparing Photos with an alternative implementation
based on the Yennie–Frautschi–Suura formalism [73], which
is available inWinhac [74]. The differences are small in both
cases, and the associated uncertainty is considered negligi-
ble.

Other sources of electroweak corrections are not included
in the simulated event samples, and their full effects are con-
sidered as systematic uncertainties. They include the inter-
ference between ISR and FSR QED corrections (IFI), pure
weak corrections due to virtual-loop and box diagrams, and
final-state emission of lepton pairs. Complete O(α) elec-
troweak corrections to the pp → W + X , W → �ν pro-
cess were initially calculated in Refs. [75,76]. Combined
QCD and EW corrections are however necessary to evaluate
the effect of the latter in presence of a realistic pWT distri-
bution. Approximate O(αsα) corrections including parton
shower effects are available from Winhac, Sanc [77] and
in the Powheg framework [78–80]. A complete, fixed-order
calculation of O(αsα) corrections in the resonance region
appeared in Ref. [81].

In the present work the effect of the NLO EW corrections
are estimated using Winhac, which employs the Pythia
6 MC generator for the simulation of QCD and QED ISR.

The corresponding uncertainties are evaluated comparing the
final state distributions obtained including QED FSR only
with predictions using the complete NLO EW corrections
in the α(0) and Gμ renormalisation schemes [82]. The lat-
ter predicts the larger correction and is used to assign the
systematic uncertainty.

Final-state lepton pair production, through γ ∗ → �� radi-
ation, is formally a higher-order correction but constitutes an
significant additional source of energy loss for the W -boson
decay products. This process is not included in the event
simulation, and the impact on the determination of mW is
evaluated using Photos and Sanc.

Table 2 summarises the effect of the uncertainties associ-
ated with the electroweak corrections on the mW measure-
ments. All comparisons described above were performed
at particle level. The impact is larger for the p�

T distri-
bution than for the mT distribution, and similar between
the electron and muon decay channels. A detailed eval-
uation of these uncertainties was performed in Ref. [83]
using Powheg [78], and the results are in fair agreement
with Table 2. The study of Ref. [83] also compares, at
fixed order, the effect of the approximate O(αsα) cor-
rections with the full calculation of Ref. [81], and good
agreement is found. The same sources of uncertainty affect
the lepton momentum calibration through their impact on
the m�� distribution in Z -boson events, as discussed in
Sect. 7.

6.2 Rapidity distribution and angular coefficients

At leading order, W and Z bosons are produced with zero
transverse momentum, and the angular distribution of the
decay leptons depends solely on the polar angle of the lepton
in the boson rest frame. Higher-order corrections give rise
to sizeable boson transverse momentum, and to azimuthal
asymmetries in the angular distribution of the decay leptons.
The angular distribution of the W - and Z -boson decay lep-
tons is determined by the relative fractions of helicity cross
sections for the vector-boson production. The fully differen-
tial leptonic Drell–Yan cross section can be decomposed as
a weighted sum of nine harmonic polynomials, with weights
given by the helicity cross sections. The harmonic polyno-

Table 2 Impact on the mW
measurement of systematic
uncertainties from higher-order
electroweak corrections, for the
p�

T and mT distributions in the
electron and muon decay
channels

Decay channel W → eν W → μν

Kinematic distribution p�
T mT p�

T mT

δmW [MeV]

FSR (real) < 0.1 < 0.1 < 0.1 < 0.1

Pure weak and IFI corrections 3.3 2.5 3.5 2.5

FSR (pair production) 3.6 0.8 4.4 0.8

Total 4.9 2.6 5.6 2.6
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mials depend on the polar angle, θ , and the azimuth, φ, of
the lepton in a given rest frame of the boson. The helicity
cross sections depend, in their most general expression, on
the transverse momentum, pT, rapidity, y, and invariant mass,
m, of the boson. It is customary to factorise the unpolarised,
or angular-integrated, cross section, dσ/(dp2

T dy dm), and
express the decomposition in terms of dimensionless angu-
lar coefficients, Ai , which represent the ratios of the helic-
ity cross sections with respect to the unpolarised cross sec-
tion [34], leading to the following expression for the fully
differential Drell–Yan cross section:

dσ

dp2
T dy dm d cos θ dφ

= 3

16π

dσ

dp2
T dy dm

×
[
(1 + cos2 θ) + A0

1

2
(1 − 3 cos2 θ)

+A1 sin 2θ cos φ + A2
1

2
sin2 θ cos 2φ

+A3 sin θ cos φ + A4 cos θ

+A5 sin2 θ sin 2φ + A6 sin 2θ sin φ

+A7 sin θ sin φ

]
. (3)

The angular coefficients depend in general on pT, y and m.
The A5–A7 coefficients are non-zero only at order O(α2

s )

and above. They are small in the pT region relevant for the
present analysis, and are not considered further. The angles
θ and φ are defined in the Collins–Soper (CS) frame [84].

The differential cross section as a function of boson rapid-
ity, dσ(y)/dy, and the angular coefficients, Ai , are modelled
with fixed-order perturbative QCD predictions, at O(α2

s ) in
the perturbative expansion of the strong coupling constant
and using the CT10nnlo PDF set [85]. The dependence of
the angular coefficients on m is neglected; the effect of this
approximation on the measurement of mW is discussed in
Sect. 6.4. For the calculation of the predictions, an opti-
mised version of DYNNLO [86] is used, which explicitly
decomposes the calculation of the cross section into the dif-
ferent pieces of the qT-subtraction formalism, and allows the
computation of statistically correlated PDF variations. In this
optimised version of DYNNLO, the Cuba library [87] is used
for the numerical integration.

The values of the angular coefficients predicted by the
Powheg+Pythia 8 samples differ significantly from the
corresponding NNLO predictions. In particular, large dif-
ferences are observed in the predictions of A0 at low values
of pW,Z

T . Other coefficients, such as A1 and A2, are affected

by significant NNLO corrections at high pW,Z
T . In Z -boson

production, A3 and A4 are sensitive to the vector couplings
between the Z boson and the fermions, and are predicted
assuming the measured value of the effective weak mixing
angle sin2 θ�

eff [32].

6.3 Transverse-momentum distribution

Predictions of the vector-boson transverse-momentum spec-
trum cannot rely solely on fixed-order perturbative QCD.
Most W -boson events used for the analysis have a low
transverse-momentum value, in the kinematic region pWT <

30 GeV, where large logarithmic terms of the type
log(mW /pWT ) need to be resummed, and non-perturbative
effects must be included, either with parton showers or
with predictions based on analytic resummation [88–92].
The modelling of the transverse-momentum spectrum of
vector bosons at a given rapidity, expressed by the term
dσ(pT, y)/(dpT dy) · (dσ(y)/dy)−1 in Eq. (2), is based on
the Pythia 8 parton shower MC generator. The predictions
of vector-boson production in the Pythia 8 MC genera-
tor employ leading-order matrix elements for the qq̄ ′ →
W, Z processes and include a reweighting of the first par-
ton shower emission to the leading-order V+jet cross sec-
tion [93]. The resulting prediction of the boson pT spec-
trum is comparable in accuracy to those of an NLO plus
parton shower generator setup such as Powheg+Pythia 8,
and of resummed predictions at next-to-leading logarithmic
order [94].

The values of the QCD parameters used in Pythia
8 were determined from fits to the Z -boson transverse
momentum distribution measured with the ATLAS detec-
tor at a centre-of-mass energy of

√
s = 7 TeV [44]. Three

QCD parameters were considered in the fit: the intrin-
sic transverse momentum of the incoming partons, the
value of αs(mZ ) used for the QCD ISR, and the value
of the ISR infrared cut-off. The resulting values of the
Pythia 8 parameters constitute the AZ tune. The Pythia
8 AZ prediction was found to provide a satisfactory descrip-
tion of the pZT distribution as a function of rapidity, con-
trarily to Powheg+Pythia 8 AZNLO; hence the former
is chosen to predict the pWT distribution. The good con-
sistency of the mW measurement results in |η�| cate-
gories, presented in Sect. 11, is also a consequence of this
choice.

To illustrate the results of the parameters optimisation, the
Pythia 8 AZ and 4C [95] predictions of the pZT distribution
are compared in Fig. 1a to the measurement used to determine
the AZ tune. Kinematic requirements on the decay leptons are
applied according to the experimental acceptance. For further
validation, the predicted differential cross-section ratio,

RW/Z (pT) =
(

1

σW
· dσW (pT)

dpT

) (
1

σZ
· dσZ (pT)

dpT

)−1

,

is compared to the corresponding ratio of ATLAS measure-
ments of vector-boson transverse momentum [44,45]. The
comparison is shown in Fig. 1b, where kinematic require-
ments on the decay leptons are applied according to the exper-
imental acceptance. The measured Z -boson pT distribution is
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Fig. 1 a Normalised differential cross section as a function of p��
T in
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Fig. 2 Ratios of the reconstruction-level a p�
T and bmT normalised distributions obtained using Powheg+Pythia 8AZNLO, DYRes and Powheg

MiNLO+Pythia 8 to the baseline normalised distributions obtained using Pythia 8 AZ

rebinned to match the coarser bins of the W -boson pT distri-
bution, which was measured using only 30 pb−1 of data. The
theoretical prediction is in agreement with the experimental
measurements for the region with pT < 30 GeV, which is
relevant for the measurement of the W -boson mass.

The predictions of RESBOS [89,90], DYRes [91] and
Powheg MiNLO+Pythia 8 [96,97] are also considered.
All predict a harder pWT distribution for a given pZT dis-
tribution, compared to Pythia 8 AZ. Assuming the latter
can be adjusted to match the measurement of Ref. [44], the
corresponding pWT distribution induces a discrepancy with
the detector-level uT and u�‖ distributions observed in the
W -boson data, as discussed in Sect. 11.2. This behaviour is
observed using default values for the non-perturbative param-
eters of these programs, but is not expected to change signif-

icantly under variations of these parameters. These predic-
tions are therefore not used in the determination of mW or its
uncertainty.

Figure 2 compares the reconstruction-level p�
T and mT

distributions obtained with Powheg+Pythia 8 AZNLO,
DYRes and Powheg MiNLO+Pythia 8 to those of
Pythia 8 AZ.2 The effect of varying the pWT distribution
is largest at high p�

T, which explains why the uncertainty due
to the pWT modelling is reduced when limiting the p�

T fitting
range as described in Sect. 11.3.

2 Reconstruction-level distributions are obtained from the
Powheg+Pythia 8 signal sample by reweighting the particle-
level pWT distribution according to the product of the pZT distribution
in Pythia 8 AZ, and of RW/Z (pT) as predicted by Powheg+Pythia
8 AZNLO, DYRes and Powheg MiNLO+Pythia 8.
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6.4 Reweighting procedure

The W and Z production and decay model described above is
applied to the Powheg+Pythia 8 samples through an event-
by-event reweighting. Equation (3) expresses the factorisa-
tion of the cross section into the three-dimensional boson
production phase space, defined by the variables m, pT,
and y, and the two-dimensional boson decay phase space,
defined by the variables θ and φ. Accordingly, a predic-
tion of the kinematic distributions of vector bosons and their
decay products can be transformed into another prediction
by applying separate reweighting of the three-dimensional
boson production phase-space distributions, followed by a
reweighting of the angular decay distributions.

The reweighting is performed in several steps. First, the
inclusive rapidity distribution is reweighted according to the
NNLO QCD predictions evaluated with DYNNLO. Then, at a
given rapidity, the vector-boson transverse-momentum shape
is reweighted to the Pythia 8 prediction with the AZ tune.
This procedure provides the transverse-momentum distribu-
tion of vector bosons predicted by Pythia 8, preserving the
rapidity distribution at NNLO. Finally, at given rapidity and
transverse momentum, the angular variables are reweighted
according to:

w(cos θ, φ, pT, y) = 1 + cos2 θ + ∑
i A′

i (pT, y) Pi (cos θ, φ)

1 + cos2 θ + ∑
i Ai (pT, y) Pi (cos θ, φ)

,

where A′
i are the angular coefficients evaluated at O(α2

s ),
and Ai are the angular coefficients of the Powheg+Pythia
8 samples. This reweighting procedure neglects the small
dependence of the two-dimensional (pT,y) distribution and

of the angular coefficients on the final state invariant mass.
The procedure is used to include the corrections described
in Sects. 6.2 and 6.3, as well as to estimate the impact of the
QCD modelling uncertainties described in Sect. 6.5.

The validity of the reweighting procedure is tested at
particle level by generating independent W -boson samples
using the CT10nnlo and NNPDF3.0 [98] NNLO PDF sets,
and the same value of mW . The relevant kinematic distribu-
tions are calculated for both samples and used to reweight
the CT10nnlo sample to the NNPDF3.0 one. The procedure
described in Sect. 2.2 is then used to determine the value of
mW by fitting the NNPDF3.0 sample using templates from
the reweighted CT10nnlo sample. The fitted value agrees
with the input value within 1.5 ± 2.0 MeV. The statistical
precision of this test is used to assign the associated system-
atic uncertainty.

The resulting model is tested by comparing the pre-
dicted Z -boson differential cross section as a function of
rapidity, the W -boson differential cross section as a func-
tion of lepton pseudorapidity, and the angular coefficients
in Z -boson events, to the corresponding ATLAS measure-
ments [41,42]. The comparison with the measured W and
Z cross sections is shown in Fig. 3. Satisfactory agree-
ment between the measurements and the theoretical pre-
dictions is observed. A χ2 compatibility test is performed
for the three distributions simultaneously, including the cor-
relations between the uncertainties. The compatibility test
yields a χ2/dof value of 45/34. Other NNLO PDF sets
such as NNPDF3.0, CT14 [99], MMHT2014 [100], and
ABM12 [101] are in worse agreement with these distribu-
tions. Based on the quantitative comparisons performed in
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Fig. 3 a Differential Z -boson cross section as a function of boson
rapidity, and b differential W+ and W− cross sections as a function of
charged decay-lepton pseudorapidity at

√
s = 7 TeV [41]. The mea-

sured cross sections are compared to the Powheg+Pythia 8 predic-

tions, corrected to NNLO using DYNNLO with the CT10nnlo PDF
set. The error bars show the total experimental uncertainties, including
luminosity uncertainty, and the bands show the PDF uncertainties of
the predictions
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Ref. [41], only CT10nnlo, CT14 and MMHT2014 are consid-
ered further. The better agreement obtained with CT10nnlo
can be ascribed to the weaker suppression of the strange quark
density compared to the u- and d-quark sea densities in this
PDF set.

The predictions of the angular coefficients in Z -boson
events are compared to the ATLAS measurement at

√
s =

8 TeV [42]. Good agreement between the measurements and
DYNNLO is observed for the relevant coefficients, except
for A2, where the measurement is significantly below the
prediction. As an example, Fig. 4 shows the comparison
for A0 and A2 as a function of pZT . For A2, an additional
source of uncertainty in the theoretical prediction is consid-
ered to account for the observed disagreement with data, as
discussed in Sect. 6.5.3.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative
and non-perturbative modelling of the strong interaction
affect the dynamics of the vector-boson production and
decay [33,102–104]. Their impact on the measurement of
mW is assessed through variations of the model parameters of
the predictions for the differential cross sections as functions
of the boson rapidity, transverse-momentum spectrum at a
given rapidity, and angular coefficients, which correspond to
the second, third, and fourth terms of the decomposition of
Eq. (2), respectively. The parameter variations used to esti-
mate the uncertainties are propagated to the simulated event
samples by means of the reweighting procedure described in
Sect. 6.4. Table 3 shows an overview of the uncertainties due
to the QCD modelling which are discussed below.
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Fig. 4 The a A0 and b A2 angular coefficients in Z -boson events as
a function of p��

T [42]. The measured coefficients are compared to the
DYNNLO predictions using the CT10nnlo PDF set. The error bars show

the total experimental uncertainties, and the bands show the uncertain-
ties assigned to the DYNNLO predictions

Table 3 Systematic uncertainties in the mW measurement due to
QCD modelling, for the different kinematic distributions and W -boson
charges. Except for the case of PDFs, the same uncertainties apply
to W+ and W−. The fixed-order PDF uncertainty given for the sepa-

rate W+ and W− final states corresponds to the quadrature sum of the
CT10nnlo uncertainty variations; the charge-combined uncertainty also
contains a 3.8 MeV contribution from comparing CT10nnlo to CT14
and MMHT2014

W -boson charge W+ W− Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT

δmW [MeV]

Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7

AZ tune 3.0 3.4 3.0 3.4 3.0 3.4

Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5

Parton shower μF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9

Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6

Angular coefficients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9
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6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs affects the differential
cross section as a function of boson rapidity, the angular coef-
ficients, and the pWT distribution. The PDF contribution to the
prediction uncertainty is estimated with the CT10nnlo PDF
set by using the Hessian method [105]. There are 25 error
eigenvectors, and a pair of PDF variations associated with
each eigenvector. Each pair corresponds to positive and nega-
tive 90% CL excursions along the corresponding eigenvector.
Symmetric PDF uncertainties are defined as the mean value
of the absolute positive and negative excursions correspond-
ing to each pair of PDF variations. The overall uncertainty
of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The effect of PDF variations on the rapidity distributions
and angular coefficients are evaluated with DYNNLO, while
their impact on the W -boson pT distribution is evaluated
using Pythia 8 and by reweighting event-by-event the PDFs
of the hard-scattering process, which are convolved with the
LO matrix elements. Similarly to other uncertainties which
affect the pWT distribution (Sect. 6.5.2), only relative varia-
tions of the pWT and pZT distributions induced by the PDFs are
considered. The PDF variations are applied simultaneously
to the boson rapidity, angular coefficients, and transverse-
momentum distributions, and the overall PDF uncertainty is
evaluated with the Hessian method as described above.

Uncertainties in the PDFs are the dominant source of
physics-modelling uncertainty, contributing about 14 and
13 MeV when averaging p�

T and mT fits for W+ and W−,
respectively. The PDF uncertainties are very similar when
using p�

T or mT for the measurement. They are strongly
anti-correlated between positively and negatively charged W
bosons, and the uncertainty is reduced to 7.4 MeV on average
for p�

T and mT fits, when combining opposite-charge cate-
gories. The anti-correlation of the PDF uncertainties is due to
the fact that the total light-quark sea PDF is well constrained
by deep inelastic scattering data, whereas the u-, d-, and s-
quark decomposition of the sea is less precisely known [106].
An increase in the ū PDF is at the expense of the d̄ PDF, which
produces opposite effects in the longitudinal polarisation of
positively and negatively charged W bosons [37].

Other PDF sets are considered as alternative choices. The
envelope of values ofmW extracted with the MMHT2014 and
CT14 NNLO PDF sets is considered as an additional PDF
uncertainty of 3.8 MeV, which is added in quadrature after
combining the W+ and W− categories, leading to overall
PDF uncertainties of 8.0 MeV and 8.7 MeV for p�

T and mT

fits, respectively.
The effect of missing higher-order corrections on the

NNLO predictions of the rapidity distributions of Z bosons,
and the pseudorapidity distributions of the decay leptons of
W bosons, is estimated by varying the renormalisation and

factorisation scales by factors of 0.5 and 2.0 with respect to
their nominal value μR = μF = mV in the DYNNLO pre-
dictions. The corresponding relative uncertainty in the nor-
malised distributions is of the order of 0.1–0.3%, and signif-
icantly smaller than the PDF uncertainties. These uncertain-
ties are expected to have a negligible impact on the measure-
ment of mW , and are not considered further.

The effect of the LHC beam-energy uncertainty of
0.65% [107] on the fixed-order predictions is studied. Rela-
tive variations of 0.65% around the nominal value of 3.5 TeV
are considered, yielding variations of the inclusive W+ and
W− cross sections of 0.6 and 0.5%, respectively. No signif-
icant dependence as a function of lepton pseudorapidity is
observed in the kinematic region used for the measurement,
and the dependence as a function of p�

T and mT is expected
to be even smaller. This uncertainty is not considered further.

6.5.2 Uncertainties in the parton shower predictions

Several sources of uncertainty affect the Pythia 8 parton
shower model used to predict the transverse momentum of the
W boson. The values of the AZ tune parameters, determined
by fits to the measurement of the Z -boson transverse momen-
tum, are affected by the experimental uncertainty of the mea-
surement. The corresponding uncertainties are propagated
to the pWT predictions through variations of the orthogonal
eigenvector components of the parameters error matrix [44].
The resulting uncertainty in mW is 3.0 MeV for the p�

T dis-
tribution, and 3.4 MeV for the mT distribution. In the present
analysis, the impact of pWT distribution uncertainties is in
general smaller when using p�

T than when using mT, as a
result of the comparatively narrow range used for the p�

T
distribution fits.

Other uncertainties affecting predictions of the transverse-
momentum spectrum of the W boson at a given rapidity, are
propagated by considering relative variations of the pWT and
pZT distributions. The procedure is based on the assumption
that model variations, when applied to pZT , can be largely
reabsorbed into new values of the AZ tune parameters fit-
ted to the pZT data. Variations that cannot be reabsorbed by
the fit are excluded, since they would lead to a significant
disagreement of the prediction with the measurement of pZT .
The uncertainties due to model variations which are largely
correlated between pWT and pZT cancel in this procedure. In
contrast, the procedure allows a correct estimation of the
uncertainties due to model variations which are uncorrelated
between pWT and pZT , and which represent the only relevant
sources of theoretical uncertainties in the propagation of the
QCD modelling from pZT to pWT .

Uncertainties due to variations of parton shower parame-
ters that are not fitted to the pZT measurement include vari-
ations of the masses of the charm and bottom quarks, and
variations of the factorisation scale used for the QCD ISR.
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The mass of the charm quark is varied in Pythia 8, conser-
vatively, by ± 0.5 GeV around its nominal value of 1.5 GeV.
The resulting uncertainty contributes 1.2 MeV for the p�

T fits,
and 1.5 MeV for the mT fits. The mass of the bottom quark
is varied in Pythia 8, conservatively, by ± 0.8 GeV around
its nominal value of 4.8 GeV. The resulting variations have a
negligible impact on the transverse-momentum distributions
of Z and W bosons, and are not considered further.

The uncertainty due to higher-order QCD corrections to
the parton shower is estimated through variations of the fac-
torisation scale, μF, in the QCD ISR by factors of 0.5 and 2.0
with respect to the central choice μ2

F = p2
T,0+p2

T, where pT,0

is an infrared cut-off, and pT is the evolution variable of the
parton shower [108]. Variations of the renormalisation scale
in the QCD ISR are equivalent to a redefinition of αs(mZ )

used for the QCD ISR, which is fixed from the fits to the pZT
data. As a consequence, variations of the ISR renormalisa-
tion scale do not apply when estimating the uncertainty in
the predicted pWT distribution.

Higher-order QCD corrections are expected to be largely
correlated betweenW -boson and Z -boson production induced
by the light quarks, u, d, and s, in the initial state. How-
ever, a certain degree of decorrelation between W - and Z -
boson transverse-momentum distributions is expected, due
to the different amounts of heavy-quark-initiated production,
where heavy refers to charm and bottom flavours. The physi-
cal origin of this decorrelation can be ascribed to the presence
of independent QCD scales corresponding to the three-to-
four flavours and four-to-five flavours matching scales μc

and μb in the variable-flavour-number scheme PDF evolu-
tion [109], which are of the order of the charm- and bottom-
quark masses, respectively. To assess this effect, the varia-
tions of μF in the QCD ISR are performed simultaneously
for all light-quark qq̄ → W, Z processes, with q = u, d, s,
but independently for each of the cc̄ → Z , bb̄ → Z ,
and cq̄ → W processes, where q = d, s. The effect of
the cq̄ → W variations on the determination of mW is
reduced by a factor of two, to account for the presence of
only one heavy-flavour quark in the initial state. The result-
ing uncertainty in mW is 5.0 MeV for the p�

T distribution,
and 6.9 MeV for the mT distribution. Since the μF varia-
tions affect all the branchings of the shower evolution and
not only vertices involving heavy quarks, this procedure is
expected to yield a sufficient estimate of the μc,b-induced
decorrelation between the W - and Z -boson pT distributions.
Treating the μF variations as correlated between all quark
flavours, but uncorrelated between W - and Z -boson produc-
tion, would yield a systematic uncertainty in mW of approx-
imately 30 MeV.

The predictions of the Pythia 8 MC generator include a
reweighting of the first parton shower emission to the leading-
order W+jet cross section, and do not include matching cor-
rections to the higher-orderW+jet cross section. As discussed

in Sect. 11.2, predictions matched to the NLO W+jet cross
section, such asPowheg MiNLO+Pythia 8 and DYRes, are
in disagreement with the observed u�‖ distribution and cannot
be used to provide a reliable estimate of the associated uncer-
tainty. The u�‖ distribution, on the other hand, validates the
Pythia 8 AZ prediction and its uncertainty, which gives con-
fidence that missing higher-order corrections to the W -boson
pT distribution are small in comparison to the uncertainties
that are already included, and can be neglected at the present
level of precision.

The sum in quadrature of the experimental uncertainties
of the AZ tune parameters, the variations of the mass of the
charm quark, and the factorisation scale variations, leads to
uncertainties on mW of 6.0 and 7.8 MeV when using the
p�

T distribution and the mT distribution, respectively. These
sources of uncertainty are taken as fully correlated between
the electron and muon channels, the positively and negatively
charged W -boson production, and the |η�| bins.

The Pythia 8 parton shower simulation employs the
CTEQ6L1 leading-order PDF set. An additional independent
source of PDF-induced uncertainty in the pWT distribution
is estimated by comparing several choices of the leading-
order PDF used in the parton shower, corresponding to the
CT14lo, MMHT2014lo and NNPDF2.3lo [110] PDF sets.
The PDFs which give the largest deviation from the nominal
ratio of the pWT and pZT distributions are used to estimate the
uncertainty. This procedure yields an uncertainty of about
4 MeV for W+, and of about 2.5 MeV for W−. Similarly to
the case of fixed-order PDF uncertainties, there is a strong
anti-correlation between positively and negatively charged
W bosons, and the uncertainty is reduced to about 1.5 MeV
when combining positive- and negative-charge categories.

The prediction of the pWT distribution relies on the pT-
ordered parton shower model of the Pythia 8 MC generator.
In order to assess the impact of the choice of parton shower
model on the determination of mW , the Pythia 8 prediction
of the ratio of the pWT and pZT distributions is compared to
the corresponding prediction of the Herwig 7 MC genera-
tor [111,112], which implements an angular-ordered parton
shower model. Differences between the Pythia 8 and Her-
wig 7 predictions are smaller than the uncertainties in the
Pythia 8 prediction, and no additional uncertainty is con-
sidered.

6.5.3 Uncertainties in the angular coefficients

The full set of angular coefficients can only be measured pre-
cisely for the production of Z bosons. The accuracy of the
NNLO predictions of the angular coefficients is validated by
comparison to the Z -boson measurement, and extrapolated to
W -boson production assuming that NNLO predictions have
similar accuracy for the W - and Z -boson processes. The
ATLAS measurement of the angular coefficients in Z -boson
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production at a centre-of-mass energy of
√
s = 8 TeV [42]

is used for this validation. The O(α2
s ) predictions, evaluated

with DYNNLO, are in agreement with the measurements
of the angular coefficients within the experimental uncer-
tainties, except for the measurement of A2 as a function of
Z -boson pT.

Two sources of uncertainty affecting the modelling of the
angular coefficients are considered, and propagated to the W -
boson predictions. One source is defined from the experimen-
tal uncertainty of the Z -boson measurement of the angular
coefficients which is used to validate the NNLO predictions.
The uncertainty in the corresponding W -boson predictions
is estimated by propagating the experimental uncertainty of
the Z -boson measurement as follows. A set of pseudodata
distributions are obtained by fluctuating the angular coeffi-
cients within the experimental uncertainties, preserving the
correlations between the different measurement bins for the
different coefficients. For each pseudoexperiment, the dif-
ferences in the Ai coefficients between fluctuated and nomi-
nal Z -boson measurement results are propagated to the cor-
responding coefficient in W -boson production. The corre-
sponding uncertainty is defined from the standard deviation
of the mW values as estimated from the pseudodata distribu-
tions.

The other source of uncertainty is considered to account
for the disagreement between the measurement and the
NNLO QCD predictions observed for the A2 angular coef-
ficient as a function of the Z -boson pT (Fig. 4). The cor-
responding uncertainty in mW is estimated by propagating
the difference in A2 between the Z -boson measurement and
the theoretical prediction to the corresponding coefficient in
W -boson production. The corresponding uncertainty in the
measurement ofmW is 1.6 MeV for the extraction from the p�

T
distribution. Including this contribution, total uncertainties of
5.8 and 5.3 MeV due to the modelling of the angular coef-
ficients are estimated in the determination of the W -boson
mass from the p�

T and mT distributions, respectively. The
uncertainty is dominated by the experimental uncertainty of
the Z -boson measurement used to validate the theoretical
predictions.

7 Calibration of electrons and muons

Any imperfect calibration of the detector response to elec-
trons and muons impacts the measurement of the W -boson
mass, as it affects the position and shape of the Jacobian
edges reflecting the value of mW . In addition, the p�

T and mT

distributions are broadened by the electron-energy and muon-
momentum resolutions. Finally, the lepton-selection efficien-
cies depend on the lepton pseudorapidity and transverse
momentum, further modifying these distributions. Correc-
tions to the detector response are derived from the data, and

presented below. In most cases, the corrections are applied
to the simulation, with the exception of the muon sagitta bias
corrections and electron energy response corrections, which
are applied to the data. Backgrounds to the selected Z → ��

samples are taken into account using the same procedures
as discussed in Sect. 9. Since the Z samples are used sep-
arately for momentum calibration and efficiency measure-
ments, as well as for the recoil response corrections discussed
in Sect. 8, correlations among the corresponding uncertain-
ties can appear. These correlations were investigated and
found to be negligible.

7.1 Muon momentum calibration

As described in Sect. 5.1, the kinematic parameters of
selected muons are determined from the associated inner-
detector tracks. The accuracy of the momentum measurement
is limited by imperfect knowledge of the detector alignment
and resolution, of the magnetic field, and of the amount of
passive material in the detector.

Biases in the reconstructed muon track momenta are
classified as radial or sagitta biases. The former originate
from detector movements along the particle trajectory and
can be corrected by an η-dependent, charge-independent
momentum-scale correction. The latter typically originate
from curl distortions or linear twists of the detector around
the z-axis [113], and can be corrected with η-dependent cor-
rection factors proportional to q × p�

T, where q is the charge
of the muon. The momentum scale and resolution corrections
are applied to the simulation, while the sagitta bias correction
is applied to the data:

pMC,corr
T = pMC

T × [1 + α(η, φ)]

×
[
1 + βcurv(η) · G(0, 1) · pMC

T

]
,

pdata,corr
T = pdata

T

1 + q · δ(η, φ) · pdata
T

,

where pdata,MC
T is the uncorrected muon transverse momen-

tum in data and simulation, G(0, 1) are normally distributed
random variables with mean zero and unit width, and α, βcurv,
and δ represent the momentum scale, intrinsic resolution
and sagitta bias corrections, respectively. Multiple-scattering
contributions to the resolution are relevant at low pT, and the
corresponding corrections are neglected.

Momentum scale and resolution corrections are derived
using Z → μμ decays, following the method described in
Ref. [40]. Template histograms of the dimuon invariant mass
are constructed from the simulated event samples, includ-
ing momentum scale and resolution corrections in narrow
steps within a range covering the expected uncertainty. The
optimal values of α and βcurv are determined by means of
a χ2 minimisation, comparing data and simulation in the
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range of twice the standard deviation on each side of the
mean value of the invariant mass distribution. In the first
step, the corrections are derived by averaging over φ, and
for 24 pseudorapidity bins in the range − 2.4 < η� < 2.4.
In the second iteration, φ-dependent correction factors are
evaluated in coarser bins of η�. The typical size of α varies
from −0.0005 to −0.0015 depending on η�, while βcurv val-
ues increase from 0.2 TeV−1 in the barrel to 0.6 TeV−1 in the
high η� region. Before the correction, the φ-dependence has
an amplitude at the level of 0.1%.

The α and βcurv corrections are sensitive to the following
aspects of the calibration procedure, which are considered
for the systematic uncertainty: the choice of the fitting range,
methodological biases, background contributions, theoreti-
cal modelling of Z -boson production, non-linearity of the
corrections, and material distribution in the ID. The uncer-
tainty due to the choice of fitting range is estimated by vary-
ing the range by ± 10%, and repeating the procedure. The
uncertainty due to the fit methodology is estimated by com-
paring the template fit results with an alternative approach,
based on an iterative χ2 minimisation. Background contribu-
tions from gauge-boson pair and top-quark pair production
are estimated using the simulation. The uncertainty in these
background contributions is evaluated by varying their nor-
malisation within the theoretical uncertainties on the produc-
tion cross sections. The uncertainty in the theoretical mod-
elling of Z -boson production is evaluated by propagating the
effect of electroweak corrections to QED FSR, QED radia-
tion of fermion pairs, and other NLO electroweak corrections
described in Sect. 6.1. The experimental uncertainty in the
value of the Z -boson mass used as input is also accounted
for. These sources of uncertainty are summed in quadrature,
yielding an uncertainty δα in the muon momentum scale
correction of approximately 0.5 × 10−4; these sources are
considered fully correlated across muon pseudorapidity.

The systematic uncertainty in the muon momentum scale
due to the extrapolation from the Z → μμ momentum range
to the W → μν momentum range is estimated by evaluating
momentum-scale corrections as a function of 1/pT for muons
in various |η| ranges. The extrapolation uncertainty δα is
parameterised as follows:

δα = p0 + p1〈
p�

T(W )
〉 ,

where
〈
p�

T(W )
〉

is the average pT of muons in W -boson
events, and p0 and p1 are free parameters. If the momentum-
scale corrections are independent of 1/pT, the fitting param-
eters are expected to be p0 = 1 and p1 = 0. Deviations
of p1 from zero indicate a possible momentum dependence.
The fitted values of δα are shown in Fig. 5a, and are consis-
tent with one, within two standard deviations of the statisti-
cal error. The corresponding systematic uncertainty in mW

is defined assuming, in each bin of |η|, a momentum non-

linearity given by the larger of the fitted value of p1 and its
uncertainty. This source of uncertainty is considered uncor-
related across muon pseudorapidity given that p1 is domi-
nated by statistical fluctuations. The effect of the imperfect
knowledge of the material in the ID is studied using simu-
lated event samples including an increase of the ID material
by 10%, according to the uncertainty estimated in Ref. [114].
The impact of this variation is found to be negligible in com-
parison with the uncertainties discussed above.

Two methods are used for the determination of the sagitta
bias δ. The first method exploits Z → μμ events. Muons
are categorised according to their charge and pseudorapid-
ity, and for each of these categories, the position of the peak
in the dimuon invariant mass distribution is determined for
data and simulation. The procedure allows the determina-
tion of the charge dependence of the momentum scale for
pT values of approximately 42 GeV, which corresponds to
the average transverse momentum of muons from Z -boson
decays. The second method exploits identified electrons in
a sample of W → eν decays. It is based on the ratio of the
measured electron energy deposited in the calorimeter, E , to
the electron momentum, p, measured in the ID. A clean sam-
ple of W → eν events with tightly identified electrons [38]
is selected. Assuming that the response of the electromag-
netic calorimeter is independent of the charge of the incom-
ing particle, charge-dependent ID track momentum biases
are extracted from the average differences in E/p for elec-
trons and positrons [113]. This method benefits from a larger
event sample compared to the first method, and allows the
determination of charge-dependent corrections for pT values
of approximately 38 GeV, which corresponds to the average
transverse momentum of muons in W -boson decays. The
sagitta bias correction factors are derived using both methods
separately in 40 η bins and 40 φ bins. The results are found to
agree within uncertainties and are combined, as illustrated in
Fig. 5b. The combined correction uncertainty is dominated
by the finite size of the event samples.

Figure 6 shows the dimuon invariant mass distribution
of Z → μμ decays in data and simulation, after applying
all corrections. Table 4 summarises the effect of the muon
momentum scale and resolution uncertainties on the deter-
mination of mW . The dominant systematic uncertainty in the
momentum scale is due to the extrapolation of the correction
from the Z -boson momentum range to the W -boson momen-
tum range. The extrapolation uncertainty δα is (2–5)×10−5

for |η�| < 2.0, and (4–7) × 10−4 for |η�| > 2.0. System-
atic uncertainties from other sources are relatively small. The
systematic uncertainty of the resolution corrections is domi-
nated by the statistical uncertainty of the Z -boson event sam-
ple, and includes a contribution from the imperfect closure of
the method. The latter is defined from the residual difference
between the standard deviations of the dimuon invariant mass
in data and simulation, after applying resolution corrections.
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Fig. 5 a Residual muon momentum scale corrections as a function
of muon 1/pT in four pseudorapidity regions, obtained with Z → μμ

events. The points are fitted using a linear function which parameterises
the extrapolation of the muon momentum scale correction from Z to
W events, as explained in the text. The error bars on the points show
statistical uncertainties only. b Sagitta bias, δ, as a function of η� aver-

aged over φ�. The results are obtained with the Z → μμ and E/p
methods and the combination of the two. The results obtained with the
Z → μμ method are corrected for the global sagitta bias. The E/p
method uses electrons from W → eν decays. The two measurements
are combined assuming they are uncorrelated. The error bars on the
points show statistical uncertainties only

E
ve

nt
s 

/  
0.

4 
G

eV

10000

20000

30000

40000

50000

60000
Data

−μ+μ→Z
Background

ATLAS
-1 = 7 TeV, 4.1 fbs

 [GeV]ll m
80 82 84 86 88 90 92 94 96 98 100D

at
a 

/ P
re

d.

0.95
1

1.05

Fig. 6 Dimuon invariant mass distribution in Z → μμ events. The
data are compared to the simulation including signal and background
contributions. Corrections for momentum scale and resolution, and
for reconstruction, isolation, and trigger efficiencies are applied to the
muons in the simulated events. Background events contribute less than
0.2% of the observed distribution. The lower panel shows the data-to-
prediction ratio, with the error bars showing the statistical uncertainty

7.2 Muon selection efficiency

The selection of muon candidates in W → μν and Z → μμ

events requires an isolated track reconstructed in the inner
detector and in the muon spectrometer. In addition, the events
are required to pass the muon trigger selection. Differences
in the efficiency of the reconstruction and selection require-
ments between data and simulation can introduce a system-
atic shift in the measurement of the W -boson mass, and have

to be corrected. In particular, the extraction of mW is sen-
sitive to the dependence of the trigger, reconstruction and
isolation efficiencies on the muon pT and on the projection
of the recoil on the lepton transverse momentum, u�‖.

For muons with pT larger than approximately 15 GeV the
detector simulation predicts constant efficiency as a function
of p�

T, both for the muon trigger selection and the track recon-
struction. In contrast, the efficiency of the isolation require-
ment is expected to vary as a function of p�

T and u�‖. The effi-
ciency corrections also affect the muon selection inefficiency,
and hence the estimation of the Z → μμ background, which
contributes to the W → μν selection when one of the decay
muons fails the muon reconstruction or kinematic selection
requirements.

Corrections to the muon reconstruction, trigger and isola-
tion efficiencies are estimated by applying the tag-and-probe
method [40] to Z → μμ events in data and simulation.
Efficiency corrections are defined as the ratio of efficiencies
evaluated in data to efficiencies evaluated in simulated events.
The corrections are evaluated as functions of two variables,
p�

T and u�‖, and in various regions of the detector. The detec-
tor is segmented into regions corresponding to the η and φ

coverage of the muon spectrometer. The subdivision accounts
for the geometrical characteristics of the detector, such as the
presence of uninstrumented or transition regions. The depen-
dence of the efficiencies on u�‖ agree in data and simulation.
Therefore, the muon efficiency corrections are evaluated only
as a function of p�

T and η�, separately for positive and nega-
tive muon charges. The final efficiency correction factors are
linearly interpolated as a function of muon pT. No significant
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Table 4 Systematic uncertainties in the mW measurement from muon
calibration and efficiency corrections, for the different kinematic
distributions and |η�| categories, averaged over lepton charge. The

momentum-scale uncertainties include the effects of both the momen-
tum scale and linearity corrections. Combined uncertainties are evalu-
ated as described in Sect. 2.2

|η�| range [0.0, 0.8] [0.8, 1.4] [1.4, 2.0] [2.0, 2.4] Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT p�
T mT p�

T mT

δmW [MeV]

Momentum scale 8.9 9.3 14.2 15.6 27.4 29.2 111.0 115.4 8.4 8.8

Momentum resolution 1.8 2.0 1.9 1.7 1.5 2.2 3.4 3.8 1.0 1.2

Sagitta bias 0.7 0.8 1.7 1.7 3.1 3.1 4.5 4.3 0.6 0.6

Reconstruction and isolation efficiencies 4.0 3.6 5.1 3.7 4.7 3.5 6.4 5.5 2.7 2.2

Trigger efficiency 5.6 5.0 7.1 5.0 11.8 9.1 12.1 9.9 4.1 3.2

Total 11.4 11.4 16.9 17.0 30.4 31.0 112.0 116.1 9.8 9.7
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Fig. 7 a Scale factors for the muon reconstruction, trigger and isola-
tion efficiency obtained with the tag and probe method as a function of
the muon pT. Scale factors for the trigger efficiency are averaged over
two data-taking periods as explained in the text. The error bars on the
points show statistical uncertainties only. b Distribution of the recon-
structed muons η in Z → μμ events. The data are compared to the

simulation including signal and background contributions. Corrections
for momentum scale and resolution, and for reconstruction, isolation,
and trigger efficiencies are applied to the muons in the simulated events.
Background events contribute less than 0.2% of the observed distribu-
tion. The lower panel shows the data-to-prediction ratio, with the error
bars showing the statistical uncertainty

pT-dependence of the corrections is observed in any of the
detector regions.

The selection of tag-and-probe pairs from Z → μμ

events is based on the kinematic requirements described in
Sect. 5.2. The tag muon is required to be a combined and
energy-isolated muon candidate (see Sect. 5.1) which fulfils
the muon trigger requirements. The selection requirements
applied to the probe muon candidate differ for each efficiency
determination: the selection requirement for which the effi-
ciency is determined is removed from the set of requirements
applied to the probe muon. All the efficiency corrections are
derived inclusively for the full data set, with the exception
of the trigger, for which they are derived separately for two
different data-taking periods. The resulting scale factors are
shown as a function of p�

T and averaged over η� in Fig. 7a.

The trigger and isolation efficiency corrections are typically
below 0.3%, while the reconstruction efficiency correction is
on average about 1.1%. The corresponding impact on muon
selection inefficiency reaches up to about 20%.

The quality of the efficiency corrections is evaluated by
applying the corrections to the Z → μμ simulated sample,
and comparing the simulated kinematic distributions to the
corresponding distributions in data. Figure 7b illustrates this
procedure for the η� distribution. Further distributions are
shown in Sect. 9.

The dominant source of uncertainty in the determination
of the muon efficiency corrections is the statistical uncer-
tainty of the Z -boson data sample. The largest sources of
systematic uncertainty are the multijet background contribu-
tion and the momentum-scale uncertainty. The correspond-
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ing uncertainty in the measurement of mW is approximately
5 MeV. The ID tracking efficiencies for muon candidates are
above 99.5% without any significant pT dependence, and
the associated uncertainties are not considered further. An
overview of the uncertainties associated with the muon effi-
ciency corrections is shown in Table 4.

7.3 Electron energy response

The electron-energy corrections and uncertainties are largely
based on the ATLAS Run 1 electron and photon calibration
results [39]. The correction procedure starts with the intercal-
ibration of the first and second layers of the EM calorimeter
for minimum-ionising particles, using the energy deposits of
muons in Z → μμ decays. After the intercalibration of the
calorimeter layers, the longitudinal shower-energy profiles
of electrons and photons are used to determine the presam-
pler energy scale and probe the passive material in front of
the EM calorimeter, leading to an improved description of
the detector material distribution and providing estimates of
the residual passive material uncertainty. Finally, a depen-
dence of the cell-level energy measurement on the read-out
gain is observed in the second layer and corrected for. After
these preliminary corrections, an overall energy-scale cor-
rection is determined as a function of η� from Z → ee
decays, by comparing the reconstructed mass distributions
in data and simulation. Simultaneously, an effective constant
term for the calorimeter energy resolution is extracted by
adjusting the width of the reconstructed dielectron invariant
mass distribution in simulation to match the distribution in
data.

Uncertainties in the energy-response corrections arise
from the limited size of the Z → ee sample, from the physics
modelling of the resonance and from the calibration algo-
rithm itself. Physics-modelling uncertainties include uncer-
tainties from missing higher-order electroweak corrections
(dominated by the absence of lepton-pair emissions in the
simulation) and from the experimental uncertainty in mZ ;
these effects are taken fully correlated with the muon channel.
Background contributions are small and the associated uncer-
tainty is considered to be negligible. Uncertainties related to
the calibration procedure are estimated by varying the invari-
ant mass range used for the calibration, and with a closure
test. For the closure test, a pseudodata sample of Z → ee
events is obtained from the nominal sample by rescaling
the electron energies by known η-dependent factors; the
calibration algorithm is then applied, and the measured
energy corrections are compared with the input rescaling
factors.

These sources of uncertainty constitute a subset of those
listed in Ref. [39], where additional variations were consid-
ered in order to generalise the applicability of the Z -boson
calibration results to electrons and photons spanning a wide

energy range. The effect of these uncertainties is averaged
within the different η� categories. The overall relative energy-
scale uncertainty, averaged over η�, is 9.4 × 10−5 for elec-
trons from Z -boson decays.

In addition to the uncertainties in the energy-scale cor-
rections arising from the Z -boson calibration procedure,
possible differences in the energy response between elec-
trons from Z -boson and W -boson decays constitute a signif-
icant source of uncertainty. The linearity of the response is
affected by uncertainties in the intercalibration of the layers
and in the passive material and calorimeter read-out correc-
tions mentioned above. Additional uncertainties are assigned
to cover imperfect electronics pedestal subtraction affecting
the energy measurement in the cells of the calorimeter, and
to the modelling of the interactions between the electrons
and the detector material in Geant4. The contribution from
these sources to the relative energy-scale uncertainty is (3–
12) × 10−5 in each η bin, and 5.4 × 10−5 when averaged
over the full η range after taking into account the correlation
between the η bins.

Azimuthal variations of the electron-energy response are
expected from gravity-induced mechanical deformations of
the EM calorimeter, and are observed especially in the end-
caps, as illustrated in Fig. 8. As the Z -boson calibration aver-
ages over φ� and the azimuthal distributions of the selected
electrons differ in the two processes, a small residual effect
from this modulation is expected when applying the cal-
ibration results to the W → eν sample. Related effects
are discussed in Sect. 8. A dedicated correction is derived
using the azimuthal dependence of the mean of the electron
energy/momentum ratio, 〈E/p〉, after correcting p for the
momentum scale and curvature bias discussed in Sect. 7.1.
The effect of this correction is a relative change of the aver-
age energy response of 3.8 × 10−5 in W -boson events, with
negligible uncertainty.

The E/p distribution is also used to test the modelling
of non-Gaussian tails in the energy response. An excess of
events is observed in data at low values of E/p, and inter-
preted as the result of the mismodelling of the lateral devel-
opment of EM showers in the calorimeter. Its impact is evalu-
ated by removing the electrons with E/p values in the region
where the discrepancy is observed. The effect of this removal
is compatible for electrons from W - and Z -boson decays
within 4.9×10−5, which corresponds to the statistical uncer-
tainty of the test and is considered as an additional systematic
uncertainty.

The result of the complete calibration procedure is illus-
trated in Fig. 9, which shows the comparison of the dielec-
tron invariant mass distribution for Z → ee events in data
and simulation. The impact of the electron-energy calibra-
tion uncertainties on the mW measurement is summarised in
Table 5.

123

30



 110 Page 20 of 61 Eur. Phys. J. C   (2018) 78:110 

 [rad]
l

φ
3− 2− 1− 0 1 2 3

R
el

at
iv

e 
en

er
gy

 s
ca

le

0.994

0.996

0.998

1

1.002

1.004

1.006

ee→ + Zνe→±W

|<1.2
l

η<E/p> Data/Pred., |

ATLAS
-1=7 TeV, 4.6 fbs

(a)  [rad]
l

φ
3− 2− 1− 0 1 2 3

R
el

at
iv

e 
en

er
gy

 s
ca

le

0.994

0.996

0.998

1

1.002

1.004

1.006

ee→ + Zνe→±W

|<2.4
l

η<E/p> Data/Pred., 1.8<|

ATLAS
-1=7 TeV, 4.6 fbs

(b)

Fig. 8 Azimuthal variation of the data-to-prediction ratio of 〈E/p〉 in
W and Z events, for electrons in a |η�| < 1.2 and (b) 1.8 < |η�| < 2.4.
The electron energy calibration based on Z → ee events is applied, and

the track p is corrected for the momentum scale, resolution and sagitta
bias. The mean for the E/p distribution integrated in φ is normalised
to unity. The error bars are statistical only

E
ve

nt
s 

/  
0.

4 
G

eV

5000

10000

15000

20000

25000

30000
Data

−e+ e→Z
Background

ATLAS
-1 = 7 TeV, 4.6 fbs

 [GeV]ll m
80 82 84 86 88 90 92 94 96 98 100D

at
a 

/ P
re

d.

0.95
1

1.05

Fig. 9 Dielectron invariant mass distribution in Z → ee events. The
data are compared to the simulation including signal and backgrounds.
Corrections for energy resolution, and for reconstruction, identification,
isolation and trigger efficiencies are applied to the simulation; energy-
scale corrections are applied to the data. Background events contribute
less than 0.2% of the observed distribution. The lower panel shows
the data-to-prediction ratio, with the error bars showing the statistical
uncertainty

7.4 Electron selection efficiency

Electron efficiency corrections are determined using samples
of W → eν, Z → ee, and J/ψ → ee events, and measured
separately for electron reconstruction, identification and trig-
ger efficiencies [38], as a function of electron η and pT. In
the pT range relevant for the measurement of the W -boson
mass, the reconstruction and identification efficiency correc-
tions have a typical uncertainty of 0.1–0.2% in the barrel, and
0.3% in the endcap. The trigger efficiency corrections have
an uncertainty smaller than 0.1%, and are weakly dependent
on p�

T.

For a data-taking period corresponding to approximately
20% of the integrated luminosity, the LAr calorimeter suf-
fered from six front-end board failures. During this period,
electrons could not be reconstructed in the region of 0 <

η < 1.475 and − 0.9 < φ < − 0.5. The data-taking con-
ditions are reflected in the simulation for the correspond-
ing fraction of events. However, the trigger acceptance loss
is not perfectly simulated, and dedicated efficiency correc-
tions are derived as a function of η and φ to correct the
mismodelling, and applied in addition to the initial correc-
tions.

As described in Sect. 5, isolation requirements are applied
to the identified electrons. Their efficiency is approximately
95% in the simulated event samples, and energy-isolation
efficiency corrections are derived as for the reconstruc-
tion, identification, and trigger efficiencies. The energy-
isolation efficiency corrections deviate from unity by less
than 0.5%, with an uncertainty smaller than 0.2% on aver-
age.

Finally, as positively and negatively charged W -boson
events have different final-state distributions, the W+ con-
tamination in the W− sample, and vice versa, constitutes
an additional source of uncertainty. The rate of electron
charge mismeasurement in simulated events rises from about
0.2% in the barrel to 4% in the endcap. Estimates of charge
mismeasurement in data confirm these predictions within
better than 0.1%, apart from the high |η| region where
differences up to 1% are observed. The electron charge
mismeasurement induces a systematic uncertainty in mW

of approximately 0.5 MeV in the regions of |η�| < 0.6
and 0.6 < |η�| < 1.2, and of 5 MeV in the region of
1.8 < |η�| < 2.4, separately for W+ and W−. Since the
W+ and W− samples contaminate each other, the effect
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Table 5 Systematic
uncertainties in the mW
measurement due to electron
energy calibration, efficiency
corrections and charge
mismeasurement, for the
different kinematic distributions
and |η�| regions, averaged over
lepton charge. Combined
uncertainties are evaluated as
described in Sect. 2.2

|η�| range [0.0, 0.6] [0.6, 1.2] [1.8, 2.4] Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT p�
T mT

δmW [MeV]

Energy scale 10.4 10.3 10.8 10.1 16.1 17.1 8.1 8.0

Energy resolution 5.0 6.0 7.3 6.7 10.4 15.5 3.5 5.5

Energy linearity 2.2 4.2 5.8 8.9 8.6 10.6 3.4 5.5

Energy tails 2.3 3.3 2.3 3.3 2.3 3.3 2.3 3.3

Reconstruction efficiency 10.5 8.8 9.9 7.8 14.5 11.0 7.2 6.0

Identification efficiency 10.4 7.7 11.7 8.8 16.7 12.1 7.3 5.6

Trigger and isolation efficiencies 0.2 0.5 0.3 0.5 2.0 2.2 0.8 0.9

Charge mismeasurement 0.2 0.2 0.2 0.2 1.5 1.5 0.1 0.1

Total 19.0 17.5 21.1 19.4 30.7 30.5 14.2 14.3
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Fig. 10 Distribution of reconstructed electrons η in Z → ee events.
The data are compared to the simulation including signal and back-
ground contributions. Corrections for energy resolution, and for recon-
struction, identification, isolation and trigger efficiencies are applied to
the simulation; energy-scale corrections are applied to the data. Back-
ground events contribute less than 0.2% of the observed distribution.
The lower panel shows the data-to-prediction ratio, with the error bars
showing the statistical uncertainty

is anti-correlated for the mW measurements in the two
different charge categories, and cancels in their combi-
nation, up to the asymmetry in the W+/W− production
rate. After combination, the residual uncertainty in mW is
0.2 MeV for |η�| < 1.2, and 1.5 MeV for 1.8 < |η�| <

2.4, for both the p�
T and mT distributions. The uncertain-

ties are considered as uncorrelated across pseudorapidity
bins.

Figure 10 compares the η� distribution in data and simu-
lation for Z → ee events, after applying the efficiency cor-
rections discussed above. The corresponding uncertainties in
mW due to the electron efficiency corrections are shown in
Table 5.

8 Calibration of the recoil

The calibration of the recoil, uT, affects the measurement of
the W -boson mass through its impact on the mT distribution,
which is used to extractmW . In addition, the recoil calibration
affects the p�

T andmT distributions through the pmiss
T ,mT, and

uT event-selection requirements. The calibration procedure
proceeds in two steps. First, the dominant part of the uT reso-
lution mismodelling is addressed by correcting the modelling
of the overall event activity in simulation. These corrections
are derived separately in the W - and Z -boson samples. Sec-
ond, corrections for residual differences in the recoil response
and resolution are derived using Z -boson events in data, and
transferred to the W -boson sample.

8.1 Event activity corrections

The pile-up of multiple proton–proton interactions has a sig-
nificant impact on the resolution of the recoil. As described in
Sect. 4, the pile-up is modelled by overlaying the simulated
hard-scattering process with additional pp interactions sim-
ulated using Pythia 8 with the A2 tune. The average number
of interactions per bunch crossing is defined, for each event,
as 〈μ〉 = Lσin/ fBC, where L is the instantaneous luminosity,
σin is the total pp inelastic cross section and fBC is the aver-
age bunch-crossing rate. The distribution of 〈μ〉 in the simu-
lated event samples is reweighted to match the corresponding
distribution in data. The distribution of 〈μ〉 is affected in par-
ticular by the uncertainty in the cross section and properties
of inelastic collisions. In the simulation, 〈μ〉 is scaled by a
factor α to optimise the modelling of observed data distri-
butions which are relevant to the modelling of uT. A value
of α = 1.10 ± 0.04 is determined by minimising the χ2

function of the compatibility test between data and simula-
tion for the �E∗

T and uZ⊥ distributions, where the uncertainty
accounts for differences in the values determined using the
two distributions.

123

32



 110 Page 22 of 61 Eur. Phys. J. C   (2018) 78:110 

E
ve

nt
s 

/ 2
0 

G
eV

20

40

60

80

100

120

310×

Data
 (before transf.)−μ+μ→Z
 (after transf.)−μ+μ→Z

ATLAS
-1 = 7 TeV, 4.1 fbs

 [GeV]T E*Σ
0 200 400 600 800 1000 1200 1400D

at
a 

/ P
re

d.

0.95
1

1.05

(a)

E
ve

nt
s 

/ 0
.2

 ra
d

10000
20000
30000
40000
50000
60000
70000
80000 Data

 (before corr.)−μ+μ→Z
 (after corr.)−μ+μ→Z

ATLAS
-1 = 7 TeV, 4.1 fbs

)   [rad]
T

 (uφ
3− 2− 1− 0 1 2 3

D
at

a 
/ P

re
d.

0.95
1

1.05

(b)

Fig. 11 Distributions of a �E∗
T and b azimuth φ of the recoil in data

and simulation for Z → μμ events. The �E∗
T distribution is shown

before and after applying the Smirnov-transform correction, and the

φ distribution is shown before and after the ux,y correction. The lower
panels show the data-to-prediction ratios, with the vertical bars showing
the statistical uncertainty

After the correction applied to the average number of pile-
up interactions, residual data-to-prediction differences in the
�E∗

T distribution are responsible for most of the remain-
ing uT resolution mismodelling. The �E∗

T distribution is
corrected by means of a Smirnov transform, which is a
mapping x → x ′(x) such that a function f (x) is trans-
formed into another target function g(x) through the rela-
tion f (x) → f (x ′) ≡ g(x) [115]. Accordingly, a mapping
�E∗

T → �E∗
T

′ is defined such that the distribution of �E∗
T

in simulation, hMC(�E∗
T), is transformed into hMC(�E∗

T
′)

to match the �E∗
T distribution in data, hdata(�E∗

T). The cor-
rection is derived for Z -boson events in bins of p��

T , as the
observed differences in the �E∗

T distribution depend on the
Z -boson transverse momentum. The result of this procedure
is illustrated in Fig. 11a. The modified distribution is used to
parameterise the recoil response corrections discussed in the
next section.

InW -boson events, the transverse momentum of the boson
can only be inferred from uT, which has worse resolution
compared to p��

T in Z -boson events. To overcome this lim-
itation, a pT-dependent correction is defined assuming that
the pT dependence of differences between data and simula-
tion in the �E∗

T distribution in W -boson events follows the
corresponding differences observed in Z -boson events. The
�E∗

T distribution to be matched by the simulation is defined
as follows for W -boson events:

h̃Wdata(�E∗
T, pWT )

≡ hZ
data(�E∗

T, p��
T )

(
hWdata(�E∗

T)

hWMC(�E∗
T)

/ hZ
data(�E∗

T)

hZ
MC(�E∗

T)

)
, (4)

where pWT is the particle-level W -boson transverse momen-
tum, and p��

T the transverse momentum measured from the
decay-lepton pair, used as an approximation of the particle-

level pZT . The superscripts W and Z refer to W - or Z -
boson event samples, and the double ratio in the second term
accounts for the differences between the inclusive distribu-
tions in W - and Z -boson events. This correction is defined
separately for positively and negatively charged W bosons,
so as to incorporate the dependence of the pWT distribution on
the charge of the W boson. Using h̃Wdata(�E∗

T, pWT ) defined in
Eq. (4) as the target distribution, the pWT -dependent Smirnov
transform of the �E∗

T distribution in W -boson events is
defined as follows:

hWMC(�E∗
T; pWT ) → hWMC(�E∗

T
′; pWT ) ≡ h̃Wdata(�E∗

T; pWT ).

The validity of the approximation introduced in Eq. (4)
is verified by comparing hWdata(�E∗

T)/hWMC(�E∗
T) and hZ

data
(�E∗

T)/hZ
MC(�E∗

T) in broad bins of uT. The associated sys-
tematic uncertainties are discussed in Sect. 8.3.

8.2 Residual response corrections

In the ideal case of beams coinciding with the z-axis, the
physical transverse momentum of W and Z bosons is uni-
formly distributed in φ. However, an offset of the interac-
tion point with respect to the detector centre in the trans-
verse plane, the non-zero crossing angle between the pro-
ton beams, and φ-dependent response of the calorimeters
generate anisotropies in the reconstructed recoil distribution.
Corresponding differences between data and simulation are
addressed by effective corrections applied to ux and uy in
simulation:

u′
x = ux + ( 〈ux 〉data − 〈ux 〉MC ) ,

u′
y = uy + ( 〈

uy
〉
data − 〈

uy
〉
MC

)
,
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where 〈 ux,y 〉 data and 〈 ux,y 〉 MC are the mean values of
these distributions in data and simulation, respectively. The
corrections are evaluated in Z -boson events and parame-
terised as a function of �E∗

T. The effect of these corrections
on the recoil φ distribution is illustrated in Fig. 11b.

The transverse momentum of Z bosons can be recon-
structed from the decay-lepton pair with a resolution of 1–
2 GeV, which is negligible compared to the recoil energy res-
olution. The recoil response can thus be calibrated from com-
parisons with the reconstructed p��

T in data and simulation.
Recoil energy scale and resolution corrections are derived in
bins of �E∗

T and p��
T at reconstruction level, and are applied

in simulation as a function of the particle-level vector-boson
momentum pVT in both the W - and Z -boson samples. The
energy scale of the recoil is calibrated by comparing the
uZ‖ + p��

T distribution in data and simulation, whereas res-

olution corrections are evaluated from the uZ⊥ distribution.
Energy-scale corrections b(pVT , �E∗

T
′) are defined as the dif-

ference between the average values of the uZ‖ + p��
T dis-

tributions in data and simulation, and the energy-resolution
correction factors r(pVT , �E∗

T
′) as the ratio of the standard

deviations of the corresponding uZ⊥ distributions.
The parallel component of uT in simulated events is cor-

rected for energy scale and resolution, whereas the perpen-
dicular component is corrected for energy resolution only.
The corrections are defined as follows:

uV,corr
‖ =

[
uV,MC

‖ −
〈
uZ ,data

‖
〉
(pVT , �E∗

T
′
)
]

· r(pVT , �E∗
T

′
)

+
〈
uZ ,data

‖
〉
(pVT , �E∗

T
′
) + b(pVT , �E∗

T
′
), (5)

uV,corr
⊥ = uV,MC

⊥ · r(pVT , �E∗
T

′
), (6)

where V = W, Z , uV,MC
‖ and uV,MC

⊥ are the parallel and per-

pendicular components of uT in the simulation, and uV,corr
‖

and uV,corr
⊥ are the corresponding corrected values. As for b

and r , the average
〈
uZ ,data

‖
〉

is mapped as a function of the

reconstructed p��
T in Z -boson data, and used as a function of

pVT in both W - and Z -boson simulation. Since the resolution
of uT has a sizeable dependence on the amount of pile-up,
the correction procedure is defined in three bins of 〈μ〉, cor-
responding to low, medium, and high pile-up conditions, and
defined by the ranges of 〈μ〉 ∈ [2.5, 6.5], 〈μ〉 ∈ [6.5, 9.5],
and 〈μ〉 ∈ [9.5, 16.0], respectively. Values for b(pVT , �E∗

T
′)

are typically O(100 MeV), and r(pVT , �E∗
T

′) deviates from
unity by 2% at most. The effect of the calibration is shown in
Fig. 12 for Z → μμ events. The level of agreement obtained
after corrections is satisfactory, and similar performance is
observed for Z → ee events.

A closure test of the applicability of Z -based corrections
to W production is performed using W and Z samples sim-
ulated with Powheg+Herwig 6, which provide an alter-
native model for the description of hadronisation and the

underlying event. The procedure described above is used
to correct the recoil response from Powheg+Pythia 8 to
Powheg+Herwig 6, where the latter is treated as pseudo-
data. As shown in Fig. 13, the corrected W recoil distribu-
tions in Powheg+Pythia 8 match the corresponding distri-
butions in Powheg+Herwig 6. For this study, the effect of
the different particle-level pWT distributions in both samples
is removed by reweighting thePowheg+Pythia 8 prediction
to Powheg+Herwig 6. This study is performed applying the
standard lepton selection cuts, but avoiding further kinematic
selections in order to maximize the statistics available for the
test.

8.3 Systematic uncertainties

The recoil calibration procedure is sensitive to the following
sources of systematic uncertainty: the uncertainty of the scale
factor applied to the 〈μ〉 distribution, uncertainties due to the
Smirnov transform of the �E∗

T distribution, uncertainties in
the correction of the average value of the ux,y distributions,
statistical uncertainties in the residual correction factors and
their pT dependence, and expected differences in the recoil
response between Z - and W -boson events.

The uncertainty from the 〈μ〉 scale-factor α is evaluated
by varying it by its uncertainty and repeating all steps of
the recoil calibration procedure. These variations affect the
determination of mW by less than 1 MeV.

The systematic uncertainty related to the dependence of
the �E∗

T correction on pT is estimated by comparing with the
results of a pT-inclusive correction. This source contributes,
averaging over W -boson charges, an uncertainty of approx-
imately 1 MeV for the extraction of mW from the p�

T distri-
bution, and 11 MeV when using the mT distribution.

The recoil energy scale and resolution corrections of
Eqs. (5) and (6) are derived from the Z -boson sample
and applied to W -boson events. Differences in the detector
response to the recoil between W - and Z -boson processes
are considered as a source of systematic uncertainty for these
corrections. Differences between theuW⊥ anduZ⊥ distributions
originating from different vector-boson kinematic properties,
different ISR and FSR photon emission, and from different
selection requirements are, however, discarded as they are
either accurately modelled in the simulation or already incor-
porated in the correction procedure.

To remove the effect of such differences, the two-
dimensional distribution hWMC(pT, �E∗

T) in W -boson sim-
ulated events is corrected to match the corresponding dis-
tribution in Z -boson simulated events, treating the neutri-
nos in W -boson decays as charged leptons to calculate uT

as in Z -boson events. Finally, events containing a particle-
level photon from final-state radiation are removed. After
these corrections, the standard deviation of the u⊥ distribu-
tion agrees within 0.03% between simulatedW - and Z -boson
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Fig. 12 Recoil distributions for a uZ‖ , b uZ‖ + p��
T , (c) uZ⊥, and (d) uT in Z → μμ events. The data are compared to the simulation before and

after applying the recoil corrections described in the text. The lower panels show the data-to-prediction ratios, with the vertical bars showing the
statistical uncertainty

events. This difference is equivalent to 6% of the size of the
residual resolution correction, which increases the standard
deviation of the u⊥ distribution by 0.5%. Accordingly, the
corresponding systematic uncertainty due to the extrapola-
tion of the recoil calibration from Z - to W -boson events is
estimated by varying the energy resolution parameter r of
Eqs. (5) and (6) by 6%. The impact of this uncertainty on the
extraction of mW is approximately 0.2 MeV for the p�

T dis-
tribution, and 5.1 MeV for the mT distribution. The extrapo-
lation uncertainty of the energy-scale correction b was found
to be negligible in comparison.

In addition, the statistical uncertainty of the correction
factors contributes 2.0 MeV for the p�

T distribution, and
2.7 MeV for the mT distribution. Finally, instead of using
a binned correction, a smooth interpolation of the correc-
tion values between the bins is performed. Comparing the

binned and interpolated correction parameters b(pVT , �E∗
T

′)
and r(pVT , �E∗

T
′) leads to a systematic uncertainty in mW of

1.4 and 3.1 MeV for the p�
T andmT distributions, respectively.

Systematic uncertainties in the ux,y corrections are found to
be small compared to the other systematic uncertainties, and
are neglected.

The impact of the uncertainties of the recoil calibra-
tion on the extraction of the W -boson mass from the p�

T
and mT distributions are summarised in Table 6. The deter-
mination of mW from the p�

T distribution is only slightly
affected by the uncertainties of the recoil calibration, whereas
larger uncertainties are estimated for themT distribution. The
largest uncertainties are induced by the �E∗

T corrections and
by the extrapolation of the recoil energy-scale and energy-
resolution corrections from Z - to W -boson events. The sys-
tematic uncertainties are in general smaller for W− events
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Fig. 13 Distributions of a uT and b u�‖ in W events simulated using
Powheg+Pythia 8 and Powheg+Herwig 6. The recoil response in
Powheg+Pythia 8 is corrected to the Powheg+Herwig 6 response
using simulated Z events following the method described in the

text. The pWT distribution in Powheg+Pythia 8 is reweighted to
the Powheg+Herwig 6 prediction. The lower panels show the ratios
of Powheg+Herwig 6 to Powheg+Pythia 8, with and without the
response correction in the Powheg+Pythia 8 sample

Table 6 Systematic
uncertainties in the mW
measurement due to recoil
corrections, for the different
kinematic distributions and
W -boson charge categories.
Combined uncertainties are
evaluated as described in
Sect. 2.2

W -boson charge W+ W− Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT

δmW [MeV]

〈μ〉 scale factor 0.2 1.0 0.2 1.0 0.2 1.0

�E∗
T correction 0.9 12.2 1.1 10.2 1.0 11.2

Residual corrections (statistics) 2.0 2.7 2.0 2.7 2.0 2.7

Residual corrections (interpolation) 1.4 3.1 1.4 3.1 1.4 3.1

Residual corrections (Z → W extrapolation) 0.2 5.8 0.2 4.3 0.2 5.1

Total 2.6 14.2 2.7 11.8 2.6 13.0

than for W+ events, as the �E∗
T distribution in W− events is

closer to the corresponding distribution in Z -boson events.

9 Consistency tests with Z-boson events

The Z → �� event sample allows several validation and
consistency tests of the W -boson analysis to be performed.
All the identification requirements of Sect. 5.1, the calibra-
tion and efficiency corrections of Sects. 7 and 8, as well as
the physics-modelling corrections described in Sect. 6, are
applied consistently in the W - and Z -boson samples. The Z -
boson sample differs from the W -boson sample in the selec-
tion requirements, as described in Sect. 5.2. In addition to
the event-selection requirements described there, the trans-
verse momentum of the dilepton system, p��

T , is required to
be smaller than 30 GeV.

The missing transverse momentum in Z -boson events is
defined by treating one of the two decay leptons as a neu-

trino and ignoring its transverse momentum when defining
the event kinematics. This procedure allows the pmiss

T and
mT variables to be defined in the Z -boson sample in close
analogy to their definition in the W -boson sample. The pro-
cedure is repeated, removing the positive and negative lepton
in turn.

In the Z -boson sample, the background contribution aris-
ing from top-quark and electroweak production is estimated
using Monte Carlo samples. Each process is normalised
using the corresponding theoretical cross sections, evaluated
at NNLO in the perturbative expansion of the strong cou-
pling constant. This background contributes a 0.12% frac-
tion in each channel. In the muon channel, the background
contribution from multijet events is estimated to be smaller
than 0.05% using simulated event samples of bb̄ and cc̄
production, and neglected. In the electron channel, a data-
driven estimate of the multijet background contributes about
a 0.1% fraction, before applying the isolation selections,
which reduce it to a negligible level.
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Fig. 14 The a,b p��
T and c,d y�� distributions in Z -boson events for the

a, c electron and b, d muon decay channels. The data are compared to
the simulation including signal and backgrounds. Detector calibration
and physics-modelling corrections are applied to the simulated events.

Background events contribute less than 0.2% of the observed distribu-
tions. The lower panels show the data-to-prediction ratios, with the error
bars showing the statistical uncertainty

Figure 14 shows the reconstructed distributions of p��
T

and y�� in selected Z -boson events; these distributions are
not sensitive to the value of mZ . Figure 15 shows the cor-
responding distributions for p�

T and mT, variables which are
sensitive to mZ . Data and simulation agree at the level of
1–2% percent in all the distributions.

The mass of the Z boson is extracted with template fits
to the m��, p�

T, and mT kinematic distributions. The extrac-
tion of the Z -boson mass from the dilepton invariant mass
distribution is expected to yield, by construction, the value
of mZ used as input for the muon-momentum and electron-
energy calibrations, providing a closure test of the lepton cal-
ibration procedures. The p�

T distribution is very sensitive to
the physics-modelling corrections described in Sect. 6. The
comparison of the value of mZ extracted from the p�

T distri-
bution with the value used as input for the calibration tests

the physics modelling and efficiency corrections. Finally,mZ

measurements from the mT distribution provides a test of the
recoil calibration.

Similarly to the W -boson mass, the value of mZ is deter-
mined by minimising the χ2 function of the compatibility
test between the templates and the measured distributions.
The templates are generated with values of mZ in steps of 4
to 25 MeV within a range of ± 450 MeV, centred around a
reference value corresponding to the LEP combined value,
mZ = 91187.5 MeV [32]. The χ2 function is interpolated
with a second order polynomial. The minimum of the χ2

function yields the extracted value of mZ , and the difference
between the extracted value of mZ and the reference value
is defined as �mZ . The ranges used for the extraction are
[80, 100] GeV for the m�� distributions, [30, 55] GeV for the
p�

T distribution, and [40, 120] GeV for the mT distribution.
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Fig. 15 The p�
T distribution in the a electron and bmuon channels, and

mT distributions in the c, e electron and d, f muon decay channels for Z
events when the c,d negatively charged, or e, f positively charged lepton
is removed. The data are compared to the simulation including signal
and backgrounds. Detector calibration and physics-modelling correc-

tions are applied to the simulated events. Background events contribute
less than 0.2% of the observed distributions. The lower panels show
the data-to-prediction ratios, with the error bars showing the statistical
uncertainty
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Fig. 16 Summary of the mZ
determinations from the p�

T and
mT distributions in the muon
and electron decay channels.
The LEP combined value of mZ ,
which is used as input for the
detector calibration, is also
indicated. The horizontal and
vertical bands show the
uncertainties of the mZ
determinations and of the LEP
combined value, respectively
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Table 7 Difference between Z -boson mass, extracted from p�
T and mT

distributions, and the LEP combined value. The results are shown sepa-
rately for the electron and muon decay channels, and their combination.
The first quoted uncertainty is statistical, the second is the experimental

systematic uncertainty, which includes lepton efficiency and recoil cali-
bration uncertainties where applicable. Physics-modelling uncertainties
are neglected

Lepton charge �+ �− Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT

�mZ [MeV]

Z → ee 13 ± 31 ± 10 − 93 ± 38 ± 15 − 20 ± 31 ± 10 4 ± 38 ± 15 − 3 ± 21 ± 10 − 45 ± 27 ± 15

Z → μμ 1 ± 22 ± 8 − 35 ± 28 ± 13 − 36 ± 22 ± 8 − 1 ± 27 ± 13 − 17 ± 14 ± 8 − 18 ± 19 ± 13

Combined 5 ± 18 ± 6 − 58 ± 23 ± 12 − 31 ± 18 ± 6 1 ± 22 ± 12 − 12 ± 12 ± 6 − 29 ± 16 ± 12

The extraction of mZ from the mT distribution is performed
separately for positively and negatively charged leptons in
the event, by reconstructing mT from the kinematic prop-
erties of one of the two charged leptons and of the recoil
reconstructed by treating the other as a neutrino.

Z -boson mass fits are performed using the mT and p�
T

distributions in the electron and muon decay channels, inclu-
sively in η and separately for positively and negatively
charged leptons. The results of the fits are summarised in
Fig. 16 and Table 7. The p�

T fit results include all lepton
reconstruction systematic uncertainties except the Z -based
energy or momentum scale calibration uncertainties; the mT

fit results include recoil calibration systematic uncertainties
in addition. Physics-modelling uncertainties are neglected.

The value ofmZ measured from positively charged leptons
is correlated with the corresponding extraction from the neg-
atively charged leptons. The p�

T distributions for positively
and negatively charged leptons are statistically independent,
but the mT distributions share the same reconstructed recoil
event by event, and are statistically correlated. In both cases,
the decay of the Z -boson induces a kinematical correla-
tion between the distributions of positively and negatively
charged leptons. The correlation is estimated by construct-
ing two-dimensional �+ and �− distributions, separately for
p�

T and mT, fluctuating the bin contents of these distribu-
tions within their uncertainties, and repeating the fits for

each pseudodata sample. The correlation values are − 7%
for the p�

T distributions, and −12% for the mT distribu-
tions.

Accounting for the experimental uncertainties as described
above, the combined extraction of mZ from the p�

T distri-
bution yields a result compatible with the reference value
within 0.9 standard deviations. The difference between the
mZ extractions from positively and negatively charged lep-
ton distributions is compatible with zero within 1.4 standard
deviations. For the extraction from the mT distribution, the
compatibility with the reference value of mZ is at the level of
1.5 standard deviations. Fits using the lepton pair invariant
mass distribution agree with the reference, yielding �mZ =
1 ± 3 MeV in the muon channel and �mZ = 3 ± 5 MeV in
the electron channel, as expected from the calibration proce-
dure. In summary, the consistency tests based on the Z -boson
sample agree with the expectations within the experimental
uncertainties.

10 Backgrounds in the W -boson sample

TheW -boson event sample, selected as described in Sect. 5.2,
includes events from various background processes. Back-
ground contributions from Z -boson, W → τν, boson pair,
and top-quark production are estimated using simulation.
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Contributions from multijet production are estimated with
data-driven techniques.

10.1 Electroweak and top-quark backgrounds

The dominant sources of background contribution in the
W → �ν sample are Z → �� events, in which one of the
two leptons escapes detection, and W → τν events, where
the τ decays to an electron or muon. These background con-
tributions are estimated using the Powheg+Pythia 8 sam-
ples after applying the modelling corrections discussed in
Sect. 6, which include NNLO QCD corrections to the angu-
lar coefficients and rapidity distributions, and corrections to
the vector-boson transverse momentum. The Z → ee back-
ground represents 2.9% of the W+ → eν sample and 4.0%
of the W− → eν sample. In the muon channel, the Z → μμ

background represents 4.8 and 6.3% of the W+ → μν and
W− → μν samples, respectively. The W → τν background
represents 1.0% of the selected sample in both channels, and
the Z → ττ background contributes approximately 0.12%.
The normalisation of these processes relative to the W -boson
signal and the corresponding uncertainties are discussed in
Sect. 4. A relative uncertainty of 0.2% is assigned to the
normalisation of the W → τν samples with respect to the
W -boson signal sample, to account for the uncertainty in the
τ -lepton branching fractions to electrons and muons. In the
determination of the W -boson mass, the variations of mW

are propagated to the W → τν background templates in the
same way as for the signal.

Similarly, backgrounds involving top-quark (top-quark
pairs and single top-quark) production, and boson-pair pro-
duction are estimated using simulation, and normalisation
uncertainties are assigned as discussed in Sect. 4. These pro-
cesses represent 0.11 and 0.07% of the signal event selection,
respectively.

Uncertainties in the distributions of the W → τν and
Z → �� processes are described by the physics-modelling
uncertainties discussed in Sect. 6, and are treated as fully cor-
related with the signal. Shape uncertainties for boson-pair
production and top-quark production are considered negli-
gible compared to the uncertainties in their cross sections,
given the small contributions of these processes to the signal
event selection.

10.2 Multijet background

Inclusive multijet production in strong-interaction processes
constitutes a significant source of background. A fraction
of multijet events contains semileptonic decays of bottom
and charm hadrons to muons or electrons and neutrinos, and
can pass the W -boson signal selection. In addition, inclu-
sive jet production contributes to the background if one
jet is misidentified as electron or muon, and sizeable miss-

ing transverse momentum is reconstructed in the event. In-
flight decays of pions or kaons within the tracking region
can mimic the W -boson signal in the muon channel. In
the electron channel, events with photon conversions and
hadrons misidentified as electrons can be selected as W -
boson events. Due to the small selection probability for mul-
tijet events, their large production cross section, and the rela-
tively complex modelling of the hadronisation processes, the
multijet background contribution cannot be estimated pre-
cisely using simulation, and a data-driven method is used
instead.

The estimation of the multijet background contribution
follows similar procedures in the electron and muon decay
channels, and relies on template fits to kinematic distribu-
tions in background-dominated regions. The analysis uses
the distributions of pmiss

T , mT, and the p�
T/mT ratio, where

jet-enriched regions are obtained by relaxing a subset of
the signal event-selection requirements. The first kinematic
region, denoted FR1, is defined by removing the pmiss

T
and mT requirements from the event selection. A second
kinematic region, FR2, is defined in the same way as
FR1, but by also removing the requirement on uT. Mul-
tijet background events, which tend to have smaller val-
ues of pmiss

T and mT than the signal, are enhanced by this
selection. The p�

T/mT distribution is sensitive to the angle
between the p�

T and pmiss
T vectors in the transverse plane.

Whereas W -boson events are expected to peak at values of
p�

T/mT = 0.5, relatively large tails are observed for multijet
events.

Templates of the multijet background distributions for
these observables are obtained from data by inverting the lep-
ton energy-isolation requirements. Contamination of these
control regions by electroweak and top production is esti-
mated using simulation and subtracted. In the muon channel,
the anti-isolation requirements are defined from the ratio of
the scalar sum of the pT of tracks in a cone of size �R < 0.2
around the reconstructed muon to the muon pT. The iso-
lation variable pμ,cone

T , introduced in Sect. 5.1, is required
to satisfy c1 < pμ,cone

T /p�
T < c2, where the anti-isolation

boundaries c1 and c2 are varied as discussed below. In order
to avoid overlap with the signal region, the lower boundary
c1 is always larger than 0.1. In the electron channel, the scalar
sum of the pT of tracks in a cone of size �R < 0.4 around
the reconstructed electron, defined as pe,cone

T in Sect. 5.1, is
used to define the templates, while the requirements on the
calorimeter isolation are omitted.

The multijet background normalisation is determined by
fitting each of the pmiss

T , mT, and p�
T/mT distributions in

the two kinematic regions FR1 and FR2, using templates of
these distributions based on multijet events and obtained with
several ranges of the anti-isolation variables. The multijet
background in the signal region is determined by correcting
the multijet fraction fitted in the FR1 and FR2 for the different

123

40



 110 Page 30 of 61 Eur. Phys. J. C   (2018) 78:110 

efficiencies of the selection requirements of the signal region.
In the electron channel, c1 is varied from 4 to 9 GeV in steps
of 1 GeV, and c2 is set to c2 = c1 + 1 GeV. In the muon
channel, c1 is varied from 0.1 to 0.37 in steps of 0.03, and
c2 is set to c2 = c1 + 0.03. Example results of template fits
in the electron and muon channels are shown in Fig. 17. The
results corresponding to the various observables and to the
different kinematic regions are linearly extrapolated in the
isolation variables to the signal regions, denoted by c1 = 0.
Figure 18 illustrates the extrapolation procedure.

The systematic uncertainty in the multijet background
fraction is defined as half of the largest difference between
the results extrapolated from the different kinematic regions
and observables. The multijet background contribution is
estimated separately in all measurement categories. In the
electron channel, the multijet background fraction rises from
0.58±0.08% at low |η�| to 1.73 ± 0.19% in the last measure-
ment bin, averaging the W+ and W− channels. In the muon
channel, the charge-averaged multijet background fraction
decreases from 0.72 ± 0.07% to 0.49 ± 0.03%, when going
from low to high |η�|. The uncertainties in the multijet back-
ground fractions are sufficient to account for the observed
residual discrepancies between the fitted distributions and
the data (see Fig. 17). The estimated multijet background
yields are consistent between W+ and W−, but the multijet
background fraction is smaller in the W+ channels due to the
higher signal yield.

Corrections to the shape of the multijet background con-
tributions and corresponding uncertainties in the distribu-
tions used to measure the W -boson mass are estimated with
a similar procedure. The kinematic distributions in the con-
trol regions are obtained for a set of anti-isolation ranges, and
parameterised with linear functions of the lower bound of the
anti-isolation requirement. The distributions are extrapolated
to the signal regions accordingly. Uncertainties in the extrap-
olated distributions are dominated by the statistical uncer-
tainty, which is determined with a toy MC method by fluctu-
ating within their statistical uncertainty the bin contents of the
histograms in the various anti-isolation ranges. The resulting
multijet background distribution is propagated to the tem-
plates, and the standard deviation of the determined values
of mW yields the estimated uncertainty due to the shape of
the multijet background. Uncertainties due to the choice of
parameterisation are small in comparison and neglected.

Uncertainties in the normalisation of multijet, elec-
troweak, and top-quark background processes are considered
correlated across decay channels, boson charges and rapidity
bins, whereas the uncertainty in the shape of multijet back-
ground is considered uncorrelated between decay channels
and boson charges. The impact of the background systematic
uncertainties on the determination of mW is summarised in
Table 8.

11 Measurement of the W -boson mass

This section presents the determination of the mass of the
W boson from template fits to the kinematic distributions of
the W -boson decay products. The final measured value is
obtained from the combination of measurements performed
using the lepton transverse momentum and transverse mass
distributions in categories corresponding to the electron and
muon decay channels, positively and negatively charged W
bosons, and absolute pseudorapidity bins of the charged lep-
ton, as illustrated in Table 1. The number of selected events
in each category is shown in Table 9.

11.1 Control distributions

The detector calibration and the physics modelling are val-
idated by comparing data with simulated W -boson signal
and backgrounds for several kinematic distributions that are
insensitive to the W -boson mass. The comparison is based
on a χ2 compatibility test, including statistical and system-
atic uncertainties, and the bin-to-bin correlations induced by
the latter. The systematic uncertainty comprises all sources of
experimental uncertainty related to the lepton and recoil cali-
bration, and to the background subtraction, as well as sources
of modelling uncertainty associated with electroweak cor-
rections, or induced by the helicity fractions of vector-boson
production, the vector-boson transverse-momentum distribu-
tion, and the PDFs. Comparisons of data and simulation for
the η�, uT, and u�‖ distributions, in positively and negatively
charged W -boson events, are shown in Figs. 19 and 20 for
the electron and muon decay channels, respectively.

Data and simulation agree within uncertainties for all dis-
tributions, as confirmed by the satisfactory χ2/dof values.
The effect of the residual discrepancies in the uT distributions
for W− → �ν, visible at low values in Figs. 19d and 20d, is
discussed in Sect. 11.5.

11.2 Data-driven check of the uncertainty in the pWT
distribution

The uncertainty in the prediction of the u�‖ distribution is

dominated by pWT distribution uncertainties, especially at
negative values of u�‖ in the kinematic region correspond-

ing to u�‖ < −15 GeV. This is illustrated in Fig. 21, which
compares the recoil distributions in the Powheg+Pythia
8 and Powheg+Herwig 6 samples, before and after the
corrections described in Sect. 8.2 (the pWT distribution pre-
dicted by Powheg+Pythia 8 is not reweighted to that of
Powheg+Herwig 6). As can be seen, the recoil corrections
and the different pWT distributions have a comparable effect
on the uT distribution. In contrast, the effect of the recoil
corrections is small at negative values of u�‖, whereas the
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Fig. 17 Example template fits to the a, b pmiss
T , c, d mT, and e, f

p�
T/mT distributions in the FR1 kinematic region, in the a, c, e electron

and b, d, f muon decay channels. Multijet templates are derived from
the data requiring 4 GeV < pe,cone

T < 8 GeV in the electron channel,

and 0.2 < pμ,cone
T /p�

T < 0.4 in the muon channel. The data are com-
pared to the simulation including signal and background contributions
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Fig. 18 Estimated number of multijet-background events as a func-
tion of the lower bound of the isolation-variable range used to define
the control regions, for a electron and b muon decay channel. The
estimation is performed for the two regions FR1 and FR2 and three
distributions pmiss

T , mT, and p�
T/mT, as described in the text. The linear

extrapolations are indicated by the solid lines. The thick crosses show
the results of the linear extrapolation of the background estimate to the
signal region, including uncertainties from the extrapolation only. The
thin crosses also include the uncertainty induced by the contamination
of the control regions by EW and top-quark processes

Table 8 Systematic
uncertainties in the mW
measurement due to
electroweak, top-quark, and
multijet background estimation,
for fits to the p�

T and mT
distributions, in the electron and
muon decay channels, with
positively and negatively
charged W bosons

Kinematic distribution p�
T mT

Decay channel W → eν W → μν W → eν W → μν

W -boson charge W+ W− W+ W− W+ W− W+ W−

δmW [ MeV]

W → τν (fraction, shape) 0.1 0.1 0.1 0.2 0.1 0.2 0.1 0.3

Z → ee (fraction, shape) 3.3 4.8 – – 4.3 6.4 – –

Z → μμ (fraction, shape) – – 3.5 4.5 – – 4.3 5.2

Z → ττ (fraction, shape) 0.1 0.1 0.1 0.2 0.1 0.2 0.1 0.3

WW , WZ , Z Z (fraction) 0.1 0.1 0.1 0.1 0.4 0.4 0.3 0.4

Top (fraction) 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.3

Multijet (fraction) 3.2 3.6 1.8 2.4 8.1 8.6 3.7 4.6

Multijet (shape) 3.8 3.1 1.6 1.5 8.6 8.0 2.5 2.4

Total 6.0 6.8 4.3 5.3 12.6 13.4 6.2 7.4

Table 9 Numbers of selected
W+ and W− events in the
different decay channels in data,
inclusively and for the various
|η�| categories

|η�| range 0–0.8 0.8–1.4 1.4–2.0 2.0–2.4 Inclusive

W+ → μ+ν 1 283 332 1 063 131 1 377 773 885 582 4 609 818

W− → μ−ν̄ 1 001 592 769 876 916 163 547 329 3 234 960

|η�| range 0–0.6 0.6–1.2 1.8–2.4 Inclusive

W+ → e+ν 1 233 960 1 207 136 956 620 3 397 716

W− → e−ν̄ 969 170 908 327 610 028 2 487 525

difference in the pWT distributions has a large impact in this
region.

The sensitivity of the u�‖ distribution is exploited to vali-

date the modelling of the pWT distribution by Pythia 8 AZ,
and its theory-driven uncertainty, described in Sect. 6.5.2,
with a data-driven procedure. The parton-shower factorisa-
tion scale μF associated with the cq̄ → W processes consti-

tutes the main source of uncertainty in the modelling of the
pWT distribution. Variations of the u�‖ distribution induced
by changes in the factorisation scale of the cq̄ → W pro-
cesses are parameterised and fitted to the data. The u�‖ dis-
tribution is predicted for the two boundary values of μF,
and assumed to vary linearly as a function of μF. Variations
induced by changes in μF are parameterised using a variable
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Fig. 19 The a, b η�, (c,d) uT, and e, f u�‖ distributions for a, c, e W+
events and b, d, f W− events in the electron decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. The lower panels show the data-to-

prediction ratios, the error bars show the statistical uncertainty, and the
band shows the systematic uncertainty of the prediction. The χ2 val-
ues displayed in each figure account for all sources of uncertainty and
include the effects of bin-to-bin correlations induced by the systematic
uncertainties
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Fig. 20 The a, b η�, (c,d) uT, and e, f u�‖ distributions for a, c, e W+
events and b, d, f W− events in the muon decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. The lower panels show the data-to-

prediction ratios, the error bars show the statistical uncertainty, and the
band shows the systematic uncertainty of the prediction. The χ2 val-
ues displayed in each figure account for all sources of uncertainty and
include the effects of bin-to-bin correlations induced by the systematic
uncertainties
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Fig. 21 Distributions of a uT and b u�‖ in W → μν events sim-
ulated using Powheg+Pythia 8 and Powheg+Herwig 6 after all
analysis selection cuts are applied. The Powheg+Pythia 8 distribu-
tions are shown before and after correction of the recoil response

to that of Powheg+Herwig 6. The lower panels show the ratios of
Powheg+Herwig 6 to Powheg+Pythia 8, with and without the recoil
response correction in the Powheg+Pythia 8 sample. The discrepancy
remaining after recoil corrections reflects the different pWT distributions

s defined in units of the initially allowed range, i.e. values
of s = −1, 0,+1 correspond to half the effect3 of chang-
ing from μF = mV to μF = mV /2,mV , 2mV respectively.
The optimal value of s is determined by fitting the fraction
of events in the kinematic region −30 < u�‖ < −15 GeV.
The fit accounts for all experimental and modelling uncer-
tainties affecting the u�‖ distribution, and gives a value of
s = − 0.22 ± 1.06. The best-fit value of s confirms the
good agreement between the the Pythia 8 AZ prediction
and the data; its uncertainty is dominated by PDF and recoil-
calibration uncertainties, and matches the variation range
of μF used for the initial estimation of the pWT distribution
uncertainty.

This validation test supports the Pythia 8 AZ predic-
tion of the pWT distribution and the theory-driven associ-
ated uncertainty estimate. On the other hand, as shown in
Fig. 22, the data disagree with the DYRes and Powheg
MiNLO+Pythia 8 predictions. The latter are obtained
reweighting the initial pWT distribution in Powheg+Pythia
8 according to the product of the pZT distribution of
Pythia 8 AZ, which matches the measurement of Ref. [44],
and RW/Z (pT) as predicted by DYRes and
Powheg MiNLO+Pythia 8. The uncertainty bands in
the DYRes prediction are calculated using variations of
the factorisation, renormalisation and resummation scales
μF, μR and μRes following the procedure described in
Ref. [116,117]. The uncertainty obtained applying corre-
lated scale variations in W and Z production does not

3 Half the effect is used because only one of the two quarks in the initial
state is heavy, as discussed in Sect. 6.5.2.

cover the observed difference with the data. The potential
effect of using RW/Z (pT) as predicted by DYRes instead of
Pythia 8 AZ for the determination of mW is discussed in
Sect. 11.5.

11.3 Results for mW in the measurement categories

Measurements ofmW are performed using the p�
T andmT dis-

tributions, separately for positively and negatively chargedW
bosons, in three bins of |η�| in the electron decay channel,
and in four bins of |η�| in the muon decay channel, leading to
a total of 28 mW determinations. In each category, the value
of mW is determined by a χ2 minimisation, comparing the
p�

T and mT distributions in data and simulation for different
values of mW . The templates are generated with values of
mW in steps of 1 to 10 MeV within a range of ± 400 MeV,
centred around the reference value used in the Monte Carlo
signal samples. The statistical uncertainty is estimated from
the half width of the χ2 function at the value corresponding to
one unit above the minimum. Systematic uncertainties due to
physics-modelling corrections, detector-calibration correc-
tions, and background subtraction, are discussed in Sects. 6–
8 and 10, respectively.

The lower and upper bounds of the range of the p�
T distri-

bution used in the fit are varied from 30 to 35 GeV, and from
45 to 50 GeV respectively, in steps of 1 GeV. For the mT

distribution, the boundaries are varied from 65 to 70 GeV,
and from 90 to 100 GeV. The total measurement uncer-
tainty is evaluated for each range, after combining the mea-
surement categories as described in Sect. 11.4 below. The
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Fig. 22 Ratio between the predictions of Pythia 8 AZ, DYRes and
Powheg MiNLO+Pythia 8 and the data for the a uT and b u�‖ dis-
tributions in W → �ν events. The W -boson rapidity distribution is
reweighted according to the NNLO prediction. The error bars on the data
points display the total experimental uncertainty, and the band around

the Pythia 8 AZ prediction reflects the uncertainty in the pWT distri-
bution. The uncertainty band around the DYRes prediction assumes
that uncertainties induced by variations of the QCD scales μF, μR and
μRes, collectively referred to as μQCD, are fully correlated in W and Z
production

smallest total uncertainty in mW is found for the fit ranges
32 < p�

T < 45 GeV and 66 < mT < 99 GeV. The optimi-
sation is performed before the unblinding of the mW value
and the optimised range is used for all the results described
below.

The final measurement uncertainty is dominated by mod-
elling uncertainties, with typical values in the range 25–
35 MeV for the various charge and |η�| categories. Lepton-
calibration uncertainties are the dominant sources of experi-
mental systematic uncertainty for the extraction of mW from
the p�

T distribution. These uncertainties vary from about
15 MeV to about 35 MeV for most measurement categories,
except the highest |η| bin in the muon channel where the
total uncertainty of about 120 MeV is dominated by the muon
momentum linearity uncertainty. The uncertainty in the cal-
ibration of the recoil is the largest source of experimental
systematic uncertainty for the mT distribution, with a typical
contribution of about 15 MeV for all categories. The determi-
nation ofmW from the p�

T andmT distributions in the various
categories is summarised in Table 10, including an overview
of statistical and systematic uncertainties. The results are also
shown in Fig. 23. No significant differences in the values of
mW corresponding to the different decay channels and to the
various charge and |η�| categories are observed.

The comparison of data and simulation for kinematic dis-
tributions sensitive to the value of mW provides further vali-
dation of the detector calibration and physics modelling. The
comparison is performed in all measurement categories. The
η-inclusive p�

T, mT and pmiss
T distributions for positively and

negatively charged W bosons are shown in Figs. 24 and 25
for the electron and muon decay channels, respectively. The

value of mW used in the predictions is set to the overall mea-
surement result presented in the next section. The χ2 values
quantifying the comparison between data and prediction are
calculated over the full histogram range and account for all
sources of uncertainty. The bin-to-bin correlations induced
by the experimental and physics-modelling systematic uncer-
tainties are also accounted for. Overall, satisfactory agree-
ment is observed. The deficit of data visible for p�

T ∼ 40–
42 GeV in the W+ → eν channel does not strongly affect
the mass measurement, as the observed effect differs from
that expected from mW variations. Cross-checks of possible
sources of this effect were performed, and its impact on the
mass determination was shown to be within the correspond-
ing systematic uncertainties.

11.4 Combination and final results

The measurements of mW in the various categories are com-
bined accounting for statistical and systematic uncertainties
and their correlations. The statistical correlation of the mW

values determined from the p�
T and mT distributions is eval-

uated with the bootstrap method [118], and is approximately
50% for all measurement categories.

The systematic uncertainties have specific correlation
patterns across the mW measurement categories. Muon-
momentum and electron-energy calibration uncertainties
are uncorrelated between the different decay channels, but
largely correlated between the p�

T and mT distributions.
Recoil-calibration uncertainties are correlated between elec-
tron and muon decay channels, and they are small for p�

T
distributions. The PDF-induced uncertainties are largely cor-

123

47



Eur. Phys. J. C   (2018) 78:110 Page 37 of 61  110 

Ta
bl
e
10

R
es

ul
ts

of
th

e
m

W
m

ea
su

re
m

en
ts

in
th

e
el

ec
tr

on
an

d
m

uo
n

de
ca

y
ch

an
ne

ls
,f

or
po

si
tiv

el
y

an
d

ne
ga

tiv
el

y
ch

ar
ge

d
W

bo
so

ns
,i

n
di

ff
er

en
tl

ep
to

n-
|η|

ra
ng

es
,u

si
ng

th
e
m

T
an

d
p� T

di
st

ri
bu

tio
ns

in
th

e
op

tim
is

ed
fit

tin
g

ra
ng

e.
T

he
ta

bl
e

sh
ow

s
th

e
st

at
is

tic
al

un
ce

rt
ai

nt
ie

s,
to

ge
th

er
w

ith
al

le
xp

er
im

en
ta

lu
nc

er
ta

in
tie

s,
di

vi
de

d
in

to
m

uo
n-

,e
le

ct
ro

n-
,r

ec
oi

l-
an

d
ba

ck
gr

ou
nd

-r
el

at
ed

un
ce

rt
ai

nt
ie

s,
an

d
al

lm
od

el
lin

g
un

ce
rt

ai
nt

ie
s,

se
pa

ra
te

ly
fo

r
Q

C
D

m
od

el
lin

g
in

cl
ud

in
g

sc
al

e
va

ri
at

io
ns

,p
ar

to
n

sh
ow

er
an

d
an

gu
la

r
co

ef
fic

ie
nt

s,
el

ec
tr

ow
ea

k
co

rr
ec

tio
ns

,a
nd

PD
Fs

.A
ll

un
ce

rt
ai

nt
ie

s
ar

e
gi

ve
n

in
M

eV

C
ha

nn
el

(m
T

fit
s)

m
W

[M
eV

]
St

at
.U

nc
.

M
uo

n
U

nc
.

E
le

c.
U

nc
.

R
ec

oi
lU

nc
.

B
ck

g.
U

nc
.

Q
C

D
U

nc
.

E
W

U
nc

.
PD

F
U

nc
.

To
ta

lU
nc

.

W
+

→
μ

ν
,
|η|

<
0.

8
80

37
1.

3
29

.2
12

.4
0.

0
15

.2
8.

1
9.

9
3.

4
28

.4
47

.1

W
+

→
μ

ν
,
0.

8
<

|η|
<

1.
4

80
35

4.
1

32
.1

19
.3

0.
0

13
.0

6.
8

9.
6

3.
4

23
.3

47
.6

W
+

→
μ

ν
,
1.

4
<

|η|
<

2.
0

80
42

6.
3

30
.2

35
.1

0.
0

14
.3

7.
2

9.
3

3.
4

27
.2

56
.9

W
+

→
μ

ν
,
2.

0
<

|η|
<

2.
4

80
33

4.
6

40
.9

11
2.

4
0.

0
14

.4
9.

0
8.

4
3.

4
32

.8
12

5.
5

W
−

→
μ

ν
,
|η|

<
0.

8
80

37
5.

5
30

.6
11

.6
0.

0
13

.1
8.

5
9.

5
3.

4
30

.6
48

.5

W
−

→
μ

ν
,
0.

8
<

|η|
<

1.
4

80
41

7.
5

36
.4

18
.5

0.
0

12
.2

7.
7

9.
7

3.
4

22
.2

49
.7

W
−

→
μ

ν
,
1.

4
<

|η|
<

2.
0

80
37

9.
4

35
.6

33
.9

0.
0

10
.5

8.
1

9.
7

3.
4

23
.1

56
.9

W
−

→
μ

ν
,
2.

0
<

|η|
<

2.
4

80
33

4.
2

52
.4

12
3.

7
0.

0
11

.6
10

.2
9.

9
3.

4
34

.1
13

9.
9

W
+

→
eν

,
|η|

<
0.

6
80

35
2.

9
29

.4
0.

0
19

.5
13

.1
15

.3
9.

9
3.

4
28

.5
50

.8

W
+

→
eν

,
0.

6
<

|η|
<

1.
2

80
38

1.
5

30
.4

0.
0

21
.4

15
.1

13
.2

9.
6

3.
4

23
.5

49
.4

W
+

→
eν

,
1,

8
<

|η|
<

2.
4

80
35

2.
4

32
.4

0.
0

26
.6

16
.4

32
.8

8.
4

3.
4

27
.3

62
.6

W
−

→
eν

,
|η|

<
0.

6
80

41
5.

8
31

.3
0.

0
16

.4
11

.8
15

.5
9.

5
3.

4
31

.3
52

.1

W
−

→
eν

,
0.

6
<

|η|
<

1.
2

80
29

7.
5

33
.0

0.
0

18
.7

11
.2

12
.8

9.
7

3.
4

23
.9

49
.0

W
−

→
eν

,
1.

8
<

|η|
<

2.
4

80
42

3.
8

42
.8

0.
0

33
.2

12
.8

35
.1

9.
9

3.
4

28
.1

72
.3

C
ha

nn
el

(p
l T

fit
s)

W
+

→
μ

ν
,
|η|

<
0.

8
80

32
7.

7
22

.1
12

.2
0.

0
2.

6
5.

1
9.

0
6.

0
24

.7
37

.3

W
+

→
μ

ν
,
0.

8
<

|η|
<

1.
4

80
35

7.
3

25
.1

19
.1

0.
0

2.
5

4.
7

8.
9

6.
0

20
.6

39
.5

W
+

→
μ

ν
,
1.

4
<

|η|
<

2.
0

80
44

6.
9

23
.9

33
.1

0.
0

2.
5

4.
9

8.
2

6.
0

25
.2

49
.3

W
+

→
μ

ν
,
2.

0
<

|η|
<

2.
4

80
33

4.
1

34
.5

11
0.

1
0.

0
2.

5
6.

4
6.

7
6.

0
31

.8
12

0.
2

W
−

→
μ

ν
,
|η|

<
0.

8
80

42
7.

8
23

.3
11

.6
0.

0
2.

6
5.

8
8.

1
6.

0
26

.4
39

.0

W
−

→
μ

ν
,
0.

8
<

|η|
<

1.
4

80
39

5.
6

27
.9

18
.3

0.
0

2.
5

5.
6

8.
0

6.
0

19
.8

40
.5

W
−

→
μ

ν
,
1.

4
<

|η|
<

2.
0

80
38

0.
6

28
.1

35
.2

0.
0

2.
6

5.
6

8.
0

6.
0

20
.6

50
.9

W
−

→
μ

ν
,
2.

0
<

|η|
<

2.
4

80
31

5.
2

45
.5

11
6.

1
0.

0
2.

6
7.

6
8.

3
6.

0
32

.7
12

9.
6

W
+

→
eν

,
|η|

<
0.

6
80

33
6.

5
22

.2
0.

0
20

.1
2.

5
6.

4
9.

0
5.

3
24

.5
40

.7

W
+

→
eν

,
0.

6
<

|η|
<

1.
2

80
34

5.
8

22
.8

0.
0

21
.4

2.
6

6.
7

8.
9

5.
3

20
.5

39
.4

W
+

→
eν

,
1,

8
<

|η|
<

2.
4

80
34

4.
7

24
.0

0.
0

30
.8

2.
6

11
.9

6.
7

5.
3

24
.1

48
.2

W
−

→
eν

,
|η|

<
0.

6
80

35
1.

0
23

.1
0.

0
19

.8
2.

6
7.

2
8.

1
5.

3
26

.6
42

.2

W
−

→
eν

,
0.

6
<

|η|
<

1.
2

80
30

9.
8

24
.9

0.
0

19
.7

2.
7

7.
3

8.
0

5.
3

20
.9

39
.9

W
−

→
eν

,
1.

8
<

|η|
<

2.
4

80
41

3.
4

30
.1

0.
0

30
.7

2.
7

11
.5

8.
3

5.
3

22
.7

51
.0

123

48



 110 Page 38 of 61 Eur. Phys. J. C   (2018) 78:110 

Category

 [M
eV

]
W

m

80200

80250

80300

80350

80400

80450

80500

80550

80600

80650

80700

|<0.6
l

η0.0<| |<1.2
l

η 4.2<||<6.0
l

η1.8<|

ATLAS
-1 = 7 TeV, 4.6 fbs

ν e→±W

)+(W
T

p
)−(W

T
p

)+(WTm
)−(WTm

Comb Fit

Stat. Unc.
Total Unc.
Stat. Unc.
Total Unc.
Total Unc.

(a) Category

 [M
eV

]
W

m

80200

80250

80300

80350

80400

80450

80500

80550

80600

80650

80700

|<0.8
l

η0.0<| |<1.4
l

η0.8<| |<2.0
l

η1.4<| |<2.4
l

η2.0<|

ATLAS
-1 = 7 TeV, 4.1 fbs

νμ→±W

)+(W
T

p
)−(W

T
p

)+(WTm
)−(WTm

Comb Fit

Stat. Unc.
Total Unc.
Stat. Unc.
Total Unc.
Total Unc.

(b)

Fig. 23 Overview of the mW measurements in the a electron and b
muon decay channels. Results are shown for the p�

T and mT distri-
butions, for W+ and W− events in the different |η�| categories. The

coloured bands and solid lines show the statistical and total uncertain-
ties, respectively. The horizontal line and band show the fully combined
result and its uncertainty

related between electron and muon decay channels, but sig-
nificantly anti-correlated between positively and negatively
charged W bosons, as discussed in Sect. 6. Due to the differ-
ent balance of systematic uncertainties and to the variety of
correlation patterns, a significant reduction of the uncertain-
ties in the measurement of mW is achieved by combining the
different decay channels and the charge and |η�| categories.

As discussed in Sect. 2, the comparison of the results from
the p�

T and mT distributions, from the different decay chan-
nels, and in the various charge and |η�| categories, provides
a test of the experimental and physics modelling corrections.
Discrepancies between the positively and negatively charged
lepton categories, or in the various |η�| bins would primarily
indicate an insufficient understanding of physics-modelling
effects, such as the PDFs and the pWT distribution. Inconsis-
tencies between the electron and muon channels could indi-
cate problems in the calibration of the muon-momentum and
electron-energy responses. Significant differences between
results from the p�

T and mT distributions would point to
either problems in the calibration of the recoil, or to an
incorrect modelling of the transverse-momentum distribu-
tion of the W boson. Several measurement combinations are
performed, using the best linear unbiased estimate (BLUE)
method [119,120]. The results of the combinations are ver-
ified with the HERAverager program [121], which gives
very close results.

Table 11 shows an overview of partial mW measurement
combinations. In the first step, determinations of mW in the
electron and muon decay channels from the mT distribu-
tion are combined separately for the positive- and negative-
charge categories, and together for both W -boson charges.
The results are compatible, and the positively charged, nega-
tively charged, and charge-inclusive combinations yield val-
ues of χ2/dof corresponding to 2/6, 7/6, and 11/13, respec-

tively. Compatibility of the results is also observed for the
corresponding combinations from the p�

T distribution, with
values of χ2/dof of 5/6, 10/6, and 19/13, for positively
charged, negatively charged, and charge-inclusive combina-
tions, respectively. The χ2 compatibility test validates the
consistency of the results in theW → eν andW → μν decay
channels. The precision of the determination of mW from the
mT distribution is slightly worse than the result obtained from
the p�

T distribution, due to the larger uncertainty induced by
the recoil calibration. In addition, the impact of PDF- and
pWT -related uncertainties on the p�

T fits is limited by the opti-
misation of the fitting range. In the second step, determina-
tions of mW from the p�

T and mT distributions are combined
separately for the electron and the muon decay channels. The
results are compatible, with values of χ2/dof of 4/5 and 8/5 in
the electron channel for the p�

T and mT distributions, respec-
tively, and values of 7/7 and 3/7 in the muon channel for the
p�

T and mT distributions, respectively. The mW determina-
tions in the electron and in the muon channels agree, further
validating the consistency of the electron and muon cali-
brations. Agreement between the mW determinations from
the p�

T and mT distributions supports the calibration of the
recoil, and the modelling of the transverse momentum of the
W boson.

The results are summarised in Fig. 26. The combination
of all the determinations of mW reported in Table 10 has a
value of χ2/dof of 29/27, and yields a final result of

mW = 80369.5 ± 6.8(stat.) ± 10.6(exp. syst.)

±13.6(mod. syst.) MeV

= 80369.5 ± 18.5 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
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Fig. 24 The a, b p�
T, c, d mT, and e, f pmiss

T distributions for a, c, e
W+ events and b, d, f W− events in the electron decay channel. The
data are compared to the simulation including signal and background
contributions. Detector calibration and physics-modelling corrections
are applied to the simulated events. For all simulated distributions, mW
is set according to the overall measurement result. The lower panels

show the data-to-prediction ratios, the error bars show the statistical
uncertainty, and the band shows the systematic uncertainty of the pre-
diction. The χ2 values displayed in each figure account for all sources
of uncertainty and include the effects of bin-to-bin correlations induced
by the systematic uncertainties
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Fig. 25 The a, b p�
T, c, d mT, and e, f pmiss

T distributions for a, c, e
W+ events and b, d, f W− events in the muon decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. For all simulated distributions, mW is
set according to the overall measurement result. The lower panels show

the data-to-prediction ratios, the error bars show the statistical uncer-
tainty, and the band shows the systematic uncertainty of the prediction.
The χ2 values displayed in each figure account for all sources of uncer-
tainty and include the effects of bin-to-bin correlations induced by the
systematic uncertainties
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Fig. 26 Overview of the mW
determinations from the p�

T and
mT distributions, and for the
combination of the p�

T and mT
distributions, in the muon and
electron decay channels and for
W+ and W− events. The
horizontal lines and bands show
the statistical and total
uncertainties of the individual
mW determinations. The
combined result for mW and its
statistical and total uncertainties
are also indicated (vertical line
and bands)
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third to the physics-modelling systematic uncertainty. The
latter dominates the total measurement uncertainty, and it
itself dominated by strong interaction uncertainties. The
experimental systematic uncertainties are dominated by the
lepton calibration; backgrounds and the recoil calibration
have a smaller impact. In the final combination, the muon
decay channel has a weight of 57%, and the p�

T fit dominates
the measurement with a weight of 86%. Finally, the charges
contribute similarly with a weight of 52% for W+ and of
48% for W−.

The result is in agreement with the current world average
of mW = 80385 ± 15 MeV [29], and has a precision compa-
rable to the currently most precise single measurements of
the CDF and D0 collaborations [22,23].

11.5 Additional validation tests

The final combination ofmW , presented above, depends only
on template fits to the p�

T andmT distributions. As a validation
test, the value of mW is determined from the pmiss

T distribu-
tion, performing a fit in the range 30 < pmiss

T < 60 GeV.
Consistent results are observed in all measurement cate-
gories, leading to combined results of 80364±26 (stat) MeV
and 80367 ± 23 (stat) MeV for the electron and muon chan-
nels, respectively.

Several additional studies are performed to validate the
stability of the mW measurement. The stability of the result
with respect to different pile-up conditions is tested by divid-
ing the event sample into three bins of 〈μ〉, namely [2.5, 6.5],
[6.5, 9.5], and [9.5, 16]. In each bin, mW measurements are
performed independently using the p�

T and mT distributions.
This categorisation also tests the stability ofmW with respect
to data-taking periods, as the later data-taking periods have
on average more pile-up due to the increasing LHC luminos-
ity.

The calibration of the recoil and the modelling of the pWT
distribution are tested by performing mW fits in two bins
of the recoil corresponding to [0, 15] GeV and [15, 30] GeV,
and in two regions corresponding to positive and negative
values of u�‖. The analysis is also repeated with the pmiss

T
requirement removed from the signal selection, leading to
a lower recoil modelling uncertainty but a higher multijet
background contribution. The stability of the mW measure-
ments upon removal of this requirement is studied, and con-
sistent results are obtained. All mW determinations are con-
sistent with the nominal result. An overview of the validation
tests is shown in Table 12, where only statistical uncertain-
ties are given. Fitting ranges of 30 < p�

T < 50 GeV and
65 < mT < 100 GeV are used for all these validation tests,
to minimise the statistical uncertainty.

The lower and upper bounds of the range of the p�
T and

mT distributions are varied as in the optimisation procedure
described in Sect. 11.3. The statistical and systematic uncer-
tainties are evaluated for each range, and are only partially
correlated between different ranges. Figure 27 shows mea-
sured values of mW for selected ranges of the p�

T and mT dis-
tributions, where only the uncorrelated statistical and system-
atic uncertainties with respect to the optimal range are shown.
The observed variations are all within two standard devia-
tions of the uncorrelated uncertainties, and small compared
to the overall uncertainty of the measurement, which is illus-
trated by the band on Fig. 27. The largest dependence on the
kinematic ranges used for the fits is observed for variations
of the upper bound of the p�

T distribution in the W+ → eν
channel, and is related to the shape of the data-to-prediction
ratio for this distribution in the region 40 < p�

T < 42 GeV,
as discussed in Sect. 11.3.

The effect of the residual discrepancies in the uT distri-
butions for W− → �ν, visible at low values in Figs. 19-
(d) and 20-(d), is estimated by adjusting, in turn, the
particle-level pWT distribution and the recoil calibration
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Table 12 Summary of consistency tests for the determination of mW
in several additional measurement categories. The �mW values cor-
respond to the difference between the result for each category and the
inclusive result for the corresponding observable (p�

T ormT). The uncer-

tainties correspond to the statistical uncertainty of the fit to the data
of each category alone. Fitting ranges of 30 < p�

T < 50 GeV and
65 < mT < 100 GeV are used

Decay channel W → eν W → μν Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT

�mW [MeV]

〈μ〉 in [2.5, 6.5] 8 ± 14 14 ± 18 − 21 ± 12 0 ± 16 − 9 ± 9 6 ± 12

〈μ〉 in [6.5, 9.5] − 6 ± 16 6 ± 23 12 ± 15 − 8 ± 22 4 ± 11 − 1 ± 16

〈μ〉 in [9.5, 16] − 1 ± 16 3 ± 27 25 ± 16 35 ± 26 12 ± 11 20 ± 19

uT in [0, 15] GeV 0 ± 11 − 8 ± 13 5 ± 10 8 ± 12 3 ± 7 − 1 ± 9

uT in [15, 30] GeV 10 ± 15 0 ± 24 − 4 ± 14 − 18 ± 22 2 ± 10 − 10 ± 16

u�‖ < 0 GeV 8 ± 15 20 ± 17 3 ± 13 − 1 ± 16 5 ± 10 9 ± 12

u�‖ > 0 GeV − 9 ± 10 1 ± 14 − 12 ± 10 10 ± 13 − 11 ± 7 6 ± 10

No pmiss
T -cut 14 ± 9 − 1 ± 13 10 ± 8 − 6 ± 12 12 ± 6 − 4 ± 9
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Fig. 27 Stability of the combined measurement of mW with respect
to variations of the kinematic ranges of a p�

T and b mT used for the
template fits. The optimal mT range is used for the p�

T variations, and
the optimal p�

T range is used for the mT variations. The effect on the
result of symmetric variations of the fitting range boundaries, and its

dependence on variations of the lower (upper) boundary for two values
of the upper (lower) boundary for p�

T (mT) are shown. The bands and
solid lines respectively show the statistical and total uncertainty on the
difference with the optimal result

corrections to optimize the agreement between data and
simulation. The impact of these variations on the deter-
mination of mW is found to be small compared to the
assigned pWT modelling and recoil calibration uncertainties,
respectively.

When assuming RW/Z (pT) as predicted by DYRes,
instead of Pythia 8 AZ, to model the pWT distribution, devia-
tions of about 3% appear in the distribution ratios of Figs. 24
and 25. This degrades the quality of the mass fits, and shifts
the fitted values of mW by about − 20 to − 90 MeV, depend-
ing on the channels, compared to the results of Table 11.
Combining all channels, the shift is about − 60 MeV. Since
DYRes does not model the data distributions sensitive to pWT ,
as shown in Fig. 22, these shifts are given for information only
and are not used to estimate the uncertainty in mW .

11.6 Measurement of mW+ − mW−

The results presented in the previous sections can be used
to derive a measurement of the mass difference between the
positively and negatively charged W bosons, mW+ − mW− .
Starting from the mW measurement results in the 28 cate-
gories described above, 14 measurements of mW+ − mW−
can be constructed by subtraction of the results obtained from
the W+ and W− samples in the same decay channel and
|η| category. In practice, the mW values measured in W+
and W− events are subtracted linearly, as are the effects of
systematic uncertainties on these measurements, while the
uncertainty contributions of a statistical nature are added
in quadrature. Contrarily to the mW measurement discussed
above, no blinding procedure was applied for the measure-
ment of mW+ − mW− .
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Table 13 Results of the mW+ − mW− measurements in the electron
and muon decay channels, and of the combination. The table shows
the statistical uncertainties; the experimental uncertainties, divided into
muon-, electron-, recoil- and background-uncertainties; and the mod-

elling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coefficients, electroweak corrections,
and PDFs. All uncertainties are given in MeV

Channel mW+ − mW−
[MeV]

Stat. Unc. Muon Unc. Elec. Unc. Recoil Unc. Bckg. Unc. QCD Unc. EW Unc. PDF Unc. Total Unc.

W → eν −29.7 17.5 0.0 4.9 0.9 5.4 0.5 0.0 24.1 30.7

W → μν −28.6 16.3 11.7 0.0 1.1 5.0 0.4 0.0 26.0 33.2

Combined −29.2 12.8 3.3 4.1 1.0 4.5 0.4 0.0 23.9 28.0

 [MeV]Wm
80250 80300 80350 80400 80450 80500
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+ATLAS W

−ATLAS W
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Measurement
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Fig. 28 The measured value of mW is compared to other published
results, including measurements from the LEP experiments ALEPH,
DELPHI, L3 and OPAL [25–28], and from the Tevatron collider exper-
iments CDF and D0 [22,23]. The vertical bands show the statistical
and total uncertainties of the ATLAS measurement, and the horizontal
bands and lines show the statistical and total uncertainties of the other
published results. Measured values of mW for positively and negatively
charged W bosons are also shown

In this process, uncertainties that are anti-correlated
betweenW+ andW− and largely cancel for themW measure-
ment become dominant when measuringmW+−mW− . On the
physics-modelling side, the fixed-order PDF uncertainty and
the parton shower PDF uncertainty give the largest contribu-
tions, while other sources of uncertainty only weakly depend
on charge and tend to cancel. Among the sources of uncer-
tainty related to lepton calibration, the track sagitta correc-
tion dominates in the muon channel, whereas several residual
uncertainties contribute in the electron channel. Most lep-
ton and recoil calibration uncertainties tend to cancel. Back-
ground systematic uncertainties contribute as the Z and mul-
tijet background fractions differ in the W+ and W− channels.
The dominant statistical uncertainties arise from the size of
the data and Monte Carlo signal samples, and of the control
samples used to derive the multijet background.

The mW+ − mW− measurement results are shown in
Table 13 for the electron and muon decay channels, and for
the combination. The electron channel measurement com-
bines six categories (p�

T and mT fits in three |η�| bins), while

 [MeV]Wm
80320 80340 80360 80380 80400 80420

LEP Comb. 33 MeV±80376

Tevatron Comb. 16 MeV±80387

LEP+Tevatron 15 MeV±80385

ATLAS 19 MeV±80370

Electroweak Fit 8 MeV±80356

Wm
Stat. Uncertainty

Full Uncertainty

ATLAS

Fig. 29 The present measurement of mW is compared to the SM pre-
diction from the global electroweak fit [16] updated using recent mea-
surements of the top-quark and Higgs-boson masses, mt = 172.84 ±
0.70 GeV [122] and mH = 125.09 ± 0.24 GeV [123], and to the com-
bined values of mW measured at LEP [124] and at the Tevatron col-
lider [24]

the muon channel has four |η�| bins and eight categories in
total. The fully combined result is

mW+ − mW− = −29.2 ± 12.8(stat.)

± 7.0(exp. syst.)

± 23.9(mod. syst.) MeV

= −29.2 ± 28.0 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty.

12 Discussion and conclusions

This paper reports a measurement of the W -boson mass with
the ATLAS detector, obtained through template fits to the
kinematic properties of decay leptons in the electron and
muon decay channels. The measurement is based on proton–
proton collision data recorded in 2011 at a centre-of-mass
energy of

√
s = 7 TeV at the LHC, and corresponding to an

integrated luminosity of 4.6 fb−1. The measurement relies
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Fig. 30 The 68 and 95% confidence-level contours of the mW and mt
indirect determination from the global electroweak fit [16] are compared
to the 68 and 95% confidence-level contours of the ATLAS measure-
ments of the top-quark and W -boson masses. The determination from
the electroweak fit uses as input the LHC measurement of the Higgs-
boson mass, mH = 125.09 ± 0.24 GeV [123]

on a thorough detector calibration based on the study of Z -
boson events, leading to a precise modelling of the detector
response to electrons, muons and the recoil. Templates for the
W -boson kinematic distributions are obtained from the NLO
MC generator Powheg, interfaced to Pythia8 for the par-
ton shower. The signal samples are supplemented with sev-
eral additional physics-modelling corrections allowing for
the inclusion of higher-order QCD and electroweak correc-
tions, and by fits to measured distributions, so that agreement
between the data and the model in the kinematic distribu-
tions is improved. The W -boson mass is obtained from the
transverse-momentum distribution of charged leptons and
from the transverse-mass distributions, for positively and
negatively chargedW bosons, in the electron and muon decay
channels, and in several kinematic categories. The individ-
ual measurements of mW are found to be consistent and their
combination yields a value of

mW = 80370 ± 7 (stat.) ± 11 (exp. syst.)

± 14 (mod. syst.) MeV

= 80370 ± 19 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty. A
measurement of the W+ and W− mass difference yields
mW+ − mW− = −29 ± 28 MeV.

The W -boson mass measurement is compatible with the
current world average of mW = 80385 ± 15 MeV [29], and
similar in precision to the currently leading measurements
performed by the CDF and D0 collaborations [22,23]. An
overview of the different mW measurements is shown in
Fig. 28. The compatibility of the measured value of mW

in the context of the global electroweak fit is illustrated
in Figs. 29 and 30. Figure 29 compares the present mea-

surement with earlier results, and with the SM prediction
updated with regard to Ref. [16] using recent measurements
of the top-quark and Higgs boson masses, mt = 172.84 ±
0.70 GeV [122] and mH = 125.09 ± 0.24 GeV [123]. This
update gives a numerical value for the SM prediction of
mW = 80356±8 MeV. The corresponding two-dimensional
68 and 95% confidence limits for mW and mt are shown in
Fig. 30, and compared to the present measurement ofmW and
the average of the top-quark mass determinations performed
by ATLAS [122].

The determination of theW -boson mass from the global fit
of the electroweak parameters has an uncertainty of 8 MeV,
which sets a natural target for the precision of the experimen-
tal measurement of the mass of the W boson. The modelling
uncertainties, which currently dominate the overall uncer-
tainty of the mW measurement presented in this paper, need
to be reduced in order to fully exploit the larger data samples
available at centre-of-mass energies of 8 and 13 TeV. Better
knowledge of the PDFs, as achievable with the inclusion in
PDF fits of recent precise measurements of W - and Z -boson
rapidity cross sections with the ATLAS detector [41], and
improved QCD and electroweak predictions for Drell–Yan
production, are therefore crucial for future measurements of
the W -boson mass at the LHC.
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M. Zinser86, M. Ziolkowski143, L. Živković14, G. Zobernig176, A. Zoccoli22a,22b, R. Zou33, M. zur Nedden17, L. Zwalinski32

1 Department of Physics, University of Adelaide, Adelaide, Australia
2 Physics Department, SUNY Albany, Albany, NY, USA
3 Department of Physics, University of Alberta, Edmonton, AB, Canada
4 (a)Department of Physics, Ankara University, Ankara, Turkey; (b)Istanbul Aydin University, Istanbul, Turkey; (c)Division

of Physics, TOBB University of Economics and Technology, Ankara, Turkey
5 LAPP, CNRS/IN2P3 and Université Savoie Mont Blanc, Annecy-le-Vieux, France
6 High Energy Physics Division, Argonne National Laboratory, Argonne, IL, USA
7 Department of Physics, University of Arizona, Tucson, AZ, USA
8 Department of Physics, The University of Texas at Arlington, Arlington, TX, USA
9 Physics Department, National and Kapodistrian University of Athens, Athens, Greece

10 Physics Department, National Technical University of Athens, Zografou, Greece
11 Department of Physics, The University of Texas at Austin, Austin, TX, USA
12 Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
13 Institut de Física d’Altes Energies (IFAE), The Barcelona Institute of Science and Technology, Barcelona, Spain
14 Institute of Physics, University of Belgrade, Belgrade, Serbia
15 Department for Physics and Technology, University of Bergen, Bergen, Norway
16 Physics Division, Lawrence Berkeley National Laboratory, University of California, Berkeley, CA, USA
17 Department of Physics, Humboldt University, Berlin, Germany
18 Albert Einstein Center for Fundamental Physics, Laboratory for High Energy Physics, University of Bern, Bern,

Switzerland
19 School of Physics and Astronomy, University of Birmingham, Birmingham, UK
20 (a)Department of Physics, Bogazici University, Istanbul, Turkey; (b)Department of Physics Engineering, Gaziantep

University, Gaziantep, Turkey; (c)Faculty of Engineering and Natural Sciences, Istanbul Bilgi University, Istanbul,
Turkey; (d)Faculty of Engineering and Natural Sciences, Bahcesehir University, Istanbul, Turkey

21 Centro de Investigaciones, Universidad Antonio Narino, Bogotá, Colombia
22 (a)INFN Sezione di Bologna, Bologna, Italy; (b)Dipartimento di Fisica e Astronomia, Università di Bologna, Bologna,

Italy
23 Physikalisches Institut, University of Bonn, Bonn, Germany
24 Department of Physics, Boston University, Boston, MA, USA
25 Department of Physics, Brandeis University, Waltham, MA, USA

123

67



Eur. Phys. J. C   (2018) 78:110 Page 57 of 61  110 

26 (a)Universidade Federal do Rio De Janeiro COPPE/EE/IF, Rio de Janeiro, Brazil; (b)Electrical Circuits Department,
Federal University of Juiz de Fora (UFJF), Juiz de Fora, Brazil; (c)Federal University of Sao Joao del Rei (UFSJ), Sao
Joao del Rei, Brazil; (d)Instituto de Fisica, Universidade de Sao Paulo, São Paulo, Brazil

27 Physics Department, Brookhaven National Laboratory, Upton, NY, USA
28 (a)Transilvania University of Brasov, Brasov, Romania; (b)Horia Hulubei National Institute of Physics and Nuclear

Engineering, Bucharest, Romania; (c)Department of Physics, Alexandru Ioan Cuza University of Iasi, Iasi,
Romania; (d)Physics Department, National Institute for Research and Development of Isotopic and Molecular
Technologies, Cluj-Napoca, Romania; (e)University Politehnica Bucharest, Bucharest, Romania; (f)West University in
Timisoara, Timisoara, Romania

29 Departamento de Física, Universidad de Buenos Aires, Buenos Aires, Argentina
30 Cavendish Laboratory, University of Cambridge, Cambridge, UK
31 Department of Physics, Carleton University, Ottawa, ON, Canada
32 CERN, Geneva, Switzerland
33 Enrico Fermi Institute, University of Chicago, Chicago, IL, USA
34 (a)Departamento de Física, Pontificia Universidad Católica de Chile, Santiago, Chile; (b)Departamento de Física,

Universidad Técnica Federico Santa María, Valparaiso, Chile
35 (a)Institute of High Energy Physics, Chinese Academy of Sciences, Beijing, China; (b)Department of Physics, Nanjing

University, Nanjing, Jiangsu, China; (c)Physics Department, Tsinghua University, Beijing 100084, China
36 (a)Department of Modern Physics, University of Science and Technology of China, Hefei, Anhui, China; (b)School of

Physics, Shandong University, Jinan, Shandong,
China; (c)Department of Physics and Astronomy, Key Laboratory for Particle Physics, Astrophysics and Cosmology,
Ministry of Education, Shanghai Key Laboratory for Particle Physics and Cosmology, Shanghai Jiao Tong University,
Shanghai (also at PKU-CHEP), Shanghai, China

37 Université Clermont Auvergne, CNRS/IN2P3, LPC, Clermont-Ferrand, France
38 Nevis Laboratory, Columbia University, Irvington, NY, USA
39 Niels Bohr Institute, University of Copenhagen, Copenhagen, Denmark
40 (a)INFN Gruppo Collegato di Cosenza, Laboratori Nazionali di Frascati, Frascati, Italy; (b)Dipartimento di Fisica,

Università della Calabria, Rende, Italy
41 (a)Faculty of Physics and Applied Computer Science, AGH University of Science and Technology, Kraków,

Poland; (b)Marian Smoluchowski Institute of Physics, Jagiellonian University, Kraków, Poland
42 Institute of Nuclear Physics, Polish Academy of Sciences, Kraków, Poland
43 Physics Department, Southern Methodist University, Dallas, TX, USA
44 Physics Department, University of Texas at Dallas, c, TX, USA
45 DESY, Hamburg and Zeuthen, Germany
46 Lehrstuhl für Experimentelle Physik IV, Technische Universität Dortmund, Dortmund, Germany
47 Institut für Kern- und Teilchenphysik, Technische Universität Dresden, Dresden, Germany
48 Department of Physics, Duke University, Durham, NC, USA
49 SUPA-School of Physics and Astronomy, University of Edinburgh, Edinburgh, UK
50 INFN Laboratori Nazionali di Frascati, Frascati, Italy
51 Fakultät für Mathematik und Physik, Albert-Ludwigs-Universität, Freiburg, Germany
52 Departement de Physique Nucleaire et Corpusculaire, Université de Genève, Geneva, Switzerland
53 (a)INFN Sezione di Genova, Genoa, Italy; (b)Dipartimento di Fisica, Università di Genova, Genoa, Italy
54 (a)E. Andronikashvili Institute of Physics, Iv. Javakhishvili Tbilisi State University, Tbilisi, Georgia; (b)High Energy

Physics Institute, Tbilisi State University, Tbilisi, Georgia
55 II Physikalisches Institut, Justus-Liebig-Universität Giessen, Giessen, Germany
56 SUPA-School of Physics and Astronomy, University of Glasgow, Glasgow, UK
57 II Physikalisches Institut, Georg-August-Universität, Göttingen, Germany
58 Laboratoire de Physique Subatomique et de Cosmologie, Université Grenoble-Alpes, CNRS/IN2P3, Grenoble, France
59 Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge, MA, USA
60 (a)Kirchhoff-Institut für Physik, Ruprecht-Karls-Universität Heidelberg, Heidelberg, Germany; (b)Physikalisches Institut,

Ruprecht-Karls-Universität Heidelberg, Heidelberg, Germany; (c)ZITI Institut für technische Informatik,
Ruprecht-Karls-Universität Heidelberg, Mannheim, Germany

61 Faculty of Applied Information Science, Hiroshima Institute of Technology, Hiroshima, Japan

123

68



 110 Page 58 of 61 Eur. Phys. J. C   (2018) 78:110 

62 (a)Department of Physics, The Chinese University of Hong Kong, Shatin, NT, Hong Kong; (b)Department of Physics,
The University of Hong Kong, Hong Kong, China; (c)Department of Physics, Institute for Advanced Study, The Hong
Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong, China

63 Department of Physics, National Tsing Hua University, Taiwan, Taiwan
64 Department of Physics, Indiana University, Bloomington, IN, USA
65 Institut für Astro- und Teilchenphysik, Leopold-Franzens-Universität, Innsbruck, Austria
66 University of Iowa, Iowa City, IA, USA
67 Department of Physics and Astronomy, Iowa State University, Ames, IA, USA
68 Joint Institute for Nuclear Research, JINR Dubna, Dubna, Russia
69 KEK, High Energy Accelerator Research Organization, Tsukuba, Japan
70 Graduate School of Science, Kobe University, Kobe, Japan
71 Faculty of Science, Kyoto University, Kyoto, Japan
72 Kyoto University of Education, Kyoto, Japan
73 Department of Physics, Kyushu University, Fukuoka, Japan
74 Instituto de Física La Plata, Universidad Nacional de La Plata and CONICET, La Plata, Argentina
75 Physics Department, Lancaster University, Lancaster, UK
76 (a)INFN Sezione di Lecce, Lecce, Italy; (b)Dipartimento di Matematica e Fisica, Università del Salento, Lecce, Italy
77 Oliver Lodge Laboratory, University of Liverpool, Liverpool, UK
78 Department of Experimental Particle Physics, Jožef Stefan Institute and Department of Physics, University of Ljubljana,

Ljubljana, Slovenia
79 School of Physics and Astronomy, Queen Mary University of London, London, UK
80 Department of Physics, Royal Holloway University of London, Surrey, UK
81 Department of Physics and Astronomy, University College London, London, UK
82 Louisiana Tech University, Ruston, LA, USA
83 Laboratoire de Physique Nucléaire et de Hautes Energies, UPMC and Université Paris-Diderot and CNRS/IN2P3, Paris,

France
84 Fysiska institutionen, Lunds universitet, Lund, Sweden
85 Departamento de Fisica Teorica C-15, Universidad Autonoma de Madrid, Madrid, Spain
86 Institut für Physik, Universität Mainz, Mainz, Germany
87 School of Physics and Astronomy, University of Manchester, Manchester, UK
88 CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France
89 Department of Physics, University of Massachusetts, Amherst, MA, USA
90 Department of Physics, McGill University, Montreal, QC, Canada
91 School of Physics, University of Melbourne, Victoria, Australia
92 Department of Physics, The University of Michigan, Ann Arbor, MI, USA
93 Department of Physics and Astronomy, Michigan State University, East Lansing, MI, USA
94 (a)INFN Sezione di Milano, Milan, Italy; (b)Dipartimento di Fisica, Università di Milano, Milan, Italy
95 B.I. Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk, Republic of Belarus
96 Research Institute for Nuclear Problems of Byelorussian State University, Minsk, Republic of Belarus
97 Group of Particle Physics, University of Montreal, Montreal, QC, Canada
98 P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow, Russia
99 Institute for Theoretical and Experimental Physics (ITEP), Moscow, Russia

100 National Research Nuclear University MEPhI, Moscow, Russia
101 D.V. Skobeltsyn Institute of Nuclear Physics, M.V. Lomonosov Moscow State University, Moscow, Russia
102 Fakultät für Physik, Ludwig-Maximilians-Universität München, Munich, Germany
103 Max-Planck-Institut für Physik (Werner-Heisenberg-Institut), Munich, Germany
104 Nagasaki Institute of Applied Science, Nagasaki, Japan
105 Graduate School of Science and Kobayashi-Maskawa Institute, Nagoya University, Nagoya, Japan
106 (a)INFN Sezione di Napoli, Naples, Italy; (b)Dipartimento di Fisica, Università di Napoli, Naples, Italy
107 Department of Physics and Astronomy, University of New Mexico, Albuquerque, NM, USA
108 Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen,

The Netherlands
109 Nikhef National Institute for Subatomic Physics, University of Amsterdam, Amsterdam, The Netherlands

123

69



Eur. Phys. J. C   (2018) 78:110 Page 59 of 61  110 

110 Department of Physics, Northern Illinois University, DeKalb, IL, USA
111 Budker Institute of Nuclear Physics, SB RAS, Novosibirsk, Russia
112 Department of Physics, New York University, New York, NY, USA
113 Ohio State University, Columbus, OH, USA
114 Faculty of Science, Okayama University, Okayama, Japan
115 Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman, OK, USA
116 Department of Physics, Oklahoma State University, Stillwater, OK, USA
117 Palacký University, RCPTM, Olomouc, Czech Republic
118 Center for High Energy Physics, University of Oregon, Eugene, OR, USA
119 LAL, Univ. Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France
120 Graduate School of Science, Osaka University, Osaka, Japan
121 Department of Physics, University of Oslo, Oslo, Norway
122 Department of Physics, Oxford University, Oxford, UK
123 (a)INFN Sezione di Pavia, Pavia, Italy; (b)Dipartimento di Fisica, Università di Pavia, Pavia, Italy
124 Department of Physics, University of Pennsylvania, Philadelphia, PA, USA
125 National Research Centre “Kurchatov Institute” B.P. Konstantinov Petersburg Nuclear Physics Institute, St. Petersburg,

Russia
126 (a)INFN Sezione di Pisa, Pisa, Italy; (b)Dipartimento di Fisica E. Fermi, Università di Pisa, Pisa, Italy
127 Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh, PA, USA
128 (a)Laboratório de Instrumentação e Física Experimental de Partículas-LIP, Lisbon, Portugal; (b)Faculdade de Ciências,

Universidade de Lisboa, Lisbon, Portugal; (c)Department of Physics, University of Coimbra, Coimbra,
Portugal; (d)Centro de Física Nuclear da Universidade de Lisboa, Lisbon, Portugal; (e)Departamento de Fisica,
Universidade do Minho, Braga, Portugal; (f)Departamento de Fisica Teorica y del Cosmos and CAFPE, Universidad de
Granada, Granada, Spain; (g)Dep Fisica and CEFITEC of Faculdade de Ciencias e Tecnologia, Universidade Nova de
Lisboa, Caparica, Portugal

129 Institute of Physics, Academy of Sciences of the Czech Republic, Prague, Czech Republic
130 Czech Technical University in Prague, Prague, Czech Republic
131 Faculty of Mathematics and Physics, Charles University, Prague, Czech Republic
132 State Research Center Institute for High Energy Physics (Protvino), NRC KI, Protvino, Russia
133 Particle Physics Department, Rutherford Appleton Laboratory, Didcot, UK
134 (a)INFN Sezione di Roma, Rome, Italy; (b)Dipartimento di Fisica, Sapienza Università di Roma, Rome, Italy
135 (a)INFN Sezione di Roma Tor Vergata, Rome, Italy; (b)Dipartimento di Fisica, Università di Roma Tor Vergata, Rome,

Italy
136 (a)INFN Sezione di Roma Tre, Rome, Italy; (b)Dipartimento di Matematica e Fisica, Università Roma Tre, Rome, Italy
137 (a)Faculté des Sciences Ain Chock, Réseau Universitaire de Physique des Hautes Energies-Université Hassan II,

Casablanca, Morocco; (b)Centre National de l’Energie des Sciences Techniques Nucleaires, Rabat, Morocco; (c)Faculté
des Sciences Semlalia, Université Cadi Ayyad, LPHEA-Marrakech, Marrakech, Morocco; (d)Faculté des Sciences,
Université Mohamed Premier and LPTPM, Oujda, Morocco; (e)Faculté des Sciences, Université Mohammed V, Rabat,
Morocco

138 DSM/IRFU (Institut de Recherches sur les Lois Fondamentales de l’Univers), CEA Saclay (Commissariat à l’Energie
Atomique et aux Energies Alternatives), Gif-sur-Yvette, France

139 Santa Cruz Institute for Particle Physics, University of California Santa Cruz, Santa Cruz, CA, USA
140 Department of Physics, University of Washington, Seattle, WA, USA
141 Department of Physics and Astronomy, University of Sheffield, Sheffield, UK
142 Department of Physics, Shinshu University, Nagano, Japan
143 Department Physik, Universität Siegen, Siegen, Germany
144 Department of Physics, Simon Fraser University, Burnaby, BC, Canada
145 SLAC National Accelerator Laboratory, Stanford, CA, USA
146 (a)Faculty of Mathematics, Physics and Informatics, Comenius University, Bratislava, Slovak Republic; (b)Department of

Subnuclear Physics, Institute of Experimental Physics of the Slovak Academy of Sciences, Kosice, Slovak Republic

123

70



 110 Page 60 of 61 Eur. Phys. J. C   (2018) 78:110 

147 (a)Department of Physics, University of Cape Town, Cape Town, South Africa; (b)Department of Physics, University of
Johannesburg, Johannesburg, South Africa; (c)School of Physics, University of the Witwatersrand, Johannesburg, South
Africa

148 (a)Department of Physics, Stockholm University, Stockholm, Sweden; (b)The Oskar Klein Centre, Stockholm, Sweden
149 Physics Department, Royal Institute of Technology, Stockholm, Sweden
150 Departments of Physics and Astronomy and Chemistry, Stony Brook University, Stony Brook, NY, USA
151 Department of Physics and Astronomy, University of Sussex, Brighton, UK
152 School of Physics, University of Sydney, Sydney, Australia
153 Institute of Physics, Academia Sinica, Taipei, Taiwan
154 Department of Physics, Technion: Israel Institute of Technology, Haifa, Israel
155 Raymond and Beverly Sackler School of Physics and Astronomy, Tel Aviv University, Tel Aviv, Israel
156 Department of Physics, Aristotle University of Thessaloniki, Thessaloníki, Greece
157 International Center for Elementary Particle Physics and Department of Physics, The University of Tokyo, Tokyo, Japan
158 Graduate School of Science and Technology, Tokyo Metropolitan University, Tokyo, Japan
159 Department of Physics, Tokyo Institute of Technology, Tokyo, Japan
160 Tomsk State University, Tomsk, Russia
161 Department of Physics, University of Toronto, Toronto, ON, Canada
162 (a)INFN-TIFPA, Trento, Italy; (b)University of Trento, Trento, Italy
163 (a)TRIUMF, Vancouver, BC, Canada; (b)Department of Physics and Astronomy, York University, Toronto, ON, Canada
164 Faculty of Pure and Applied Sciences, and Center for Integrated Research in Fundamental Science and Engineering,

University of Tsukuba, Tsukuba, Japan
165 Department of Physics and Astronomy, Tufts University, Medford, MA, USA
166 Department of Physics and Astronomy, University of California Irvine, Irvine, CA, USA
167 (a)INFN Gruppo Collegato di Udine, Sezione di Trieste, Udine, Italy; (b)ICTP, Trieste, Italy; (c)Dipartimento di Chimica,

Fisica e Ambiente, Università di Udine, Udine, Italy
168 Department of Physics and Astronomy, University of Uppsala, Uppsala, Sweden
169 Department of Physics, University of Illinois, Urbana, IL, USA
170 Instituto de Fisica Corpuscular (IFIC) and Departamento de Fisica Atomica, Molecular y Nuclear and Departamento de

Ingeniería Electrónica and Instituto de Microelectrónica de Barcelona (IMB-CNM), University of Valencia and CSIC,
Valencia, Spain

171 Department of Physics, University of British Columbia, Vancouver, BC, Canada
172 Department of Physics and Astronomy, University of Victoria, Victoria, BC, Canada
173 Department of Physics, University of Warwick, Coventry, UK
174 Waseda University, Tokyo, Japan
175 Department of Particle Physics, The Weizmann Institute of Science, Rehovot, Israel
176 Department of Physics, University of Wisconsin, Madison, WI, USA
177 Fakultät für Physik und Astronomie, Julius-Maximilians-Universität, Würzburg, Germany
178 Fakultät für Mathematik und Naturwissenschaften, Fachgruppe Physik, Bergische Universität Wuppertal, Wuppertal,

Germany
179 Department of Physics, Yale University, New Haven, CT, USA
180 Yerevan Physics Institute, Yerevan, Armenia
181 Centre de Calcul de l’Institut National de Physique Nucléaire et de Physique des Particules (IN2P3), Villeurbanne, France

a Also at Department of Physics, King’s College London, London, UK
b Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
c Also at Novosibirsk State University, Novosibirsk, Russia
d Also at TRIUMF, Vancouver, BC, Canada
e Also at Department of Physics and Astronomy, University of Louisville, Louisville, KY, USA
f Also at Physics Department, An-Najah National University, Nablus, Palestine
g Also at Department of Physics, California State University, Fresno, CA, USA
h Also at Department of Physics, University of Fribourg, Fribourg, Switzerland
i Also at II Physikalisches Institut, Georg-August-Universität, Göttingen, Germany

123

71



Eur. Phys. J. C   (2018) 78:110 Page 61 of 61  110 

j Also at Department de Fisica de la Universitat Autonoma de Barcelona, Barcelona, Spain
k Also at Departamento de Fisica e Astronomia, Faculdade de Ciencias, Universidade do Porto, Porto, Portugal
l Also at Tomsk State University, Tomsk, Russia

m Also at The Collaborative Innovation Center of Quantum Matter (CICQM), Beijing, China
n Also at Universita di Napoli Parthenope, Napoli, Italy
o Also at Institute of Particle Physics (IPP), Canada
p Also at Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest, Romania
q Also at Department of Physics, St. Petersburg State Polytechnical University, St. Petersburg, Russia
r Also at Borough of Manhattan Community College, City University of New York, New York, USA
s Also at Department of Physics, The University of Michigan, Ann Arbor MI, United States of America
t Also at Centre for High Performance Computing, CSIR Campus, Rosebank, Cape Town, South Africa
u Also at Louisiana Tech University, Ruston, LA, USA
v Also at Institucio Catalana de Recerca i Estudis Avancats, ICREA, Barcelona, Spain
w Also at Graduate School of Science, Osaka University, Osaka, Japan
x Also at Fakultät für Mathematik und Physik, Albert-Ludwigs-Universität, Freiburg, Germany
y Also at Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen,

The Netherlands
z Also at Department of Physics, The University of Texas at Austin, Austin, TX, USA

aa Also at Institute of Theoretical Physics, Ilia State University, Tbilisi, Georgia
ab Also at CERN, Geneva, Switzerland
ac Also at Georgian Technical University (GTU), Tbilisi, Georgia
ad Also at Ochadai Academic Production, Ochanomizu University, Tokyo, Japan
ae Also at Manhattan College, New York, NY, USA
af Also at Academia Sinica Grid Computing, Institute of Physics, Academia Sinica, Taipei, Taiwan
ag Also at School of Physics, Shandong University, Shandong, China
ah Also at Departamento de Fisica Teorica y del Cosmos and CAFPE, Universidad de Granada, Granada, Spain
ai Also at Department of Physics, California State University, Sacramento, CA, USA
aj Also at Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia

ak Also at Departement de Physique Nucleaire et Corpusculaire, Université de Genève, Geneva, Switzerland
al Also at International School for Advanced Studies (SISSA), Trieste, Italy

am Also at Institut de Física d’Altes Energies (IFAE), The Barcelona Institute of Science and Technology, Barcelona, Spain
an Also at School of Physics, Sun Yat-sen University, Guangzhou, China
ao Also at Institute for Nuclear Research and Nuclear Energy (INRNE) of the Bulgarian Academy of Sciences, Sofia,

Bulgaria
ap Also at Faculty of Physics, M.V. Lomonosov Moscow State University, Moscow, Russia
aq Also at Institute of Physics, Academia Sinica, Taipei, Taiwan
ar Also at National Research Nuclear University MEPhI, Moscow, Russia
as Also at Department of Physics, Stanford University, Stanford, CA, USA
at Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary
au Also at Faculty of Engineering, Giresun University, Giresun, Turkey
av Also at CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France
aw Also at Department of Physics, Nanjing University, Jiangsu, China
ax Also at Department of Physics, University of Malaya, Kuala Lumpur, Malaysia
ay Also at LAL, Univ. Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France
∗Deceased

123

72



J
H
E
P
1
2
(
2
0
1
7
)
0
5
9

Published for SISSA by Springer

Received: October 17, 2017

Accepted: November 3, 2017

Published: December 12, 2017

Measurement of the Drell-Yan triple-differential cross

section in pp collisions at
√
s = 8TeV

The ATLAS collaboration

E-mail: atlas.publications@cern.ch

Abstract: This paper presents a measurement of the triple-differential cross section for

the Drell-Yan process Z/γ∗ → `+`− where ` is an electron or a muon. The measurement

is performed for invariant masses of the lepton pairs, m``, between 46 and 200 GeV using

a sample of 20.2 fb−1 of pp collisions data at a centre-of-mass energy of
√
s = 8 TeV

collected by the ATLAS detector at the LHC in 2012. The data are presented in bins of

invariant mass, absolute dilepton rapidity, |y``|, and the angular variable cos θ∗ between the

outgoing lepton and the incoming quark in the Collins-Soper frame. The measurements are

performed in the range |y``| < 2.4 in the muon channel, and extended to |y``| < 3.6 in the

electron channel. The cross sections are used to determine the Z boson forward-backward

asymmetry as a function of |y``| and m``. The measurements achieve high-precision, below

the percent level in the pole region, excluding the uncertainty in the integrated luminosity,

and are in agreement with predictions. These precision data are sensitive to the parton

distribution functions and the effective weak mixing angle.

Keywords: Hadron-Hadron scattering (experiments)

ArXiv ePrint: 1710.05167

Open Access, Copyright CERN,

for the benefit of the ATLAS Collaboration.

Article funded by SCOAP3.

https://doi.org/10.1007/JHEP12(2017)059

73



J
H
E
P
1
2
(
2
0
1
7
)
0
5
9

Contents

1 Introduction 1

2 ATLAS detector 4

3 Simulated event samples 4

4 Event selection 6

4.1 Central rapidity electron channel 6

4.2 High rapidity electron channel 7

4.3 Central rapidity muon channel 7

4.4 Measurement bins 8

5 Background estimation 9

5.1 Fake lepton background estimation in the central rapidity electron channel 9

5.2 Fake lepton background estimation in the high rapidity electron channel 10

5.3 Fake lepton background estimation in the central rapidity muon channel 10

5.4 Top quark and electroweak backgrounds 11

6 Cross-section measurement 11

7 Measurement uncertainties 17

7.1 Statistical uncertainties 17

7.2 Systematic uncertainties 17

7.3 Central and high rapidity electron channels 17

7.3.1 Energy scale and resolution 18

7.3.2 Reconstruction and identification efficiencies 18

7.3.3 Trigger efficiency 18

7.3.4 Charge misidentification 19

7.3.5 Multijet background 19

7.4 High rapidity electron channel 19

7.5 Central rapidity muon channel 20

7.5.1 Momentum scale and resolution 20

7.5.2 Reconstruction efficiency 21

7.5.3 Trigger efficiency 21

7.5.4 Isolation and impact parameter efficiency 21

7.5.5 Multijet background 22

7.6 Systematic uncertainties common to all channels 22

7.6.1 Top, diboson, W+jet, Z/γ∗ → ττ , and photon-induced background

normalisation 22

7.6.2 Unfolding bias 23

7.6.3 MC modelling 23

7.6.4 PDF uncertainty 24

7.6.5 Luminosity 24

7.7 Summary of measurement uncertainties 24

– i –

74



J
H
E
P
1
2
(
2
0
1
7
)
0
5
9

8 Results 28

8.1 Combination of the central rapidity electron and muon channels 28

8.2 Compatibility tests and integrated measurements 29

8.2.1 Compatibility of the central and high rapidity measurements 29

8.2.2 Compatibility with published data 30

8.2.3 Integrated cross sections 30

8.3 Triple-differential cross sections 33

8.4 Forward-backward asymmetry 43

9 Conclusion 46

A Data tables 47

A.1 Integrated cross-section tables 47

A.2 Triple-differential cross-section tables 49

A.3 Forward-backward asymmetry tables 55

The ATLAS collaboration 62

1 Introduction

In the Drell-Yan process [1, 2] qq̄ → Z/γ∗ → `+`−, parity violation in the neutral weak

coupling of the mediator to fermions induces a forward-backward asymmetry, AFB, in the

decay angle distribution of the outgoing lepton (`−) relative to the incoming quark direction

as measured in the dilepton rest frame. This decay angle depends on the sine of the weak

mixing angle, sin2 θW, which enters in the fermionic vector couplings to the Z boson. At

leading order in electroweak (EW) theory it is given by sin2 θW = 1 − m2
W /m

2
Z , where

mW and mZ are the W and Z boson masses, respectively. Higher-order loop corrections

modify this relation depending on the renormalisation scheme used, and so experimental

measurements are often given in terms of the sine of the effective weak mixing angle,

sin2 θeff [3]. High-precision cross-section measurements sensitive to the asymmetry, and

therefore to the effective weak mixing angle, provide a testing ground for EW theory and

could offer some insight into physics beyond the Standard Model (SM).

Previous measurements by ATLAS and CMS of the Drell-Yan (DY) process include

measurements of fiducial cross sections [4–7], and one-dimensional differential cross sections

as a function of rapidity [8, 9], transverse momentum [9–12], and invariant mass [13–15].

Double-differential cross-section measurements as a function of invariant mass and either

rapidity or transverse momentum [16–21] have also been published, as well as Z boson

polarisation coefficients [22, 23] and the forward-backward asymmetry [24, 25]. Extraction

of the effective weak mixing angle in leptonic Z boson decays, sin2 θeff
lept, from AFB mea-

surements has been performed by ATLAS using 5 fb−1 of proton-proton collision data at√
s = 7 TeV [24] — a result in which the largest contribution to the uncertainty was due

to limited knowledge of the parton distribution functions (PDFs) of the proton.

– 1 –
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A complete description of the Drell-Yan cross section to all orders in quantum chro-

modynamics (QCD) depends on five kinematic variables of the Born-level leptons, namely

m``, the invariant mass of the lepton pair; y``, the rapidity of the dilepton system; θ and

φ, the lepton decay angles in the rest frame of the two incident quarks; and pT,Z , the

transverse momentum of the vector boson. In this paper, measurements of the triple-

differential Drell-Yan cross section, d3σ/dm``d|y``|dcosθ∗, are reported as a function of

m``, |y``|, and cos θ∗, where the lepton decay angle is defined in the Collins-Soper (CS)

reference frame [26]. These cross-section measurements are designed to be simultaneously

sensitive to sin2 θeff
lept and to the PDFs, therefore allowing a coherent determination of both.

A simultaneous extraction has the potential to reduce the PDF-induced uncertainty in the

extracted value of the effective weak mixing angle.

At leading order (LO) in perturbative electroweak and QCD theory, the Drell-Yan

triple-differential cross section can be written as

d3σ

dm``dy``d cos θ∗
=

πα2

3m``s

∑
q

Pq
[
fq(x1, Q

2)fq̄(x2, Q
2) + (q ↔ q̄)

]
, (1.1)

where s is the squared proton-proton (pp) centre-of-mass energy; the incoming parton

momentum fractions are x1,2 = (m``/
√
s)e±y`` ; and fq(x1, Q

2) are the PDFs for parton

flavour q. Here, Q2 is the four-momentum transfer squared and is set to the dilepton

centre-of-mass energy, m``, which is equal to the partonic centre-of-mass energy. The q ↔ q̄

term accounts for the case in which the parent protons of the q and q̄ are interchanged.

The function Pq in equation (1.1) is given by

Pq = e2
`e

2
q(1+cos2 θ∗)

+e`eq
2m2

``(m
2
``−m2

Z)

sin2 θW cos2 θW

[
(m2

``−m2
Z)2+Γ2

Zm
2
Z

][v`vq(1+cos2 θ∗)+2a`aq cosθ∗
]

(1.2)

+
m4
``

sin4 θW cos4 θW

[
(m2

``−m2
Z)2+Γ2

Zm
2
Z

][(a2
`+v2

` )(a
2
q+v2

q )(1+cos2 θ∗)+8a`v`aqvq cosθ∗
]
.

In this relation mZ and ΓZ are the Z boson mass and width, respectively; e` and eq are the

lepton and quark electric charges; and v` = −1
4 + sin2 θW, a` = −1

4 , vq = 1
2I

3
q − eq sin2 θW,

and aq = 1
2I

3
q are the vector and axial-vector lepton and quark couplings, respectively

where I3
q is the third component of the weak isospin.

The first term in equation (1.2) corresponds to pure virtual photon, γ∗, exchange in

the scattering process, the second corresponds to the interference of γ∗ and Z exchange,

and the last term corresponds to pure Z exchange. Thus the DY invariant mass spectrum

is characterized by a 1/m2
`` fall-off from γ∗ exchange contribution, an m``-dependent Breit-

Wigner peaking at the mass of the Z boson, and a Z/γ∗ interference contribution which

changes sign from negative to positive as m`` increases across the mZ threshold.

The terms which are linear in cos θ∗ induce the forward-backward asymmetry. The

largest contribution comes from the interference term, except at m`` = mZ where the

interference term is zero, and only the Z exchange term contributes to the asymmetry.

The resulting asymmetry is, however, numerically small due to the small value of v`. The
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net effect is an asymmetry which is negative for m`` < mZ and increases, becoming positive

for m`` > mZ . The point of zero asymmetry occurs slightly below m`` = mZ .

The forward-backward asymmetry varies with |y``|. The incoming quark direction

can only be determined probabilistically: for increasing |y``| the momentum fraction of

one parton reaches larger x where the valence quark PDFs dominate because the valence

quarks typically carry more momentum than the antiquarks. Therefore, the Z/γ∗ is more

likely to be boosted in the quark direction. Conversely, at small boson rapidity, |y``| ∼ 0,

it becomes almost impossible to identify the direction of the quark since the quark and

antiquark have nearly equal momenta.

The sensitivity of the cross section to the PDFs arises primarily from its dependence on

y`` (and therefore x1 and x2) in equation (1.1). Further sensitivity is gained by analysing the

cross section in the m`` dimension, since in the Z resonance peak the partons couple through

the weak interaction and off-peak the electric couplings to the γ∗ dominate. Therefore, the

relative contributions of up-type and down-type quarks vary with m``. Finally, the cos θ∗

dependence of the cross section provides sensitivity to terms containing a`aq and v`vqa`aq in

equation (1.2). Three different combinations of couplings to the incident quarks contribute

to the LO cross section. The magnitude of the asymmetry is proportional to the valence

quark PDFs and offers direct sensitivity to the corresponding PDF component.

The full five-dimensional cross section can also be decomposed into harmonic polyno-

mials for the lepton decay angle scattering amplitudes and their corresponding coefficients

A0−7 [22]. Higher-order QCD corrections to the LO qq̄ process involve qg + q̄g terms

at next-to-leading order (NLO), and gg terms at next-to-next-to-leading order (NNLO).

These higher-order terms modify the decay angle dependence of the cross section. Measur-

ing the | cos θ∗| distribution provides additional sensitivity to the gluon versus sea-quark

PDFs and is related to the measurements of the angular coefficients as a function of the Z

boson transverse momentum [22, 23].

Initial-state QCD radiation can introduce a non-zero transverse momentum for the

final-state lepton pair, leading to quark directions which may no longer be aligned with

the incident proton directions. Hence, in this paper, the decay angle is measured in the

CS reference frame [26] in which the decay angle is measured from an axis symmetric with

respect to the two incoming partons. The decay angle in the CS frame (θ∗) is given by

cos θ∗ =
pz,``

m``|pz,``|
p+

1 p
−
2 − p

−
1 p

+
2√

m2
`` + p2

T,``

,

where p±i = Ei ± pz,i and i = 1 corresponds to the negatively-charged lepton and i = 2

to the positively-charged antilepton. Here, E and pz are the energy and longitudinal z-

components of the leptonic four-momentum, respectively; pz,`` is the dilepton z-component

of the momentum; and pT,`` the dilepton transverse momentum.

The triple-differential cross sections are measured using 20.2 fb−1 of pp collision data

at
√
s = 8 TeV. The measurements are performed in the electron and muon decay channels

for |y``| < 2.4. The electron channel analysis is extended to high rapidity in the region

1.2 < |y``| < 3.6. The measured cross sections cover the kinematic range 46 < m`` <
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200 GeV, 0 < |y``| < 3.6, and −1 < cos θ∗ < +1. For convenience the notation

d3σ ≡ d3σ

dm``d|y``|d cos θ∗

is used. The cross sections are classified as either forward (cos θ∗ > 0) or backward (cos θ∗ <

0) and used to obtain an experimental measurement of AFB differentially in m`` and |y``|:

AFB =
d3σ(cos θ∗ > 0)− d3σ(cos θ∗ < 0)

d3σ(cos θ∗ > 0) + d3σ(cos θ∗ < 0)
. (1.3)

2 ATLAS detector

The ATLAS detector [27] consists of an inner tracking detector (ID) surrounded by a thin

superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spec-

trometer (MS). Charged particles in the pseudorapidity1 range |η| < 2.5 are reconstructed

with the ID, which consists of layers of silicon pixel and microstrip detectors and a straw-

tube transition-radiation tracker having a coverage of |η| < 2.0. The ID is immersed in

a 2 T magnetic field provided by the solenoid. The latter is surrounded by a hermetic

calorimeter that covers |η| < 4.9 and provides three-dimensional reconstruction of particle

showers. The electromagnetic calorimeter is a liquid-argon sampling calorimeter, which

uses lead absorbers for |η| < 3.2. The hadronic sampling calorimeter uses plastic scintil-

lator tiles as the active material and steel absorbers in the region |η| < 1.7. In the region

1.5 < |η| < 3.2, liquid argon is used as the active material, with copper absorbers. A

forward calorimeter covers the range 3.2 < |η| < 4.9 which also uses liquid argon as the

active material, and copper and tungsten absorbers for the EM and hadronic sections of

the subdetector, respectively.

Outside the calorimeters, air-core toroids supply the magnetic field for the MS. There,

three layers of precision chambers allow the accurate measurement of muon track curvature

in the region |η| < 2.7. The majority of these precision chambers is composed of drift tubes,

while cathode-strip chambers provide coverage in the inner layers of the forward region

2.0 < |η| < 2.7. The muon trigger in the range |η| < 2.4 uses resistive-plate chambers

in the central region and thin-gap chambers in the forward region. A three-level trigger

system [28] selects events to be recorded for offline analysis.

3 Simulated event samples

Monte Carlo (MC) simulation samples are used to model the expected signal and back-

ground yields, with the exception of certain data-driven background estimates. The MC

samples are normalised using the highest-order cross-section predictions available in per-

turbation theory.

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the

centre of the detector and the z-axis along the beam pipe. The x-axis points from the interaction point

to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r, φ) are used in

the transverse plane, φ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in

terms of the polar angle θ as η = − ln tan(θ/2).
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The DY process was generated at NLO using Powheg-Box (referred to as Powheg in the

following) [29–32] and the CT10 PDF set [33], with Pythia 8 [34] to model parton showering,

hadronisation, and the underlying event (UEPS). The Z/γ∗ → `+`− differential cross

section as a function of mass has been calculated at NNLO in perturbative QCD (pQCD)

using FEWZ 3.1 [35–37] with the MSTW2008NNLO PDF set [38]. The renormalisation,

µr, and factorisation, µf, scales were both set equal to m``. The calculation includes NLO

EW corrections beyond final-state photon radiation (FSR) using the Gµ EW scheme [39]. A

mass-dependent K-factor used to scale the Z/γ∗ → `+`− MC sample is obtained from the

ratio of the calculated total NNLO pQCD cross section with the additional EW corrections,

to the total cross section from the Powheg sample. This one-dimensional (and therefore

partial) NNLO K-factor is found to vary from 1.035 at the lowest invariant mass values

considered in this analysis to 1.025 at the highest. This factor also improves the modelling

of the Z boson lineshape. The DY production of τ pairs was modelled using Powheg in

the same way as the signal simulation.

The scattering amplitude coefficients describing the distributions of lepton decay angles

are known to be not accurately modelled in Powheg particularly A0 at low pT,Z [22].

For this reason, the signal MC events are reweighted as a function of pT,Z and y`` to

improve their modelling. These weights were calculated using the cross-section calculator

DYNNLO [40].

The photon-induced process, γγ → ``, is simulated at LO using Pythia 8 and

the MRST2004qed PDF set [41]. The expected yield for this process also accounts for

NLO QED/EW corrections from references [42, 43], which decrease the yield by approxi-

mately 30%.

The production of top quark pairs with prompt isolated leptons from electroweak boson

decays constitutes a dominant background. It is estimated at NLO in QCD using Powheg

and the CT10 PDF set, with Pythia 6 [44] for UEPS. The tt̄ sample is normalized using

a cross section calculated at NNLO in QCD including resummation effects [45–50]. Small

compared to the tt̄ contribution, single-top production in association with a W boson (Wt)

is also modelled by Powheg and the CT10 PDF set, with Pythia 6 for UEPS. Both the tt̄

and Wt contributions are summed and collectively referred to as the top quark background.

Further small background contributions are due to diboson (WW , WZ and ZZ) pro-

duction with decays to final states with at least two leptons. The diboson processes were

generated at LO with Herwig, using the CTEQ6L1 PDF set [51]. The samples are scaled

to NLO calculations [52, 53] or to ATLAS measurements as described in reference [17].

Additionally, the background arising from W boson production in association with jets

(W+jets) is studied with MC samples generated with Powheg under identical conditions

as the DY signal samples.

All MC samples used in the analysis include the effects of QED FSR, multiple in-

teractions per bunch crossing (“pile-up”), and detector simulation. QED FSR was sim-

ulated using Photos [54], while the effects of pile-up were accounted for by overlaying

simulated minimum-bias events [55] generated with Pythia8 [34]. The interactions of par-

ticles with the detector were modelled using a full ATLAS detector simulation [55] based

on Geant4 [56]. Finally, several corrections are applied to the simulated samples, ac-
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Process Generator Parton shower & Generator Model parameters

underlying event PDF (“Tune”)

Z/γ∗ → `` Powheg v1(r1556) Pythia 8.162 CT10 AU2 [62]

Z/γ∗ → ττ Powheg v1(r1556) Pythia 8.162 CT10 AU2

γγ → `` Pythia 8.170 Pythia 8.170 MRST2004qed 4C [63]

tt̄ Powheg v1(r1556) Pythia 6.427.2 CT10 AUET2 [64]

Wt Powheg v1(r1556) Pythia 6.427.2 CT10 AUET2

Diboson Herwig 6.520 Herwig 6.520 CTEQ6L1 AUET2

W → `ν Powheg v1(r1556) Pythia 8.162 CT10 AU2

Table 1. Overview of the Monte Carlo samples used in this analysis.

counting for differences between data and simulation in the lepton trigger, reconstruction,

identification, and isolation efficiencies as well as lepton resolution and muon momentum

scale [57–61, 61]. The electron energy scale corrections are applied to the data.

An overview of the simulated event samples is given in table 1.

4 Event selection

Events are required to have been recorded during stable beam condition periods and must

pass detector and data-quality requirements. This corresponds to an integrated luminosity

of 20.2 fb−1 for the muon channel. Small losses in the data processing chain lead to an in-

tegrated luminosity of 20.1 fb−1 for the electron channel. Due to differences in the detector

response to electrons and muons the selection is optimised separately for each channel and

is described in the following.

4.1 Central rapidity electron channel

The electron data were collected using a dilepton trigger which uses calorimetric and track-

ing information to identify compact electromagnetic energy depositions. Identification al-

gorithms use calorimeter shower shape information and the energy deposited in the vicinity

of the electron candidates to find candidate electron pairs with a minimum transverse en-

ergy of 12 GeV for both the leading and subleading electron.

Electrons are reconstructed by clustering energy deposits in the electromagnetic

calorimeter using a sliding-window algorithm. These clusters are then matched to tracks

reconstructed in the inner detector. The calorimeter provides the energy measurement

and the track is used to determine the angular information of the electron trajectory. An

energy scale correction determined from Z → e+e−, W → eν, and J/ψ → e+e− decays [57]

is applied to data. Central electron candidates are required to have |ηe| < 2.4. Further-

more, candidates reconstructed within the transition region between the barrel and endcap

calorimeters, 1.37 < |ηe| < 1.52, are excluded from the measurement. Each candidate is re-

quired to satisfy the “medium” electron identification [58, 59] criteria, based on calorimetric

shower shapes and track parameters. To ensure the selected electrons are on the efficiency

plateau of the trigger, electrons are required to have EeT > 20 GeV. Candidate events are
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required to have exactly one pair of oppositely-charged electrons and their invariant mass

is required to be in the range 46 < mee < 200 GeV.

4.2 High rapidity electron channel

In this channel, the rapidity range of the measurement is extended by selecting one central

electron and one forward electron. Forward electrons are defined as having pseudorapidities

in the range 2.5 < |ηe| < 4.9, reconstructed by the endcap or forward calorimeters. The

data were collected using two single-electron triggers in the central calorimeter region with

EeT > 24 GeV or EeT > 60 GeV. The lower-threshold trigger has additional criteria for

the shower shape and energy deposited in the vicinity of the electron candidate. The

reconstructed central electrons are required to have EeT > 25 GeV, |ηe| < 2.4, and must

satisfy the “tight” identification criteria. Electrons in the calorimeter transition regions

1.37 < |ηe| < 1.52 are rejected. Leptons produced in the Drell-Yan process are expected

to be well isolated from other particles not associated with the lepton. This provides a

good discriminant against the multijet background arising from the semileptonic decays

of heavy quarks or hadrons faking electrons. The track isolation is defined as the scalar

sum of the transverse momenta,
∑
pT, of the additional tracks contained in a cone of

size ∆R =
√

(∆φ)2 + (∆η)2 = 0.2 around the electron (omitting the contribution from

the electron track). Central electrons are required to have a track isolation less than 14%

of EeT.

The forward electron is required to satisfy “tight” identification criteria, EeT > 20 GeV,

and 2.5 < |ηe| < 4.9, excluding the transition region between the endcap and forward

calorimeters, 3.00 < |ηe| < 3.35. Due to insufficient accuracy in the modelling of the

material in front of the endcap calorimeter, forward electrons in the region 2.70 < |ηe| <
2.80 are also rejected.

A dedicated calibration procedure is performed for the forward electrons. Energy scale

and Gaussian resolution corrections are derived in bins of ηe by comparing the peak position

and the width of the mee distributions in data and simulation. The scale and resolution

corrections are the values that bring the peak regions, 80 < mee < 100 GeV, of the data

and simulation into the best agreement.

No isolation criteria are applied to the forward electron and due to the absence of

tracking information in the forward region, no charge requirements are placed on the se-

lected electron pair. Lastly, events in the high rapidity electron channel are required to

have exactly one central-forward pair of electrons with an invariant mass in the range

66 < mee < 150 GeV. Events with more than one possible central-forward pair are not

used in this measurement channel.

4.3 Central rapidity muon channel

Candidate events in the muon channel were collected using two sets of triggers with the set

of triggers used depending on the pµT of the muon with the larger transverse momentum.

For pµT > 25 GeV, two single-muon triggers are used, with transverse momentum thresholds

of 24 GeV and 36 GeV. The low-threshold trigger requires the muon to be isolated. This

combination of triggers collected the majority of the events in the data sample. For pµT <
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25 GeV, a dimuon trigger is used which requires two muons with transverse momentum

thresholds of 18 GeV for one muon and 8 GeV for the other.

Muons are identified by tracks reconstructed in the muon spectrometer matched to

tracks reconstructed in the inner detector, and are required to have pµT > 20 GeV and

|ηµ| < 2.4. Additionally, they must satisfy identification criteria based on the number of

hits in the inner detector and muon spectrometer, and on the consistency between the

charge and momentum measurements in both systems [60]. Backgrounds from multijet

events are efficiently suppressed by imposing an isolation condition requiring that the sum

of the transverse momentum,
∑
pT, of the tracks contained in a cone of size ∆R = 0.2

around the muon (omitting the contribution from the muon track) to be less than 10% of

pµT. A small contribution of cosmic muons is removed by requiring the magnitude of the

longitudinal impact parameter with respect to the primary interaction vertex z0 to be less

than 10 mm. Events are selected if they contain exactly two oppositely-charged muons

satisfying the isolation and impact parameter requirements. Finally, the dilepton invariant

mass must be in the range 46 < mµµ < 200 GeV.

In order to minimise the influence of residual misalignments between the ID and MS,

muon kinematic variables are measured using the ID only. A small residual ηµ- and charge-

dependent bias in the muon momentum was observed, most likely arising from residual ro-

tational misalignments of the inner detector. Such ID misalignments bias the measurement

of the muon track sagitta and have an opposite effect on the momentum of positively- and

negatively-charged muons. Hence, the reconstructed invariant mass or rapidity of muon

pairs are not affected, in contrast to measurements of cos θ∗ which are charge-dependent.

These residual inner detector misalignments are corrected for based on two methods, one

which uses Z → µ+µ− events, and another using Z → e+e− events as described in refer-

ence [65]. Together with a χ2 minimisation technique, the dimuon data sample is used to

determine the corrections binned finely, which are however insensitive to the η-independent

component of the track curvature bias. This bias is corrected for using dielectron data

by comparing the ratio of the calorimeter energy to the track momentum for electrons

and positrons.

4.4 Measurement bins

The measurement bins are chosen by taking into consideration several competing demands

on the analysis such as its sensitivity to the underlying physics, the statistical precision in

each bin, and detector resolution effects particularly in the m`` dimension. The binning

must also match those used in recent ATLAS cross section measurements [13, 18].

The measurement is performed in seven bins of m`` from 46 GeV to 200 GeV with edges

set at 66, 80, 91, 102, 116, and 150 GeV; 12 equidistant bins of |y``| from 0 to 2.4; and

bins of cos θ∗ from −1 to +1, separated at −0.7, −0.4, 0.0, +0.4, +0.7 giving 6 bins. In

total, 504 measurement bins are used for the central rapidity electron and muon channel

measurements.

For the high rapidity electron channel the measurement is restricted to the 5 invariant

mass bins in the region 66 < m`` < 150 GeV. The |y``| region measured in this channel

ranges from 1.2 to 3.6 in 5 bins with boundaries at 1.6, 2.0, 2.4, 2.8. The cos θ∗ binning is
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identical to the binning of the central analyses. A total of 150 measurement bins is used

in this channel.

5 Background estimation

The background from processes with two isolated final-state leptons of the same flavour

is estimated using MC simulation. The processes with non-negligible contributions are

Z/γ∗ → ττ , diboson (WW , WZ and ZZ), and photon-induced dilepton production —

together termed the electroweak background sources. The top quark background arising

from tt̄ and Wt production is also estimated using MC simulation. The samples used for

these estimates are listed in table 1.

Background contributions from events where at least one final state jet satisfies the

electron or muon selection criteria, hereafter referred to as the fake lepton background,

are determined using a combination of data-driven methods and MC simulation. By far

the largest contribution to the fake lepton background comes from light- and heavy-flavour

multijet production, referred to as the multijet background, which is determined from

data. Descriptions on the fake background estimations used in each of the three channels

are given in the following subsections.

5.1 Fake lepton background estimation in the central rapidity electron channel

To separate the signal from the multijet background, the analysis relies on the electron

relative transverse energy isolation distribution (Ie). This is a good discriminant for the

multijet contribution, which has larger values of Ie than the signal process. It is defined as

the ratio of the summed calorimetric transverse energy contained in a cone of size ∆R = 0.2

around the electron to the electron transverse energy: Ie =
∑
ET(∆R = 0.2)/EeT. The

smaller of the Ie values of the two electron candidates is chosen to represent each event,

as it was found to provide optimal discrimination.

The multijet fraction is then estimated from data by fitting this distribution using a

template method. The background template is selected with inverted electron identification

requirements and the signal, electroweak, and W+jet templates are taken from simulation.

The non-isolated sample where the smaller Ie of the two electrons exceeds a certain value

is found to be dominated by multijet background and is used to adjust the normalization

of the background template, taking into account the small signal contamination. Since the

multijet background is not expected to exhibit any parity violating effects and the cos θ∗

background templates in data were found not to show any asymmetry about cos θ∗ = 0,

the method is symmetrised in bins of | cos θ∗|, resulting in a doubling of the sample sizes

and therefore more stable results.

The multijet contribution is found to be largest at low mee and also at large | cos θ∗|
for |yee| ∼ 0, where it reaches 15% of the expected number of signal events. In the pole

region, 80 < mee < 102 GeV, the contribution is less than 0.1%.

The contribution of W+jet production to the fake lepton background is estimated from

MC simulation. It is small compared to the multijet background for all kinematic regions,

and therefore does not introduce any significant charge asymmetry.
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5.2 Fake lepton background estimation in the high rapidity electron channel

The multijet background in the high rapidity electron channel is estimated using a template

method similar to the one used in the central electron channel with, however, some small

adjustments. The isolation variable is used for the normalisation of the multijet background

only for the mass bins in the range 80 < mee < 102 GeV. The size of the isolation cone

in this case is increased to ∆R = 0.3, which was found to improve the stability of the

fits. For the off-peak mass bins, the transverse energy of the forward electron is used as

an alternative discriminating variable, where the multijet background contributes mostly

at low ET. This decreases the statistical uncertainty of the estimation and reduces its

dependence on the W+jet background modelling, as discussed below.

The multijet background is the dominant contribution to the background in this mea-

surement channel and is typically about 5–10% of the expected signal, but increases rapidly

at large | cos θ∗|. It can be as large as 30–60% in some bins at large |yee| where the |AFB|
is large and the signal cross section is suppressed, i.e. cos θ∗ < 0 for mee > mZ .

The W+jet background is estimated using MC simulation. As was the case in the

central electron analysis, it is found to be small under the peak of the Z resonance. It is

found to be more significant off peak, reaching 30% of the fake lepton background.

5.3 Fake lepton background estimation in the central rapidity muon channel

The multijet background remaining after event selection in the muon channel is largely due

to heavy-flavour b- and c-quark decays, and is estimated in two steps. First, the shape as a

function of |yµµ| and | cos θ∗| is estimated in each mµµ bin. Next its overall normalisation

is then determined in each invariant mass region.

Three orthogonal control regions with inverted muon isolation requirements defined

by Iµ =
∑
pT(∆R = 0.2)/pµT > 0.1, and/or inverted muon pair charge requirements are

used to determine the multijet background. In each control region the contamination from

signal and electroweak background is subtracted using simulation.

A comparison of the shape of the Iµ distributions for muons in events with same-charge

and opposite-charge muon pairs shows a small linear deviation from unity of up to +10%

when extrapolated into the isolated signal region Iµ < 0.1. This is found to be independent

of mµµ, and is accounted for in the extrapolation. The |yµµ| and | cos θ∗| dependence of

the background in each mµµ bin is obtained in the multijet enriched data control region

in which pairs of same-charge and opposite-charge muons satisfy Iµ > 0.1. Finally, the

resulting |yµµ| and | cos θ∗| spectra are normalised in the signal region using the constraint

that the yield ratio of opposite-charge to same-charge muon pairs is similar in the isolated

and non-isolated control regions.

This method does not account for a potential W+jets background contribution. This

component is estimated from simulation and found to be negligible.

The estimated fake lepton background contribution in the muon channel is everywhere

smaller than its contribution in the central electron channel, and never more than 5% of

the expected signal yield.
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5.4 Top quark and electroweak backgrounds

These sources of background arise from QCD and EW processes in which two prompt

isolated leptons are produced. Their contributions are estimated using MC simulation.

Background events from top quark processes increase with m`` and are typically below

2% of the expected signal yields. The contribution is largest at the extremes of cos θ∗ where

it can reach 10–20% of the expected signal in the central channels. At high rapidity, this

background source is typically below 5% everywhere.

The diboson background increases with invariant mass and reaches about 6% of the

expected signal yield at large | cos θ∗| in both the central electron and muon channels. In

the high rapidity electron channel it reaches about 3% at moderate |y``|.
The background from Z → ττ is significant only at low m``, where it can reach 7% in

the central rapidity channels and 3% in the high rapidity channel.

Photon-induced production of dilepton pairs gives a small background contribution of

2% or less in all channels. However, for large values of m``, this contribution can reach

about 5%.

6 Cross-section measurement

As defined in section 4.4, the binning scheme used for the triple-differential measurements

consists of 504 bins for the central rapidity electron and muon channels, and 150 bins

in the high rapidity electron channel. The Drell-Yan cross section is measured in the

central rapidity channels within the fiducial region defined by p`T > 20 GeV, |η`| < 2.4,

and 46 < m`` < 200 GeV. In the high rapidity electron channel the fiducial region of the

measurement is defined by p`T > 25 GeV and |η`| < 2.4 for the central electron, p`T > 20 GeV

and 2.5 < |η`| < 4.9 for the forward electron, and 66 < m`` < 150 GeV.

The cross-section results are first unfolded to the “dressed”-level, defined at the par-

ticle-level using leptons after FSR recombined with radiated photons within a cone of

∆R = 0.1. The unfolded data are then corrected to the Born-level, before final-state QED

radiation at the particle-level, using a correction factor obtained from the Powheg MC

sample. This procedure neglects the bin migrations between the dressed- and Born-level

kinematics, an approximation which was verified to have a negligible impact on the central

values and uncertainties of the results presented in this paper.

The triple-differential cross section is calculated as

d3σ

dm`` d|y``| d cos θ∗

∣∣∣∣∣
l,m,n

=Mlmn
ijk ·

Ndata
ijk −N

bkg
ijk

Lint

1

∆m`` · 2∆|y``| · ∆cos θ∗
, (6.1)

where i, j, k are the bin indices for reconstructed final-state kinematics; l,m, n are the bin

indices for the generator-level kinematics; and Lint is the integrated luminosity of the data

set. Quantity Ndata is the number of candidate signal events observed in a given bin of

width ∆m`` , ∆|y``|, and ∆cos θ∗ , while Nbkg is the number of background events in the same

bin. The factor of two in the denominator accounts for the modulus in the rapidity bin
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width. Integrated single- and double-differential cross sections are measured by summing

over the corresponding indices of equation (6.1).

The factor M is the inverted response matrix and takes into account the efficiency

of the signal selection and bin migration effects. It gives the probability that a selected

event reconstructed in some measurement bin was originally generated in a given fiducial

(generator-level) bin. The factorM is obtained from the Drell-Yan signal samples after cor-

recting for differences in the reconstruction, identification, trigger, and isolation efficiencies

between data and simulation, as well as for momentum scale and resolution mismodelling

effects. It also accounts for events originally outside of the fiducial selection that migrate

into the reconstructed event sample. Finally, M also includes extrapolations over the re-

gions that are excluded from the electron selection (1.37 < |ηe| < 1.52, 2.70 < |ηe| < 2.80,

and 3.00 < |ηe| < 3.35 ).

The quality of the simulation and its ability to describe the data are checked in fig-

ures 1–4, comparing data and prediction for the y``, cos θ∗, and m`` distributions in selected

regions of the measured kinematic range, as indicated in the figure captions. The expected

number of events is calculated as the sum of expected signal and background yields. Ac-

ceptable agreement is found in all channels, given that the simulation is only accurate to

NLO for the observables shown in figures 1–3, and to NNLO accuracy for the m`` distri-

bution shown in figure 4.

The background-subtracted data are unfolded to fiducial cross sections using the in-

verse of the response matrix obtained using an iterative Bayesian unfolding method [66]

in which the prior is improved at each iteration. When using such methods the statistical

and systematic uncertainties (discussed in section 7) increase with each unfolding itera-

tion, while the residual bias from the initial prior decreases. A balance between these two

competing effects must be struck when deciding on the number of iterations to be used

to unfold the measurement. Only small changes to the prior are expected, however, since

the lineshape of the Z boson resonance and the PDFs are known to high-precision. More-

over, the prior (Powheg) is enhanced using QCD and EW corrections and describes the

data within experimental uncertainties. An optimum was found using two iterations in

this analysis.

Finally, measurement bins which are predicted by signal MC simulation to have fewer

than 25 signal events are expected to have large statistical uncertainties and therefore these

bins are removed from the analysis. Approximately 50 bins are discarded in each of the

central electron and muon channels. They typically lie at large |y``| and large | cos θ∗|. In

the high rapidity electron channel, 27 bins are removed, all corresponding to small | cos θ∗|.
In all cases the discarded bins correspond to ones for which the signal prediction at LO in

QCD is consistent with zero.
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Figure 1. Distributions of dilepton rapidity (left) and cos θ∗ (right) in the central rapidity electron

channel for mee bins 46–66 GeV (top row), 80–91 GeV (middle), and 116–150 GeV (bottom). The

data (solid markers) and the prediction (stacked histogram) are shown after event selection. The

lower panels in each plot show the ratio of data to prediction. The error bars represent the data

statistical uncertainty while the hatched band represents the systematic uncertainty in the predic-

tion.
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Figure 2. Distributions of dilepton rapidity (left) and cos θ∗ (right) in the high rapidity electron

channel for mee bins 66–80 GeV (top row), 91–102 GeV (middle), and 116–150 GeV (bottom). The

data (solid markers) and the prediction (stacked histogram) are shown after event selection. The

lower panels in each plot show the ratio of data to prediction. The error bars represent the data

statistical uncertainty while the hatched band represents the systematic uncertainty in the predic-

tion.
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Figure 3. Distributions of dilepton rapidity (left) and cos θ∗ (right) in the central rapidity muon

channel for mµµ bins 46–66 GeV (top row), 80–91 GeV (middle), and 116–150 GeV (bottom). The

data (solid markers) and the prediction (stacked histogram) are shown after event selection. The

lower panels in each plot show the ratio of data to prediction. The error bars represent the data

statistical uncertainty while the hatched band represents the systematic uncertainty in the predic-

tion.
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Figure 4. Distributions of invariant mass for all three measurements: the central rapidity electron

(top row), the high rapidity electron channel (middle), and the central rapidity muon (bottom)

channels. For the central measurements, the distributions are plotted for |y``| < 1.0 (left) and

|y``| > 1.0 (right) while for the high rapidity measurement, regions |yee| < 2.4 (left) and |yee| > 2.4

(right) are shown. The data (solid markers) and the prediction (stacked histogram) are shown after

event selection. The lower panels in each plot show the ratio of data to prediction. The error

bars represent the data statistical uncertainty while the hatched band represents the systematic

uncertainty in the prediction.
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7 Measurement uncertainties

The uncertainties in the measurements are discussed separately starting with the sources

relevant to both electron channels, then the sources only appearing in the high rapidity

electron channel. Next, sources of uncertainty specific to the muon channel are given

followed by the sources common to all three measurements. Uncertainties due to statistical

sources from both the data and MC samples, the modelling of the energy and momentum

response to leptons, lepton selection efficiencies, background subtraction, and theoretical

uncertainties are covered in this section. Each source is classified as being correlated or

uncorrelated between measurement bins in a single channel. The sources are propagated

using one of three techniques: the bootstrap method [67], the pseudo-experiment method,

or the offset method.

7.1 Statistical uncertainties

The impact of the statistical uncertainty in the number of events in the data and MC

simulations on the cross-section measurement is quantified using the bootstrap method, a

statistical resampling technique in which each event is reweighted with a random number

drawn from a Poisson distribution with a mean of unity. This reweighting procedure is done

1000 times producing 1000 replicas of the measurement. All replicas are then unfolded and

the uncertainty is taken as the standard deviation of the measured cross sections. In the

case of the signal MC sample the bootstrap replicas are used to produce an ensemble of

1000 response matrices which are used to unfold the measurement. The standard deviation

of the unfolded cross sections is used as the signal MC statistical uncertainty.

7.2 Systematic uncertainties

The pseudo-experiment method is used for correction factors determined in bins of lep-

ton kinematics, typically η and transverse energy/momentum. These correction factors

have statistical and systematic uncertainties which are fluctuated randomly using 1000

pseudo-experiments according to a Gaussian distribution whose mean and standard de-

viation are set to the value and uncertainty of the correction factor, respectively. For

correlated sources, a single set of varied correction factors is used for all measurement bins,

whereas for uncorrelated sources the random shifts are applied separately for each bin.

The uncertainties are propagated via the unfolding procedure yielding 1000 cross-section

results which are used to determine a covariance matrix.

In the offset method the correction factor values from each source are coherently shifted

upwards and downwards by one standard deviation and the measurement is remade using

the varied values. The uncertainty is taken as half the difference between the two unfolded

measurements.

7.3 Central and high rapidity electron channels

The systematic uncertainties in the cross section that are unique to the electron channels

are dominated by the uncertainties in the electron energy scale, and the electron recon-

struction and identification efficiency uncertainties. In addition, a large contribution to the
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uncertainty arises from the electron energy resolution uncertainty in the two neighbouring

mee bins at the Z-peak, 80 < mee < 91 GeV and 91 < mee < 102 GeV.

7.3.1 Energy scale and resolution

The electron energy scale and resolution and their corresponding uncertainties are deter-

mined using Z → e+e−, W → eν, and J/ψ → e+e− decays. The uncertainty in the energy

scale is separated into a statistical component and 14 uncorrelated systematic sources.

Some of these sources are split into fine ηe bins, while others are coarsely binned into

barrel and endcap regions as described in reference [57]. These sources are found to be

strongly anti-correlated between the regions mee < mZ and mee > mZ . The statistical

uncertainty in the energy scale is found to be negligible. Adding the effects of the 14

sources of uncertainty in the energy scale in quadrature after propagating to the measured

cross sections, the combined uncertainty is 1–2% for the mass bins 80 < mee < 91 GeV and

91 < mee < 102 GeV, but is less than 1% at low and high mee. However, in the integrated

mee cross-section measurement the effect of these sources is strongly reduced as a result of

the anti-correlation between these two mee bins.

The uncertainty in the energy resolution is separated into seven uncorrelated system-

atic sources which are propagated to the cross-section measurements individually. This

combined uncertainty is typically 0.1–0.5% except in the invariant mass regions neighbour-

ing the Z-peak where it reaches 1%.

7.3.2 Reconstruction and identification efficiencies

The reconstruction and identification efficiencies of electrons are determined from data

using various tag-and-probe methods in Z and J/ψ decays, following the prescription in

reference [58] with certain improvements and adjustments for the 2012 conditions [68].

The uncertainties arise from variations in the tag-and-probe selection and the background

subtraction methods. The correlated systematic uncertainty is taken from the RMS of

all variations, separately for the reconstruction and identification efficiency sources, and

propagated using the pseudo-experiment method.

The influence of the identification efficiency uncertainty is found to be 0.2–0.4% increas-

ing for larger | cos θ∗|, and up to 2% at low mee. The reconstruction efficiency uncertainty

translates into a variation of the measured cross section which is generally below 0.2% but

as large as 0.4% at low mee.

7.3.3 Trigger efficiency

The trigger efficiency is measured in both the data and MC simulation using a tag-and-

probe method in Z → e+e− decays and is composed of a statistical uncorrelated component

which is small, and a correlated piece which is propagated using the pseudo-experiment

method. The resulting uncertainty in the cross section amounts to approximately 0.5% at

low mee but decreases to approximately 0.1% for mee > 116 GeV.
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7.3.4 Charge misidentification

The electron charge is determined from the sign of the curvature of the associated ID track.

Bremsstrahlung radiation and subsequent conversion of the radiated photons can lead to

misidentification of the charge. This is measured in Z boson decays in which one lepton

has an incorrectly reconstructed charge. Such events are selected by requiring the electron

pair to possess the same electric charge and an invariant mass to be near mZ , consistent

with a Z boson decay. The resulting correlated uncertainty is propagated with the offset

method and found to be less than 0.2% everywhere.

7.3.5 Multijet background

Uncertainties in the multijet estimation arise from the sample size used in the method, the

subtracted signal and EW contamination, the shape of the multijet distribution, and the

range of the isolation distribution used. The subtracted top quark and diboson contamina-

tion is varied coherently within the theoretical cross-section uncertainties. The subtracted

signal contamination is varied by ±5%. The shape of the multijet distribution is varied by

relaxing the same-sign charge requirement in the case of the central electron channel, and

using the transverse energy EeT of the forward electron as an alternative discriminant in

the high rapidity electron channel. The range of the isolation distribution used is varied

by ±15%.

The variations made to account for systematic uncertainties in the method lead to

changes in the estimated multijet yield in the central electron channel. The variations in

the multijet yields range from about 10% at low mee and cos θ∗ ∼ 0, to more than 100%

in regions where the nominal multijet yield is small, e.g. at large | cos θ∗| and high mee.

The uncorrelated statistical component is propagated to the measured cross sections

with the bootstrap replica method. The remaining two correlated components are propa-

gated with the offset method, which when summed in quadrature amount to a measurement

uncertainty of less than 0.1% of the cross section, except at low mee and large | cos θ∗| where

it grows to almost 1% in the central electron channel.

In the high rapidity channel the multijet yields range from 15% to more than 100%

due to systematic uncertainties in the method. At small cos θ∗ and high invariant masses

where the signal contribution is suppressed, the expected multijet background can be very

large, as noted in section 5.2. Here, the systematic uncertainty in the multijet background

is 20–70% depending on |yee|, resulting in a measurement uncertainty of 30% or greater

when propagated to the triple-differential cross section.

7.4 High rapidity electron channel

The high rapidity electron analysis differs from the central electron channel measurement

by requiring one electron to be in the forward region 2.5 < |ηe| < 4.9 where there is no

tracking system, which leads to larger background contamination. This is compensated for

by the addition of an isolation requirement on the central electron, and more restrictive

identification requirements (see section 4.2) on the central and forward electrons. The

technique used to calibrate the forward calorimeters is also different, and the impact of
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potential charge misidentification is different. Since the charge can be measured only for

the central electron, the impact of misidentification is to swap the sign of cos θ∗. Each

of these leads to additional sources of systematic uncertainty which are discussed in the

following.

The energy scale and resolution corrections for forward electrons lead to correlated

sources of uncertainty propagated using the offset method. They arise from changes in the

event selection used to perform the calibration as well as variations of the methodology.

The influence of the scale uncertainty on the measurement is about 1% but can reach 5%

at high | cos θ∗|. The resolution uncertainty amounts to 0.1–0.3% increasing to 3–5% at

large | cos θ∗| and off-peak mass bins.

The uncertainty in the cross-section measurement due to the identification efficiency

of forward electrons is considered to be correlated across the measurement bins and is

estimated using the pseudo-experiment method. It amounts to about 1% uncertainty in

the cross section.

The efficiency of the isolation selection for central electrons is derived using a tag-and-

probe method in central Z → e+e− decays and is well described by the simulation. The

resulting uncertainty in the cross section is negligible.

To verify that the modelling of the W+jet background does not affect the estimation

of the total fake lepton background in the high rapidity channel, its normalisation is varied

by 60% (as motivated by reference [18]) and the fit of the multijet background is repeated.

Since the shape of the ET distribution is similar for the W+jet and multijet backgrounds,

the total fake lepton background remains almost invariant for the off-peak regions while for

the peak mass bins the variation is small compared to the multijet background uncertainty.

7.5 Central rapidity muon channel

Uncertainties related to the muon momentum scale and resolution, and the efficiencies of

the muon trigger, reconstruction, and isolation and impact parameter selections are all

studied using Z → µ+µ− events, and in some cases J/ψ → µ+µ− events are also used.

The efficiencies are determined using a tag-and-probe method. The largest contributions

to the systematic uncertainty in the measurements typically arise from the reconstruction

efficiency and isolation efficiency modelling, and from the muon momentum scale calibra-

tion.

7.5.1 Momentum scale and resolution

Corrections to the muon momentum scale and resolution are obtained from fits to the

Z → µ+µ− and J/ψ → µ+µ− lineshapes with scale and resolution parameters derived

in local detector regions [60]. These sources are separated into 12 correlated components

for the resolution in fine ηµ bins and one correlated component for the momentum scale.

Uncertainties in the momentum scale arising from the methodology, and uncertainties in

the ID material simulation, muon angle reconstruction, and alignment are propagated

using the offset method. They result in a systematic uncertainty correlated in ηµ bins of

the measured cross sections of typically 0.3%, increasing for larger |yµµ|, | cos θ∗|, and mµµ
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to 2%. The correlated resolution uncertainty has a small influence on the measurement

and is also propagated with the offset method.

The influence of residual misalignments is estimated from two sources. The first arises

from the statistical uncertainty of the alignment corrections derived using Z → µ+µ− data

and is considered uncorrelated. This component is propagated to the cross section using

the pseudo-experiment method, and is separated into 84 uncorrelated components. The

second source accounts for biases in the correction method, and is defined as the difference

between the corrections derived for data and simulation in bins of ηµ. This uncertainty is

separated into 40 correlated components. After propagating this correlated source to the

cross section using the pseudo-experiment method, the resulting uncertainty is found to be

about 0.2%, increasing significantly with | cos θ∗| at large |yµµ|.

7.5.2 Reconstruction efficiency

The uncertainty due to the muon reconstruction efficiency is parameterised as a function of

ηµ and pµT [60] and is decomposed into correlated and uncorrelated parts. The uncertainty

is propagated to the cross section using the offset and pseudo-experiment methods for the

correlated and uncorrelated components, respectively. The correlated component has an

uncertainty of 0.1%, which corresponds to an uncertainty in the measured cross section of

0.2–0.4%.

7.5.3 Trigger efficiency

The efficiency corrections for single-muon and dimuon triggers are obtained using the tag-

and-probe method as described in reference [61]. They are parameterised in terms of muon

pseudorapidity ηµ, azimuthal angle φµ, and electric charge. The correlated uncertainty

components arise from the background contamination, a possible residual dependence on

muon pµT, and an uncertainty based on the event topology, which are propagated using

the offset method. The uncorrelated statistical uncertainty is propagated to the cross

section using the pseudo-experiment method. Events selected with the single-muon triggers

(pµT > 25 GeV) cover most of the kinematic range of the measurement, whereas the dimuon

triggers supplement the selection at low mµµ and have somewhat larger uncertainties. This

translates into a correlated uncertainty in the measured cross section which is typically 0.1%

where the single-muon triggers are used, and can reach 0.6% at large | cos θ∗| in the lowest

mµµ bin.

7.5.4 Isolation and impact parameter efficiency

Muon isolation and impact parameter selection efficiencies give rise to additional systematic

uncertainties and are estimated together. The sources considered include the remaining

background contamination, the residual variation in ηµ, and a possible bias from the event

topology estimated by varying the azimuthal opening angle between the two muons used

in the tag-and-probe method. The resulting correlated cross-section uncertainty deter-

mined with the pseudo-experiment method is found to be typically 0.2%, rising to 0.5% at

high mµµ.

– 21 –

95



J
H
E
P
1
2
(
2
0
1
7
)
0
5
9

7.5.5 Multijet background

The uncertainty in the multijet background estimate comes from several sources. The

uncorrelated statistical uncertainty of the control regions is propagated using the bootstrap

replica method and can be significant, in particular from the isolated same-charge control

sample. The subtracted top quark and diboson contamination in the control regions is

varied coherently within the theoretical cross-section uncertainties given in section 3. The

subtracted signal contamination is varied by ±5%. The correlated uncertainty in the shape

of the |yµµ| and | cos θ∗| spectra is determined from the RMS of these distributions in five

regions of increasing non-isolation of the muon pairs obtained from the control regions.

The final contribution comes from the fit extrapolation of the background estimate into

the signal region and is assessed by varying the range of the fit. Systematic components

lead to changes in the multijet yields of 15% to 30% of the expected signal contribution.

This is largest in the regions of large | cos θ∗|. The variations can be up to 60% for large

| cos θ∗| and large |y``|.
Both the shape and extrapolation uncertainties are propagated to the cross section

using the offset method and dominate the total uncertainty. The combined uncertainty in

the background estimate when propagated to the cross-section measurement is below 0.1%

in all measurement bins except in the lowest mµµ bin where it reaches 1% at large | cos θ∗|
and small |yµµ|.

7.6 Systematic uncertainties common to all channels

The systematic uncertainties common to all three channels are derived using identical

methods. With the exception of the statistical uncertainties arising from the MC samples

used, which are uncorrelated between the measurement channels, common systematic un-

certainties are assumed to be fully correlated between the channels. The dominant common

uncertainty is the uncertainty in the luminosity measurement.

7.6.1 Top, diboson, W+jet, Z/γ∗ → ττ , and photon-induced background

normalisation

The normalisation uncertainties considered for these background sources arise from vari-

ations in the PDFs, αS , and the QCD scales used in the theoretical predictions. The

normalisation uncertainty in the top quark background, which is dominated by tt̄ produc-

tion, is taken to be 6% following the PDF4LHC prescription [69]. The uncertainty includes

scale and αS variations and also takes into account the uncertainty in the top-quark mass.

Diboson (WW , WZ and ZZ) production is another important background source for which

the normalisation uncertainties are about 10%. See reference [17] for additional information

on the normalisation uncertainties of the various Monte Carlo samples used.

The background contributions from W+jet processes are assigned a normalisation

uncertainty of 5% for the central rapidity measurements. For the high rapidity electron

channel, where W+jet is a dominant background, a variation of 60% is considered (see

section 7.4).

The background contribution from Z/γ∗ → ττ decays is assigned a normalisation

uncertainty of 5%. The photon-induced background is assigned an uncertainty of 40%,
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derived by calculating the photon-induced contribution in a constituent and a current

mass scheme for the quark [41], and taking the magnitude of the difference between either

scheme and their average [13]. In all cases the normalisation uncertainties are propagated

to the final cross sections using the offset method.

7.6.2 Unfolding bias

The simulation used as an initial prior in the unfolding process could lead to a potential bias

in the measured cross sections. This potential bias is quantified by varying the predictions

within theoretical uncertainties. The PDF bias is probed using signal MC events reweighted

to each of the 26 different eigenvector variations of the CT10 PDF set in the determination

of M. For each variation the change in the unfolded cross section is found to be much

smaller than the change in the predicted cross section using each eigenvector PDF set.

Changing the PDF set can alter the predicted cross section by up to a few percent but

the influence on the unfolded result is less than 0.1%. Furthermore, the change in the

unfolded result, using one to five iterations of unfolding, is much smaller than the total

uncertainty in the data. This study is repeated by reweighting the signal MC events to

different values of the scattering amplitude coefficient A4 = 8
3AFB, which is proportional

to sin2 θW . A variation of ±0.01 is used, corresponding to a maximum change of 0.5% in

the cross-section prior, which results in a change in the unfolded cross section of less than

0.1%. These studies show that potential biases are small for five iterations or less.

A potential overestimate or underestimate of the statistical and systematic uncertain-

ties of the measurement due to the chosen number of unfolding iterations is also studied.

Tests of the statistical uncertainty are performed using pseudo-data generated using an

alternative PDF. Ultimately, two unfolding iterations are used for the final cross-section

determination. This number has a negligible bias due to the initial prior and produces a

negligible bias in the data statistical and systematic uncertainties.

7.6.3 MC modelling

The Z boson pT distribution is not well modelled in MC simulation and could influence

the measurement. The potential bias is estimated by reweighting the signal MC events to

the observed data spectrum at reconstruction-level. This reweighted MC sample is used

to unfold the cross section and the difference to the nominal measurement is taken as

the uncertainty, which is typically below 0.1%, rising to about 1% at large | cos θ∗| and

large |y``|.
Adjustments to the reweighting of the scattering amplitude coefficients in the Powheg

MC sample are found to have negligible impact on the measured cross sections.

The MC simulations used for modelling the underlying event and parton shower pro-

cesses are not explicitly studied here, but are only expected to influence this measurement

via the lepton isolation selection efficiencies. Studies presented in reference [18] indicate

that such effects are small.
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7.6.4 PDF uncertainty

As discussed in section 6, the response matrix M also includes a small acceptance inter-

polation from the measured region to the fiducial region. These acceptance corrections

differ in each of the three measurement channels due to ηe,µ gaps in the detector. The cor-

rections are 5–10% but can be larger in certain bins of the triple-differential cross-section

measurement. The PDF uncertainties due to these acceptance corrections are estimated

using the CT10 PDF eigenvector set at 68% confidence level. They are found to be small,

with uncertainties on the order of 0.1% or below for most cross-section measurement bins

in the electron channel. In the high rapidity electron channel the uncertainty is also found

to be small, except at large | cos θ∗| where it can reach 0.6%. The uncertainty evaluated

in the muon channel is found to be about 0.5% at low mµµ, negligible for mµµ at mZ , and

reaches 0.6% for large | cos θ∗| and large |yµµ|.

7.6.5 Luminosity

The uncertainty in the integrated luminosity is 1.9%, which is derived following the method-

ology detailed in reference [70]. This is fully correlated across all measurement bins and

analysis channels.

7.7 Summary of measurement uncertainties

Tables 2–4 present the contributions of the individual uncertainties discussed above for each

channel in selected analysis bins. The influence of the experimental systematic uncertainties

on the measurements of d3σ can be divided into three regions of m`` — below the resonance

peak, on the peak region, and above the resonance. In the electron channels, the largest

measurement uncertainties arise from background and efficiency correction uncertainties

at low and high m``. In the peak region the uncertainty is dominated by the energy scale

sources. The muon channel precision is limited by the background uncertainty at low m``,

and by both the momentum scale and misalignment uncertainties in the peak region. At

larger invariant mass the uncertainties related to the muon reconstruction and isolation

efficiency also become important.
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Bin mee |yee| cos θ∗ δstatunc δsigunc δbkg
unc δmj

unc δbkgcor δmj
cor δsclcor δrescor δreccor δidcor δtrigcor δqmid

cor δkfaccor δzptcor δpdf
cor δtot

[GeV] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]

1 46, 66 0.0, 0.2 −1.0,−0.7 6.7 2.4 3.4 3.1 1.9 5.2 0.5 0.7 0.5 2.5 0.7 0.2 0.0 0.9 0.2 10.6

2 46, 66 0.0, 0.2 −0.7,−0.4 2.3 0.8 1.2 0.9 1.1 2.0 0.2 0.2 0.5 2.7 0.9 0.0 0.0 0.0 0.1 4.7

3 46, 66 0.0, 0.2 −0.4, 0.0 1.4 0.5 0.9 0.4 0.9 0.9 0.3 0.1 0.3 1.9 0.3 0.0 0.0 0.0 0.0 2.9

4 46, 66 0.0, 0.2 0.0,+0.4 1.4 0.5 0.8 0.5 0.9 0.9 0.3 0.1 0.3 1.9 0.3 0.0 0.0 0.0 0.1 3.0

5 46, 66 0.0, 0.2 +0.4,+0.7 2.2 0.8 0.9 0.9 1.1 2.0 0.2 0.1 0.5 2.6 0.8 0.0 0.0 0.0 0.1 4.5

6 46, 66 0.0, 0.2 +0.7,+1.0 6.7 2.3 4.8 3.1 1.8 4.9 0.9 0.5 0.5 2.6 0.7 0.1 0.0 0.9 0.2 10.9

79 66, 80 0.2, 0.4 −1.0,−0.7 2.7 1.3 0.5 0.7 0.5 1.6 1.5 1.1 0.6 3.7 1.2 0.1 0.0 0.3 0.2 5.6

80 66, 80 0.2, 0.4 −0.7,−0.4 1.3 0.6 0.4 0.3 0.3 0.3 0.4 0.4 0.3 1.7 0.4 0.1 0.0 0.0 0.0 2.5

81 66, 80 0.2, 0.4 −0.4, 0.0 1.3 0.4 0.4 0.3 0.3 0.1 0.3 0.1 0.1 0.7 0.2 0.0 0.0 0.0 0.0 1.6

82 66, 80 0.2, 0.4 0.0,+0.4 1.2 0.5 0.3 0.4 0.3 0.1 0.3 0.1 0.1 0.7 0.2 0.1 0.0 0.0 0.0 1.7

83 66, 80 0.2, 0.4 +0.4,+0.7 1.4 0.6 0.3 0.3 0.3 0.3 0.6 0.2 0.3 1.7 0.4 0.1 0.0 0.1 0.0 2.6

84 66, 80 0.2, 0.4 +0.7,+1.0 2.7 1.4 0.4 0.7 0.4 1.6 2.8 1.0 0.6 3.8 1.2 0.2 0.0 0.3 0.1 6.1

157 80, 91 0.4, 0.6 −1.0,−0.7 0.6 0.3 0.0 0.1 0.0 0.1 1.4 0.3 0.3 3.2 0.4 0.1 0.0 0.0 0.1 3.6

158 80, 91 0.4, 0.6 −0.7,−0.4 0.4 0.2 0.0 0.0 0.0 0.0 1.0 0.1 0.1 0.5 0.2 0.1 0.0 0.1 0.0 1.2

159 80, 91 0.4, 0.6 −0.4, 0.0 0.4 0.1 0.0 0.0 0.0 0.0 1.0 0.1 0.0 0.3 0.1 0.1 0.0 0.0 0.0 1.1

160 80, 91 0.4, 0.6 0.0,+0.4 0.4 0.1 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.3 0.1 0.1 0.0 0.0 0.0 1.2

161 80, 91 0.4, 0.6 +0.4,+0.7 0.4 0.2 0.0 0.0 0.0 0.0 1.0 0.1 0.1 0.5 0.2 0.1 0.0 0.1 0.0 1.2

162 80, 91 0.4, 0.6 +0.7,+1.0 0.6 0.3 0.0 0.0 0.0 0.1 1.6 0.2 0.3 3.2 0.4 0.1 0.0 0.0 0.1 3.7

235 91, 102 0.6, 0.8 −1.0,−0.7 0.5 0.2 0.0 0.1 0.0 0.0 2.1 0.2 0.3 2.6 0.5 0.0 0.0 0.2 0.0 3.5

236 91, 102 0.6, 0.8 −0.7,−0.4 0.4 0.2 0.0 0.0 0.0 0.0 1.3 0.0 0.1 0.5 0.2 0.0 0.0 0.1 0.0 1.5

237 91, 102 0.6, 0.8 −0.4, 0.0 0.4 0.1 0.0 0.0 0.0 0.0 1.0 0.1 0.0 0.2 0.1 0.0 0.0 0.0 0.0 1.1

238 91, 102 0.6, 0.8 0.0,+0.4 0.3 0.1 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.2 0.1 0.0 0.0 0.0 0.0 1.1

239 91, 102 0.6, 0.8 +0.4,+0.7 0.4 0.2 0.0 0.0 0.0 0.0 1.2 0.0 0.1 0.5 0.2 0.0 0.0 0.1 0.0 1.4

240 91, 102 0.6, 0.8 +0.7,+1.0 0.5 0.2 0.0 0.1 0.0 0.1 2.1 0.1 0.3 2.6 0.5 0.0 0.0 0.2 0.0 3.4

313 102, 116 0.8, 1.0 −1.0,−0.7 2.8 1.2 0.6 0.8 0.5 0.7 2.1 0.9 0.2 1.4 0.3 0.1 0.0 0.1 0.0 4.3

314 102, 116 0.8, 1.0 −0.7,−0.4 2.6 1.2 0.2 0.5 0.2 0.9 2.3 1.0 0.0 0.4 0.2 0.0 0.0 0.1 0.1 4.0

315 102, 116 0.8, 1.0 −0.4, 0.0 2.0 0.8 1.6 0.3 0.2 0.2 1.0 0.3 0.1 0.3 0.1 0.1 0.0 0.0 0.0 2.9

316 102, 116 0.8, 1.0 0.0,+0.4 1.8 0.7 0.1 0.2 0.2 0.1 0.9 0.5 0.1 0.3 0.1 0.0 0.0 0.1 0.1 2.2

317 102, 116 0.8, 1.0 +0.4,+0.7 2.3 1.0 0.5 0.4 0.2 0.7 1.7 1.3 0.0 0.4 0.2 0.1 0.0 0.0 0.1 3.5

318 102, 116 0.8, 1.0 +0.7,+1.0 2.3 1.0 0.2 0.6 0.3 0.6 2.1 0.6 0.2 1.4 0.3 0.0 0.0 0.0 0.1 3.8

391 116, 150 1.0, 1.2 −1.0,−0.7 4.8 1.0 2.8 1.8 1.3 5.1 0.2 0.4 0.1 0.4 0.2 0.1 0.0 0.0 0.1 8.0

392 116, 150 1.0, 1.2 −0.7,−0.4 3.5 0.9 0.4 0.7 0.7 0.6 0.6 0.1 0.1 0.3 0.2 0.1 0.0 0.2 0.1 3.9

393 116, 150 1.0, 1.2 −0.4, 0.0 3.1 0.8 1.3 0.4 0.5 0.8 0.6 0.1 0.1 0.4 0.2 0.1 0.0 0.0 0.2 3.7

394 116, 150 1.0, 1.2 0.0,+0.4 3.0 0.8 0.6 0.5 0.4 0.9 0.6 0.2 0.1 0.4 0.2 0.1 0.0 0.1 0.0 3.5

395 116, 150 1.0, 1.2 +0.4,+0.7 2.8 0.7 0.5 0.5 0.5 0.4 0.6 0.4 0.1 0.3 0.2 0.1 0.0 0.1 0.1 3.2

396 116, 150 1.0, 1.2 +0.7,+1.0 3.7 0.8 2.2 1.1 0.8 3.4 0.4 0.2 0.1 0.4 0.2 0.1 0.0 0.0 0.1 5.7

469 150, 200 1.2, 1.4 −1.0,−0.7 11.9 1.4 2.0 3.6 2.2 1.5 0.4 0.3 0.1 0.5 0.3 0.1 0.0 0.0 0.2 12.9

470 150, 200 1.2, 1.4 −0.7,−0.4 6.6 0.8 1.0 5.9 1.6 0.9 0.9 0.2 0.1 0.5 0.3 0.1 0.0 0.0 0.1 9.2

471 150, 200 1.2, 1.4 −0.4, 0.0 6.6 1.0 3.1 1.9 1.0 0.4 1.0 0.1 0.2 0.6 0.3 0.2 0.0 0.0 0.1 7.8

472 150, 200 1.2, 1.4 0.0,+0.4 5.3 0.9 0.8 0.9 0.6 0.2 0.6 0.2 0.2 0.6 0.3 0.2 0.0 0.1 0.0 5.6

473 150, 200 1.2, 1.4 +0.4,+0.7 4.4 0.6 0.5 1.9 0.7 0.4 0.9 0.2 0.1 0.5 0.3 0.1 0.0 0.0 0.0 5.0

474 150, 200 1.2, 1.4 +0.7,+1.0 7.6 0.9 1.1 2.3 1.1 0.7 0.3 0.2 0.1 0.5 0.3 0.2 0.0 0.0 0.1 8.3

Table 2. Central rapidity electron channel uncertainties in selected bins. All uncertainties quoted

are in units of percent, relative to the measured differential cross section. The uncertainties are

separated into those which are bin-to-bin correlated within a single channel (marked “cor”) and

those which are uncorrelated (marked “unc”). The sources are the uncertainties arising from the

data sample size (δstat
unc ); the signal MC sample size (δsig

unc); the sizes of the background MC samples

(δbkg
unc); the statistical component of the multijet estimation (δmj

unc); the combined correlated (nor-

malisation) component of all background MC samples (δbkg
cor ); the multijet estimation (δmj

cor); the

electron energy scale (δscl
cor) and resolution (δres

cor); the reconstruction (δrec
cor), identification (δid

cor), and

trigger efficiencies (δtrig
cor ); the electron charge misidentification (δqmid

cor ); the K-factors (δkfac
cor ); the Z

boson pT modelling (δzpt
cor ); the PDF variation (δpdf

cor ); and the total measurement uncertainty (δtot).

The luminosity uncertainty is not included in these tables.
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Bin mee |yee| cos θ∗ δstatunc δsigunc δbkgunc δmj
unc δbkgcor δmj

cor δsclcor δrescor δfsclcor δfrescor δreccor δidcor δtrigcor δisocor δfidcor δqmid
cor δkfaccor δzptcor δpdf

cor δtot

[GeV] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]

1 66, 80 1.2, 1.6 −1.0,−0.7 6.4 3.0 6.0 4.5 0.9 11.5 0.4 0.6 3.1 2.1 0.2 0.8 0.3 0.0 0.7 0.0 0.0 0.8 0.6 16.0

2 66, 80 1.2, 1.6 −0.7,−0.4 16.4 8.7 8.0 9.9 0.5 11.4 0.5 1.2 5.8 2.5 0.1 0.2 0.1 0.0 0.8 0.0 0.0 0.8 0.3 26.0

3 66, 80 1.2, 1.6 −0.4, 0.0 — — — — — — — — — — — — — — — — — — — —

4 66, 80 1.2, 1.6 0.0,+0.4 — — — — — — — — — — — — — — — — — — — —

5 66, 80 1.2, 1.6 +0.4,+0.7 15.7 8.0 6.7 7.9 0.5 10.7 0.9 0.8 3.8 5.5 0.1 0.1 0.1 0.0 0.8 0.0 0.0 1.6 1.4 24.1

6 66, 80 1.2, 1.6 +0.7,+1.0 7.9 3.3 8.8 5.8 1.6 15.3 0.7 0.7 2.3 2.9 0.2 0.8 0.3 0.0 0.7 0.0 0.0 0.9 0.3 20.9

19 66, 80 2.4, 2.8 −1.0,−0.7 3.4 2.2 1.4 2.8 0.3 3.4 2.5 0.7 4.3 5.2 0.2 1.6 0.4 0.1 1.4 0.0 0.0 2.4 0.2 10.1

20 66, 80 2.4, 2.8 −0.7,−0.4 2.2 1.3 0.8 1.6 0.3 1.1 1.2 0.6 3.1 3.9 0.1 0.8 0.2 0.0 1.3 0.0 0.0 0.5 0.1 6.4

21 66, 80 2.4, 2.8 −0.4, 0.0 2.3 1.0 0.8 1.4 0.2 1.5 0.4 0.2 0.9 0.3 0.1 0.5 0.2 0.0 0.8 0.0 0.0 0.1 0.0 3.6

22 66, 80 2.4, 2.8 0.0,+0.4 2.8 1.2 1.5 1.9 0.4 2.0 0.4 0.5 1.3 0.3 0.1 0.5 0.2 0.0 0.7 0.0 0.0 0.3 0.1 4.7

23 66, 80 2.4, 2.8 +0.4,+0.7 2.7 1.6 1.3 2.3 0.4 1.7 1.6 0.2 4.0 6.0 0.1 0.8 0.2 0.0 1.4 0.1 0.0 1.1 0.2 8.8

24 66, 80 2.4, 2.8 +0.7,+1.0 4.2 2.7 3.4 3.7 0.7 5.5 2.8 0.9 4.9 6.5 0.2 1.6 0.4 0.1 1.4 0.0 0.0 3.6 0.3 13.2

73 91, 102 2.0, 2.4 −1.0,−0.7 0.9 0.6 0.2 0.3 0.0 0.8 0.8 0.1 1.9 0.1 0.2 0.8 0.2 0.0 1.2 0.0 0.0 0.8 0.1 2.9

74 91, 102 2.0, 2.4 −0.7,−0.4 0.5 0.3 0.0 0.2 0.0 0.7 0.9 0.1 1.5 0.2 0.0 0.4 0.1 0.0 0.8 0.0 0.0 0.1 0.1 2.1

75 91, 102 2.0, 2.4 −0.4, 0.0 0.7 0.3 0.1 0.4 0.0 0.6 0.6 0.1 1.7 0.1 0.0 0.2 0.1 0.0 0.7 0.0 0.0 0.1 0.0 2.2

76 91, 102 2.0, 2.4 0.0,+0.4 0.6 0.3 0.1 0.4 0.0 0.5 0.5 0.1 1.5 0.1 0.0 0.2 0.1 0.0 0.7 0.0 0.0 0.1 0.1 2.0

77 91, 102 2.0, 2.4 +0.4,+0.7 0.5 0.3 0.1 0.1 0.0 0.5 0.9 0.2 1.3 0.3 0.0 0.4 0.1 0.0 0.8 0.0 0.0 0.2 0.1 2.0

78 91, 102 2.0, 2.4 +0.7,+1.0 0.9 0.5 0.2 0.3 0.0 0.3 0.7 0.2 1.6 0.2 0.2 0.7 0.2 0.0 1.2 0.0 0.0 0.8 0.0 2.6

97 102, 116 1.6, 2.0 −1.0,−0.7 3.8 1.8 2.0 2.9 0.7 4.2 0.6 0.3 2.4 2.2 0.1 0.3 0.1 0.0 0.8 0.0 0.0 1.5 0.1 7.9

98 102, 116 1.6, 2.0 −0.7,−0.4 4.4 2.1 2.0 3.4 0.3 3.6 1.2 0.6 2.1 1.2 0.0 0.2 0.0 0.0 0.7 0.0 0.0 1.5 0.2 8.0

99 102, 116 1.6, 2.0 −0.4, 0.0 — — — — — — — — — — — — — — — — — — — —

100 102, 116 1.6, 2.0 0.0,+0.4 — — — — — — — — — — — — — — — — — — — —

101 102, 116 1.6, 2.0 +0.4,+0.7 3.3 1.5 1.6 2.1 0.2 2.2 1.0 0.7 1.7 1.0 0.0 0.2 0.0 0.0 0.7 0.0 0.0 1.1 0.1 5.6

102 102, 116 1.6, 2.0 +0.7,+1.0 2.6 1.4 1.3 1.5 0.3 1.9 0.3 0.1 2.1 1.0 0.1 0.3 0.1 0.0 0.8 0.0 0.0 0.9 0.2 4.9

109 102, 116 2.4, 2.8 −1.0,−0.7 3.7 2.2 2.3 3.4 0.8 6.2 3.3 1.2 6.7 6.6 0.1 0.6 0.1 0.0 1.4 0.0 0.0 3.3 0.3 13.7

110 102, 116 2.4, 2.8 −0.7,−0.4 4.2 2.3 1.0 3.7 0.3 3.3 1.4 1.2 5.5 4.2 0.0 0.2 0.1 0.0 1.2 0.0 0.0 2.0 0.2 10.2

111 102, 116 2.4, 2.8 −0.4, 0.0 3.9 1.9 1.5 4.5 0.2 4.6 0.7 0.9 2.3 1.2 0.1 0.3 0.2 0.0 0.7 0.0 0.0 0.9 0.2 8.5

112 102, 116 2.4, 2.8 0.0,+0.4 3.1 1.5 0.7 2.9 0.1 3.2 0.6 0.4 2.3 1.3 0.1 0.3 0.1 0.0 0.8 0.0 0.0 0.9 0.1 6.3

113 102, 116 2.4, 2.8 +0.4,+0.7 2.7 1.6 1.1 1.7 0.2 1.6 1.2 0.8 4.0 2.1 0.0 0.2 0.1 0.0 1.2 0.0 0.0 1.4 0.2 6.5

114 102, 116 2.4, 2.8 +0.7,+1.0 2.2 1.4 1.3 1.5 0.3 2.4 2.0 0.8 3.3 3.2 0.1 0.6 0.1 0.0 1.3 0.0 0.0 2.2 0.1 7.0

127 116, 150 1.6, 2.0 −1.0,−0.7 8.4 1.7 8.7 7.1 2.9 29.0 0.2 0.4 1.8 1.2 0.0 0.1 0.0 0.0 0.6 0.0 0.0 0.7 0.2 32.5

128 116, 150 1.6, 2.0 −0.7,−0.4 7.6 2.0 4.2 9.0 1.3 8.6 0.6 0.2 0.3 0.5 0.0 0.1 0.0 0.0 0.6 0.0 0.0 0.5 0.2 15.4

129 116, 150 1.6, 2.0 −0.4, 0.0 — — — — — — — — — — — — — — — — — — — —

130 116, 150 1.6, 2.0 0.0,+0.4 — — — — — — — — — — — — — — — — — — — —

131 116, 150 1.6, 2.0 +0.4,+0.7 4.4 1.2 3.1 3.8 0.5 3.1 0.2 0.1 0.3 0.2 0.0 0.1 0.0 0.0 0.6 0.0 0.0 0.3 0.1 7.4

132 116, 150 1.6, 2.0 +0.7,+1.0 3.9 0.9 5.5 2.5 1.2 9.8 0.2 0.1 0.9 0.2 0.0 0.1 0.0 0.0 0.7 0.0 0.0 0.5 0.1 12.3

139 116, 150 2.4, 2.8 −1.0,−0.7 16.3 2.9 11.4 14.0 5.4 29.3 1.3 0.5 5.4 1.7 0.1 0.3 0.1 0.0 1.1 0.1 0.0 1.3 0.3 39.1

140 116, 150 2.4, 2.8 −0.7,−0.4 7.5 3.0 7.5 7.3 1.2 10.7 0.2 0.2 1.2 1.4 0.0 0.2 0.1 0.0 0.9 0.0 0.0 1.6 0.3 17.2

141 116, 150 2.4, 2.8 −0.4, 0.0 6.0 1.7 3.8 5.6 0.5 6.8 0.2 0.1 1.8 0.5 0.1 0.4 0.1 0.0 0.6 0.1 0.0 0.9 0.1 11.6

142 116, 150 2.4, 2.8 0.0,+0.4 4.5 1.4 3.1 3.2 0.5 3.4 0.1 0.5 0.8 0.2 0.1 0.4 0.1 0.0 0.6 0.0 0.0 0.5 0.1 7.4

143 116, 150 2.4, 2.8 +0.4,+0.7 3.8 1.4 2.4 2.4 0.4 3.3 0.3 0.3 0.9 0.7 0.0 0.2 0.1 0.0 1.0 0.0 0.0 0.9 0.1 6.5

144 116, 150 2.4, 2.8 +0.7,+1.0 3.3 1.0 1.7 2.0 0.7 3.8 0.7 0.2 1.8 0.6 0.1 0.3 0.1 0.0 1.1 0.0 0.0 0.2 0.1 6.3

Table 3. High rapidity electron channel uncertainties in selected bins. All uncertainties quoted are

in units of percent, relative to the measured differential cross section. Bins with blank entries (“−”)

are those that have been omitted from the measurement due to a lack of expected events. The un-

certainties are separated into those which are bin-to-bin correlated within a single channel (marked

“cor”) and those which are uncorrelated (marked “unc”). The sources are the uncertainties arising

from the data sample size (δstat
unc ); the signal MC sample size (δsig

unc); the sizes of the background MC

samples (δbkg
unc); the statistical component of the multijet estimation (δmj

unc); the combined correlated

(normalisation) component of all background MC samples (δbkg
cor ); the multijet estimation (δmj

cor);

the electron energy scale (δscl
cor) and resolution (δres

cor); the forward electron energy scale (δfscl
cor ) and

resolution (δfres
cor ); the reconstruction (δrec

cor), identification (δid
cor), trigger (δtrig

cor ), isolation (δiso
cor), and

forward identification efficiencies (δfid
cor); the electron charge misidentification (δqmid

cor ); the K-factors

(δkfac
cor ); the Z boson pT modelling (δzpt

cor ); the PDF variation (δpdf
cor ); and the total measurement

uncertainty (δtot). The luminosity uncertainty is not included in these tables.
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Bin mµµ |yµµ| cos θ∗ δstatunc δsigunc δbkgunc δbkgcor δmj
cor δsclcor δsagcor δrescor δreccor δidcor δtrigcor δkfaccor δzptcor δpdf

cor δtot

[GeV] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]

1 46, 66 0.0, 0.2 −1.0,−0.7 5.4 2.0 2.1 1.5 0.5 0.2 0.5 0.6 0.3 0.3 0.7 0.0 0.5 0.3 6.6

2 46, 66 0.0, 0.2 −0.7,−0.4 1.8 0.7 1.1 1.2 0.0 0.0 0.1 0.1 0.2 0.2 0.5 0.2 0.3 0.2 2.7

3 46, 66 0.0, 0.2 −0.4, 0.0 1.5 0.6 0.8 0.9 0.5 0.0 0.1 0.0 0.5 0.4 0.0 0.2 0.4 0.2 2.3

4 46, 66 0.0, 0.2 0.0,+0.4 1.5 0.6 0.9 0.9 0.5 0.0 0.1 0.1 0.5 0.4 0.0 0.2 0.5 0.2 2.3

5 46, 66 0.0, 0.2 +0.4,+0.7 1.9 0.6 1.2 1.2 0.0 0.1 0.1 0.4 0.2 0.2 0.5 0.2 0.3 0.2 2.8

6 46, 66 0.0, 0.2 +0.7,+1.0 5.7 2.0 3.6 1.8 0.5 0.1 1.0 0.1 0.3 0.3 0.8 0.2 0.6 0.8 7.7

79 66, 80 0.2, 0.4 −1.0,−0.7 2.3 1.1 0.5 0.6 0.7 0.1 0.7 0.4 0.2 0.2 0.3 0.0 0.0 0.1 3.0

80 66, 80 0.2, 0.4 −0.7,−0.4 1.3 0.7 0.3 0.4 0.1 0.1 0.2 0.1 0.3 0.3 0.0 0.0 0.0 0.1 1.7

81 66, 80 0.2, 0.4 −0.4, 0.0 1.4 0.7 0.4 0.3 0.2 0.1 0.2 0.2 0.4 0.4 0.0 0.1 0.1 0.3 1.8

82 66, 80 0.2, 0.4 0.0,+0.4 1.4 0.7 0.3 0.3 0.2 0.1 0.1 0.2 0.4 0.4 0.1 0.1 0.1 0.2 1.8

83 66, 80 0.2, 0.4 +0.4,+0.7 1.4 0.7 0.4 0.4 0.1 0.1 0.2 0.2 0.3 0.3 0.0 0.1 0.1 0.1 1.8

84 66, 80 0.2, 0.4 +0.7,+1.0 2.2 1.1 0.4 0.6 0.8 0.2 0.7 0.1 0.2 0.2 0.3 0.0 0.0 0.3 3.0

157 80, 91 0.4, 0.6 −1.0,−0.7 0.4 0.2 0.0 0.0 0.0 0.1 1.0 0.1 0.3 0.3 0.0 0.0 0.0 0.1 1.4

158 80, 91 0.4, 0.6 −0.7,−0.4 0.4 0.2 0.0 0.0 0.0 0.2 0.6 0.1 0.4 0.4 0.1 0.0 0.0 0.0 1.1

159 80, 91 0.4, 0.6 −0.4, 0.0 0.3 0.1 0.0 0.0 0.0 0.2 0.3 0.1 0.3 0.3 0.0 0.0 0.0 0.0 0.9

160 80, 91 0.4, 0.6 0.0,+0.4 0.3 0.1 0.0 0.0 0.0 0.2 0.3 0.1 0.3 0.3 0.0 0.0 0.0 0.0 0.9

161 80, 91 0.4, 0.6 +0.4,+0.7 0.4 0.2 0.0 0.0 0.0 0.2 0.6 0.0 0.4 0.4 0.1 0.0 0.0 0.0 1.1

162 80, 91 0.4, 0.6 +0.7,+1.0 0.4 0.2 0.0 0.0 0.0 0.2 1.1 0.1 0.3 0.3 0.1 0.0 0.1 0.0 1.4

235 91, 102 0.6, 0.8 −1.0,−0.7 0.4 0.2 0.0 0.0 0.0 0.1 0.5 0.0 0.3 0.3 0.1 0.0 0.1 0.0 1.0

236 91, 102 0.6, 0.8 −0.7,−0.4 0.3 0.2 0.0 0.0 0.0 0.1 1.0 0.0 0.4 0.4 0.2 0.0 0.0 0.0 1.3

237 91, 102 0.6, 0.8 −0.4, 0.0 0.3 0.1 0.0 0.0 0.0 0.1 0.3 0.0 0.2 0.2 0.0 0.0 0.0 0.0 0.8

238 91, 102 0.6, 0.8 0.0,+0.4 0.3 0.1 0.0 0.0 0.0 0.2 0.3 0.0 0.3 0.2 0.0 0.0 0.0 0.0 0.8

239 91, 102 0.6, 0.8 +0.4,+0.7 0.3 0.2 0.0 0.0 0.0 0.2 1.0 0.0 0.4 0.4 0.1 0.0 0.0 0.0 1.3

240 91, 102 0.6, 0.8 +0.7,+1.0 0.4 0.2 0.0 0.0 0.0 0.1 0.5 0.0 0.3 0.3 0.1 0.0 0.1 0.1 1.0

313 102, 116 0.8, 1.0 −1.0,−0.7 2.1 1.0 0.1 0.4 0.0 0.2 0.9 1.4 0.4 0.4 0.2 0.0 0.0 0.1 3.0

314 102, 116 0.8, 1.0 −0.7,−0.4 1.8 0.8 0.0 0.2 0.1 0.2 1.8 0.3 0.3 0.3 0.2 0.0 0.0 0.0 2.8

315 102, 116 0.8, 1.0 −0.4, 0.0 1.7 0.7 0.0 0.1 0.0 0.1 0.4 0.6 0.3 0.3 0.1 0.0 0.0 0.0 2.0

316 102, 116 0.8, 1.0 0.0,+0.4 1.6 0.6 0.0 0.1 0.0 0.2 0.4 0.5 0.3 0.3 0.0 0.0 0.0 0.0 2.0

317 102, 116 0.8, 1.0 +0.4,+0.7 1.6 0.7 0.0 0.2 0.1 0.2 2.0 0.8 0.4 0.3 0.1 0.0 0.0 0.1 2.8

318 102, 116 0.8, 1.0 +0.7,+1.0 2.0 0.9 0.1 0.3 0.0 0.2 0.8 1.5 0.4 0.4 0.0 0.0 0.0 0.0 2.7

391 116, 150 1.0, 1.2 −1.0,−0.7 4.1 1.2 0.3 1.3 0.0 0.1 0.5 0.3 0.5 0.5 0.2 0.1 0.0 0.1 4.8

392 116, 150 1.0, 1.2 −0.7,−0.4 2.9 0.7 0.2 0.7 0.1 0.1 0.7 0.4 0.4 0.3 0.2 0.0 0.1 0.1 3.4

393 116, 150 1.0, 1.2 −0.4, 0.0 2.5 0.6 0.1 0.5 0.1 0.1 0.5 0.1 0.3 0.3 0.2 0.0 0.1 0.1 2.8

394 116, 150 1.0, 1.2 0.0,+0.4 2.2 0.6 0.1 0.4 0.0 0.0 0.5 0.0 0.3 0.3 0.1 0.0 0.1 0.1 2.5

395 116, 150 1.0, 1.2 +0.4,+0.7 2.3 0.6 0.2 0.5 0.0 0.0 0.4 0.3 0.3 0.3 0.0 0.0 0.1 0.0 2.6

396 116, 150 1.0, 1.2 +0.7,+1.0 3.2 0.9 0.3 0.7 0.1 0.1 0.8 0.1 0.5 0.5 0.0 0.0 0.0 0.1 3.8

469 150, 200 1.2, 1.4 −1.0,−0.7 11.1 1.5 1.2 2.9 0.1 0.3 2.7 0.5 0.7 0.5 0.2 0.1 0.0 0.1 13.6

470 150, 200 1.2, 1.4 −0.7,−0.4 5.6 0.8 0.5 1.4 0.0 0.1 1.3 0.1 0.5 0.4 0.2 0.0 0.0 0.1 6.2

471 150, 200 1.2, 1.4 −0.4, 0.0 4.6 0.6 0.3 0.9 0.1 0.0 1.0 0.2 0.4 0.4 0.2 0.0 0.0 0.1 5.1

472 150, 200 1.2, 1.4 0.0,+0.4 4.1 0.5 0.2 0.7 0.1 0.0 1.1 0.0 0.4 0.4 0.1 0.0 0.0 0.0 4.5

473 150, 200 1.2, 1.4 +0.4,+0.7 4.0 0.5 0.2 0.8 0.0 0.1 0.8 0.2 0.4 0.4 0.0 0.0 0.0 0.1 4.3

474 150, 200 1.2, 1.4 +0.7,+1.0 6.6 0.9 0.5 1.2 0.1 0.0 1.7 0.0 0.6 0.5 0.0 0.0 0.1 0.1 8.0

Table 4. Central rapidity muon channel uncertainties in selected bins. All uncertainties quoted

are in units of percent, relative to the measured differential cross section. The uncertainties are

separated into those which are bin-to-bin correlated within a single channel (marked “cor”) and

those which are uncorrelated (marked “unc”). The sources are the uncertainties arising from the

data sample size (δstat
unc ); the signal MC sample size (δsig

unc); the sizes of the background MC sam-

ples (δbkg
unc); the combined correlated (normalisation) component of all background MC samples

(δbkg
cor ); the multijet estimation (δmj

cor); the muon momentum scale (δscl
cor); the sagitta bias corrections

(δsag
cor ); the muon momentum resolution (δres

cor); the reconstruction (δrec
cor), identification (δid

cor), and

trigger efficiencies (δtrig
cor ); the K-factors (δkfac

cor ); the Z boson pT modelling (δzpt
cor ); the PDF variation

(δpdf
cor ); and the total measurement uncertainty (δtot). The luminosity uncertainty is not included in

these tables.
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8 Results

In the two invariant mass bins in the region 80 < m`` < 102 GeV, the measurement of

d3σ in the central electron channel achieves a total uncertainty (excluding the luminosity

contribution) of 1–2% per bin. In the muon channel the precision is better than 1%.

In both cases the measurement precision is dominated by the experimental systematic

uncertainties, compared to a data statistical uncertainty of about 0.5% per bin in this high-

precision region. In the high rapidity electron channel, the precision of the measurement

reaches 2–3% per bin, of which the statistical uncertainty is about 0.5%.

The data tables provided in this paper contain compact summaries of the measurement

uncertainties; however, complete tables with the full breakdown of all systematic uncertain-

ties and their correlated components are provided in HEPData [71, 72]. These complete

tables also include the correction factors used to translate the unfolded measurements from

the dressed-level to the Born-level as discussed in section 6.

8.1 Combination of the central rapidity electron and muon channels

The central rapidity electron and muon measurement channels are defined with a com-

mon fiducial region given in section 6 and therefore are combined to further reduce the

experimental uncertainties. A χ2-minimisation technique is used to combine the cross sec-

tions [73–75]. This method introduces a nuisance parameter for each systematic error source

which contributes to the total χ2. The sources of uncertainty considered are discussed

in section 7. Correlated sources of uncertainty which are propagated with the pseudo-

experiment or bootstrap resampling methods can be represented in covariance matrix form

for each source. The covariance matrices are decomposed into eigenvector representations

as input to the χ2-minimisation function. For each covariance matrix the eigenvectors are

sorted by the magnitude of their corresponding eigenvalues. The largest of the eigenvalues

are added in order of decreasing value until their sum exceeds a certain fraction of the

sum of all eigenvalues, feig. At which point the correlation information for the eigenvectors

whose eigenvalues were not included in the sum is ignored and the eigenvectors are added

in quadrature to form a diagonal uncorrelated uncertainty matrix. The resulting numbers

of nuisance parameters depends on the complexity of the correlation pattern and on feig,

for which values between 99% and 20% are chosen depending on the source.

This method of decomposition can accurately describe the full covariance matrix, and

simultaneously reduce the number of nuisance parameters. The method preserves the total

uncertainty and marginally enhances the uncorrelated component of the uncertainty by

construction. The original and decomposed covariance matrices are compared and found

to agree well such that the combined results are found to be stable in terms of χ2 and

the central values and their uncertainties when feig is varied around the chosen value in a

wide range.

Bin-to-bin correlated sources of uncertainty which are also correlated between the two

measurement channels share common nuisance parameters, and are listed in section 7.6.

In total, 275 nuisance parameters are used in the procedure. The behaviour of the un-

certainties with respect to the combined cross-section values can lead to non-Gaussian
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distributions of the nuisance parameters. For example, sources related to the selection

efficiencies are expected to be proportional to the combined cross-section value, i.e. have

multiplicative behaviour; sources related to background subtraction are expected to be in-

dependent of the combined cross section and therefore have an additive behaviour. Finally,

data statistical sources are expected to be proportional to the square-root of the combined

cross section, and have Poisson-like behaviour even after unfolding.

The combination of the central electron and muon channels introduces shifts and con-

straints to the nuisance parameters. These shifts are propagated to high rapidity electron

channel measurement but only have a small impact on this channel since it is dominated by

the forward calorimeter uncertainties. The combination of the electron and muon channel

cross-section measurements results in a χ2 per degree of freedom (dof) of 489/451 (p-value

of 10%). The pulls of the individual channel measurements to the combined data are found

to be Gaussian-distributed about zero with unit RMS. They do not indicate any trends as

a function of the kinematic variables. The pulls of the nuisance parameters are similarly

found to be Gaussian-distributed about zero with a somewhat larger width of 1.18. Only

six nuisance parameters have shifts exceeding three standard deviations, which are sources

related to the calibration of the electromagnetic calorimeter, and the source describing

the normalisation of the Z → ττ background MC sample. These particular sources have

negligible impact on the measurement.

8.2 Compatibility tests and integrated measurements

In the following subsections, the triple-differential cross sections measured in each of the

three channels are compared to one another. The compatibility of the combined data with

published ATLAS DY measurements made using the same 2012 dataset is briefly discussed.

Moreover, the combined triple-differential cross section is integrated to produce single- and

double-differential cross sections which are then compared to theoretical predictions.

8.2.1 Compatibility of the central and high rapidity measurements

The measurements performed in the central electron and muon channels are compared with

the high rapidity analysis to test for compatibility. The measurements are made in two

different fiducial regions and therefore a common fiducial volume is defined within which the

comparison is made. This volume is chosen to be 66 < m`` < 150 GeV, p`T > 20 GeV, and

no requirement is made on the pseudorapidity of the lepton. The comparison is performed

in the overlapping |y``| bins of the central and high rapidity analyses.

The corresponding acceptance corrections are obtained from the Powheg simulation

for each individual measurement bin. Bins with extrapolation factors smaller than 0.1 are

excluded from this test, since they correspond to very restricted regions of phase space.

Such regions are subject to large modelling uncertainties, in particular the uncertainty

associated with modelling the Z boson transverse momentum. In each bin, the sum of

the extrapolation factors for the central and high rapidity channels are found to be close

to 80%, indicating that the two sets of measurements cover most of the phase space for

66 < m`` < 150 GeV and p`T > 20 GeV. A second calculation of the extrapolation factors

to the full phase space (i.e. p`T > 0 GeV) has an uncertainty of 1.5%. This is assumed to be

– 29 –

103



J
H
E
P
1
2
(
2
0
1
7
)
0
5
9

strongly anti-correlated between the factors for the central and high rapidity channels since

the sum of factors is close to unity. Therefore, an additional 1% anti-correlated uncertainty

in the extrapolation factors is used.

The uncertainties arising from electron efficiency corrections are taken to be uncor-

related between the central and high rapidity electron channels since they use different

identification criteria and triggers. The multijet uncertainty is also taken to be uncorre-

lated. The χ2/dof of the compatibility test is found to be 32/30 (p-value of 37%) for the

electron channel and 39/30 (p-value of 13%) for the muon channel.

8.2.2 Compatibility with published data

The cross-section measurements in the central electron and muon channels partially over-

lap with published DY measurements from ATLAS using the same data set. They are

differential measurements of the Z boson transverse momentum spectrum [16] and of the

high-mass DY cross section for m`` > 116 GeV [17]. The compatibility of the data pre-

sented here with these two published measurements has been tested in identical fiducial

regions, separately for the electron and muon channels. The measurements are in good

agreement with each other.

The reader is referred to [16] where the most precise measurements of integrated and

pT-differential Z cross sections were made in the fiducial region p`T > 20 GeV and |η`| < 2.4.

For cross sections differential in m`` and |y``| in the region m`` > 116 GeV, see the

results presented in reference [17]. These measurements are given in the fiducial region of

p`T > 40, 30 GeV for leading and subleading leptons, and |η`| < 2.5. Note that the published

cross sections include the γγ → `+`− process.

For cross sections measured in the region m`` < 116 GeV and differential in m`` and

|y``|, the data presented in this paper should be used.

8.2.3 Integrated cross sections

The combined measurements are integrated over the kinematic variables cos θ∗ and y`` in

order to determine the cross section dσ/dm``. Similarly, the integration is performed in

cos θ∗ to determine the cross section d2σ/dm``d|y``|. The integration is firstly performed

for the electron and muon channels separately to allow a χ2-test for compatibility of the

two channels. The measurements are simply summed in the e and µ channels for the bins

in which both electron and muon measurements are present. Statistical and uncorrelated

uncertainties are added in quadrature, whereas correlated systematic uncertainties are

propagated linearly. The compatibility tests return χ2/dof = 12.8/7 (p-value of 7.7%) for

the one-dimensional cross section, and 103/84 (p-value of 7.4%) for the two-dimensional

cross section.

The integrated cross sections dσ/dm`` and d2σ/dm``d|y``| are determined from the

combined Born-level fiducial triple-differential cross sections. The one-dimensional result

is shown in figure 5. The corresponding table of measurements is given in table 5 located in

the appendix. The data shows that the combined Born-level fiducial cross section falls by

three orders of magnitude in the invariant mass region from the resonant peak to 200 GeV.

The data have an uncertainty of about 2%, dominated by the luminosity uncertainty of
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Figure 5. The combined Born-level fiducial cross section dσ/dm``. The data are shown as solid

markers and the prediction from Powheg including NNLO QCD and NLO EW K-factors is shown

as the solid line. The lower panel shows the ratio of prediction to measurement. The inner error

bars represent the data statistical uncertainty and the solid band shows the total experimental

uncertainty. The contribution to the uncertainty from the luminosity measurement is excluded.

The hatched band represents the statistical and PDF uncertainties in the prediction.

1.9%, while uncertainties from the experimental systematic sources can be as low as 0.5%

for the peak region. The statistical precision is 0.5% or better, even for the highest in-

variant mass bin. The fiducial measurements are well predicted by the NLO QCD and

parton shower simulation from Powheg partially corrected for NNLO QCD and NLO EW

effects, and scattering amplitude coefficients as described in section 3. The uncertainties

in the predictions include those arising from the sample size and the PDF variations. No

renormalization, factorisation and matching scale variation uncertainties are included al-

though they can be sizeable — as large as 5% for NLO predictions. Except in the lowest

mass bin, the predictions underestimate the cross section by about 1–2% (smaller than the

luminosity uncertainty), as seen in the lower panel of the figure which shows the ratio of

prediction to the measurement.

The two-dimensional Born-level fiducial cross section, d2σ/dm``d|y``|, is illustrated

in figure 6 and listed in table 6 of the appendix. In each measured invariant mass bin,

the shape of the rapidity distribution shows a plateau at small |y``| leading to a broad

shoulder followed by a cross section falling to zero at the highest accessible |y``|. The

width of the plateau narrows with increasing m``. In the two high-precision Z-peak mass

bins, the measured cross-section values have a total uncertainty (excluding the common

luminosity uncertainty) of 0.4% for |y``| < 1 rising to 0.7% at |y``| = 2.4. At high in-

variant mass, the statistical and experimental uncertainty components contribute equally
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Figure 6. The combined Born-level fiducial cross section d2σ/dm``d|y``| in the seven invariant

mass bins of the central measurements. The data are shown as solid markers and the prediction from

Powheg including NNLO QCD and NLO EW K-factors is shown as the solid line. The lower panel

shows the ratio of prediction to measurement. The inner error bars represent the data statistical

uncertainty and the solid band shows the total experimental uncertainty. The contribution to

the uncertainty from the luminosity measurement is excluded. The hatched band represents the

statistical and PDF uncertainties in the prediction.

to the total measurement precision in the plateau region, increasing from 0.5% to 1.8%.

The theoretical predictions replicate the features in the data well. The lower panel of

each figure shows the ratio of the prediction to the measurement. Here, in addition to

overall rate difference already observed in the one-dimensional distribution, a small ten-

dency of the data to exceed the predictions at the highest |y``| can be seen in some of the

mass bins.
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8.3 Triple-differential cross sections

The combined triple-differential Born-level cross section is shown in figures 7–10. For each

invariant mass bin, the data are presented as a function of |y``|, with each of the six cos θ∗

regions overlaid in the main panel of the figures. The lower panels show in more detail the

ratio of the prediction to the data for each cos θ∗ bin in turn. The statistical and total,

excluding the contribution from the luminosity, uncertainties in the data are shown in the

ratio panels.

The accessible range of the |y``| distribution is largest for the region close to cos θ∗ ' 0,

and smallest at the extremes of cos θ∗. In the lowest invariant mass bin, the cross-section

measurements in cos θ∗ bins with the same absolute value, e.g. bins −1.0 < cos θ∗ < −0.7

and +0.7 < cos θ∗ < +1.0, are consistent with each other at low |y``| ' 0, but exhibit an

asymmetry which increases with |y``|. At large |y``|, the cross sections for cos θ∗ < 0 are

up to 35% larger than the corresponding measurements at cos θ∗ > 0. In the 66 < m`` <

80 GeV bin, all cross sections are larger, for large | cos θ∗| in particular, due to reduced

influence of the fiducial selection on p`T.

The next two invariant mass bins show the peak of the cross section where the asym-

metry is smallest. In fact, for 80 < m`` < 91 GeV the difference between cos θ∗ > 0 and

cos θ∗ < 0 is close to zero. The dramatic improvement in the overall precision of the mea-

surements in this region is also apparent. For the 91 < m`` < 102 GeV region, the small

asymmetry is observed to change sign, yielding larger cross sections for the cos θ∗ < 0 part

of the phase space. This behaviour is expected from the interference effects between the Z

and γ∗ contributions to the scattering amplitudes. For bins of higher invariant mass the

asymmetry increases albeit with larger uncertainties due to the limited statistical precision

of the data. The combined measurement is listed in table 7 with its uncertainties.

The predictions describe the data very well, as can be seen from the ratio panels, apart

from some bins at large |y``| and | cos θ∗|. These bins correspond to edges of the fiducial

acceptance and may be affected by the pT,`` modelling uncertainties which are not shown

for the predictions.

In figures 11–15 the measured triple differential Born-level cross section for the high

rapidity electron channel analysis is presented as a function of cos θ∗. In this channel the

region of small | cos θ∗| is experimentally accessible only for moderate values of rapidity,

i.e. |y``| ' 2.0–2.8. Nevertheless the same features of the cross section are observed: the

cross sections are largest for the region m`` ∼ mZ ; an asymmetry in the cos θ∗ spectrum

is observed with larger cross sections at negative cos θ∗ for m`` < mZ , and larger cross

sections at positive cos θ∗ for m`` > mZ ; the magnitude of the asymmetry is smallest for

80 < m`` < 91 GeV and increases with m``. The triple-differential measurement is listed

in table 8 with its uncertainties.
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Figure 7. The combined Born-level fiducial cross sections d3σ. The kinematic region shown is

labelled in each plot. The data are shown as solid (cos θ∗ < 0) and open (cos θ∗ > 0) markers

and the prediction from Powheg including NNLO QCD and NLO EW K-factors is shown as the

solid line. The difference, ∆σ, between the predicted cross sections in the two measurement bins

at equal | cos θ∗| symmetric around cos θ∗ = 0 is represented by the hatched shading. In each plot,

the lower panel shows the ratio of prediction to measurement. The inner error bars represent the

statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The

contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched

band represents the statistical and PDF uncertainties in the prediction.
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Figure 8. The combined Born-level fiducial cross sections d3σ. The kinematic region shown is

labelled in each plot. The data are shown as solid (cos θ∗ < 0) and open (cos θ∗ > 0) markers

and the prediction from Powheg including NNLO QCD and NLO EW K-factors is shown as the

solid line. The difference, ∆σ, between the predicted cross sections in the two measurement bins

at equal | cos θ∗| symmetric around cos θ∗ = 0 is represented by the hatched shading. In each plot,

the lower panel shows the ratio of prediction to measurement. The inner error bars represent the

statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The

contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched

band represents the statistical and PDF uncertainties in the prediction.
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Figure 9. The combined Born-level fiducial cross sections d3σ. The kinematic region shown is

labelled in each plot. The data are shown as solid (cos θ∗ < 0) and open (cos θ∗ > 0) markers

and the prediction from Powheg including NNLO QCD and NLO EW K-factors is shown as the

solid line. The difference, ∆σ, between the predicted cross sections in the two measurement bins

at equal | cos θ∗| symmetric around cos θ∗ = 0 is represented by the hatched shading. In each plot,

the lower panel shows the ratio of prediction to measurement. The inner error bars represent the

statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The

contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched

band represents the statistical and PDF uncertainties in the prediction.
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Figure 10. The combined Born-level fiducial cross sections d3σ. The kinematic region shown is

labelled in each plot. The data are shown as solid (cos θ∗ < 0) and open (cos θ∗ > 0) markers

and the prediction from Powheg including NNLO QCD and NLO EW K-factors is shown as the

solid line. The difference, ∆σ, between the predicted cross sections in the two measurement bins

at equal | cos θ∗| symmetric around cos θ∗ = 0 is represented by the hatched shading. In each plot,

the lower panel shows the ratio of prediction to measurement. The inner error bars represent the

statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The

contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched

band represents the statistical and PDF uncertainties in the prediction.
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Figure 11. The high rapidity electron channel Born-level fiducial cross section d3σ. The kinematic

region shown is labelled in each plot. The data are shown as solid markers and the prediction from

Powheg including NNLO QCD and NLO EW K-factors is shown as the solid line. In each plot,

the lower panel shows the ratio of prediction to measurement. The inner error bars represent the

statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The

contribution from the uncertainty of the luminosity measurement is excluded. The hatched band

represents the statistical and PDF uncertainties in the prediction.
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Figure 12. The high rapidity electron channel Born-level fiducial cross section d3σ. The kinematic

region shown is labelled in each plot. The data are shown as solid markers and the prediction from

Powheg including NNLO QCD and NLO EW K-factors is shown as the solid line. In each plot,

the lower panel shows the ratio of prediction to measurement. The inner error bars represent the

statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The

contribution from the uncertainty of the luminosity measurement is excluded. The hatched band

represents the statistical and PDF uncertainties in the prediction.
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Figure 13. The high rapidity electron channel Born-level fiducial cross section d3σ. The kinematic

region shown is labelled in each plot. The data are shown as solid markers and the prediction from

Powheg including NNLO QCD and NLO EW K-factors is shown as the solid line. In each plot,

the lower panel shows the ratio of prediction to measurement. The inner error bars represent the

statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The

contribution from the uncertainty of the luminosity measurement is excluded. The hatched band

represents the statistical and PDF uncertainties in the prediction.
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Figure 14. The high rapidity electron channel Born-level fiducial cross section d3σ. The kinematic

region shown is labelled in each plot. The data are shown as solid markers and the prediction from

Powheg including NNLO QCD and NLO EW K-factors is shown as the solid line. In each plot,

the lower panel shows the ratio of prediction to measurement. The inner error bars represent the

statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The

contribution from the uncertainty of the luminosity measurement is excluded. The hatched band

represents the statistical and PDF uncertainties in the prediction.
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Figure 15. The high rapidity electron channel Born-level fiducial cross section d3σ. The kinematic

region shown is labelled in each plot. The data are shown as solid markers and the prediction from

Powheg including NNLO QCD and NLO EW K-factors is shown as the solid line. In each plot,

the lower panel shows the ratio of prediction to measurement. The inner error bars represent the

statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The

contribution from the uncertainty of the luminosity measurement is excluded. The hatched band

represents the statistical and PDF uncertainties in the prediction.
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8.4 Forward-backward asymmetry

The effect of parity violation in Z boson decays is more clearly visible in the forward-

backward asymmetry, AFB, derived from the cross-section measurements of d3σ. The

combined Born-level cross sections are used to determine AFB in the region 0 < |y``| < 2.4

by summing the measurement bins for cos θ∗ > 0 and for cos θ∗ < 0 and calculating the

asymmetry according to equation (1.3).

The uncorrelated uncertainty in AFB is determined using standard error propagation.

The correlated uncertainty is determined for each source in turn by coherently shifting

d3σ by the associated correlated uncertainty and calculating the difference to the nominal

value of AFB. Finally, the total uncertainty in AFB is taken as the sum in quadrature of

the correlated and uncorrelated components. The uncertainties in AFB are significantly

reduced, especially the correlated uncertainties such as the electron energy scale and reso-

lution. The total uncertainty is dominated by the data statistical uncertainty everywhere.

An experimental uncertainty of 1 × 10−3 is reached for the combined measurement, and

4× 10−3 for the high rapidity electron channel measurement. In the high-precision region

of 80 < m`` < 102 GeV the largest systematic uncertainty contributions are from the MC

sample size (which are a factor two smaller than the data statistical uncertainty) and the

lepton scale contributions, which are an order of magnitude smaller. At low m`` the uncor-

related and statistical contributions from the background sources are also of comparable

size. Summary tables of these measurements are given in tables 9 and 10 in the appendix.

The measurements of AFB are shown in figure 16 for the combined data. The data are

compared to a Born-level prediction from Powheg including K-factors for NNLO QCD and

NLO EW corrections. The value of sin2 θeff
lept used in the simulation is 0.23113 [76]. The

measured asymmetry is found to generally increase with m`` from a negative to a positive

asymmetry which is close to zero near m`` = mZ . The magnitude of AFB is smallest for

|y``| = 0 and increases to a maximum in the region 1.0 < |y``| < 2.0, before decreasing at

larger rapidity. This is expected from the effect of dilution and the unknown direction of

the incident q on an event-by-event basis. At larger |y``|, and hence larger x, the influence

of the higher-momentum valence u- and d-quarks becomes increasingly apparent through

the longitudinal boost in the valence direction. This allows a correct determination of the

q direction to be made on average and is well modelled by the Powheg prediction. At even

larger |y``| in the combined measurements the maximum of |AFB| decreases again due to

the limited acceptance of the detector in ηe,µ.

The measurements of AFB in the high rapidity electron channel analysis, which is ex-

pected to be more sensitive to the asymmetry, are presented in figure 17. Qualitatively, the

asymmetry shows behaviour similar to that seen in the combined measurement: the asym-

metry increases with mee and values of |AFB| reaching 0.7 are observed at the highest |yee|
where the influence of dilution is smallest. As was the case in the combined measurement,

the high rapidity AFB measurement is well-described by the Powheg prediction.
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Figure 16. Forward-backward asymmetry, AFB, determined from the combined Born-level fiducial

cross section. The kinematic region shown is labelled in each plot. The data are shown as solid

markers and the error bars represent the total experimental uncertainty. The prediction from

Powheg including NNLO QCD and NLO EW K-factors is shown as the solid line and the hatched

band represents the statistical and PDF uncertainties in the prediction.
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Figure 17. Forward-backward asymmetry, AFB, determined from the high rapidity electron Born-

level fiducial cross section. The kinematic region shown is labelled in each plot. The data are shown

as solid markers and the error bars represent the total experimental uncertainty. The prediction

from Powheg including NNLO QCD and NLO EW K-factors is shown as the solid line and the

hatched band represents the statistical and PDF uncertainties in the prediction.
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9 Conclusion

The triple-differential Drell-Yan production cross section d3σ/dm``d|y``|d cos θ∗ is mea-

sured in the range 46 < m`` < 200 GeV and |y``| < 2.4 for electron and muon pairs. The

measurements are extended to high rapidity in the electron channel up to |yee| = 3.6 in

the mass range 66 < m`` < 150 GeV. The analysis uses 20.2 fb−1 of pp collision data at√
s = 8 TeV collected in 2012 by the ATLAS detector at the LHC. The central rapid-

ity measurement channels are combined taking into account the systematic uncertainty

correlations. Their combination achieves an experimental precision of better than 0.5%,

excluding the overall uncertainty in the luminosity measurement of 1.9%.

The combined cross sections are integrated to produce the single- and dou-

ble-differential cross sections dσ/dm`` and d2σ/dm``d|y``|. The fiducial cross sections

are compared to a theoretical prediction calculated using Powheg at NLO with matched

leading-logarithm parton showers. The calculation is approximately corrected for NNLO

QCD effects and for additional higher-order electroweak effects applied as a function of

m``. The single- and double-differential measurements are well described by the predic-

tion. Having applied corrections to the scattering amplitude coefficients in Powheg the

prediction also provides a good description of the triple-differential measurements.

The measured cross sections are used to determine the forward-backward asymme-

try AFB as a function of dilepton invariant mass and rapidity. The Powheg predictions

enhanced with NNLO QCD and NLO EW K-factors describe the observed behaviour of

AFB well.
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A Data tables

Summary tables of d3σ/dm``d|y``|d cos θ∗ cross sections and AFB are given in this ap-

pendix. Tables containing the complete breakdown of systematic uncertainties are available

in HEPData [71, 72].

A.1 Integrated cross-section tables

m`` dσ/dm`` δstat δsyst
unc δsyst

cor δtotal

[GeV] [pb/GeV] [%] [%] [%] [%]

46, 66 7.61× 10−1 0.2 0.1 0.9 0.9

66, 80 1.13 0.1 0.1 0.4 0.4

80, 91 21.4 0.0 0.0 0.2 0.2

91, 102 25.0 0.0 0.0 0.2 0.2

102, 116 8.25× 10−1 0.2 0.1 0.4 0.4

116, 150 1.64× 10−1 0.3 0.1 0.7 0.7

150, 200 3.66× 10−2 0.5 0.2 1.3 1.4

Table 5. The combined Born-level single-differential cross section dσ/dm``. The measurements

are listed together with the statistical (δstat), uncorrelated systematic (δsyst
unc ), correlated systematic

(δsyst
cor ), and total (δtotal) uncertainties. The luminosity uncertainty of 1.9% is not shown and not

included in the overall systematic and total uncertainties.
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m`` |y``| d2σ/dm``d|y``| δstat δsystunc δsystcor δtotal mee |y``| d2σ/dm``d|y``| δstat δsystunc δsystcor δtotal

[GeV] [pb/GeV] [%] [%] [%] [%] [GeV] [pb/GeV] [%] [%] [%] [%]

46, 66 0.0, 0.2 1.85× 10−1 0.6 0.4 1.0 1.2 46, 66 1.2, 1.4 1.86× 10−1 0.6 0.4 0.9 1.1

46, 66 0.2, 0.4 1.87× 10−1 0.6 0.5 1.0 1.2 46, 66 1.4, 1.6 1.82× 10−1 0.6 0.4 0.9 1.1

46, 66 0.4, 0.6 1.86× 10−1 0.6 0.4 0.9 1.2 46, 66 1.6, 1.8 1.66× 10−1 0.6 0.5 0.9 1.2

46, 66 0.6, 0.8 1.87× 10−1 0.6 0.4 0.9 1.2 46, 66 1.8, 2.0 1.35× 10−1 0.7 0.5 0.8 1.2

46, 66 0.8, 1.0 1.86× 10−1 0.6 0.4 0.9 1.2 46, 66 2.0, 2.2 8.60× 10−2 0.8 0.6 0.8 1.3

46, 66 1.0, 1.2 1.88× 10−1 0.6 0.4 0.9 1.1 46, 66 2.2, 2.4 2.93× 10−2 1.4 1.1 0.9 2.0

66, 80 0.0, 0.2 3.05× 10−1 0.4 0.2 0.4 0.6 66, 80 1.2, 1.4 2.82× 10−1 0.4 0.2 0.4 0.6

66, 80 0.2, 0.4 3.02× 10−1 0.4 0.2 0.4 0.6 66, 80 1.4, 1.6 2.54× 10−1 0.5 0.3 0.4 0.6

66, 80 0.4, 0.6 3.02× 10−1 0.4 0.2 0.4 0.6 66, 80 1.6, 1.8 2.08× 10−1 0.5 0.3 0.4 0.7

66, 80 0.6, 0.8 3.01× 10−1 0.4 0.2 0.4 0.6 66, 80 1.8, 2.0 1.54× 10−1 0.6 0.3 0.5 0.8

66, 80 0.8, 1.0 2.95× 10−1 0.4 0.2 0.4 0.6 66, 80 2.0, 2.2 9.27× 10−2 0.7 0.4 0.6 1.0

66, 80 1.0, 1.2 2.93× 10−1 0.4 0.2 0.4 0.6 66, 80 2.2, 2.4 3.05× 10−2 1.2 0.7 0.9 1.7

80, 91 0.0, 0.2 6.00 0.1 0.0 0.2 0.2 80, 91 1.2, 1.4 5.19 0.1 0.1 0.2 0.3

80, 91 0.2, 0.4 6.00 0.1 0.0 0.2 0.2 80, 91 1.4, 1.6 4.51 0.1 0.1 0.2 0.3

80, 91 0.4, 0.6 5.97 0.1 0.1 0.2 0.2 80, 91 1.6, 1.8 3.66 0.1 0.1 0.3 0.3

80, 91 0.6, 0.8 5.93 0.1 0.0 0.2 0.3 80, 91 1.8, 2.0 2.67 0.1 0.1 0.3 0.3

80, 91 0.8, 1.0 5.87 0.1 0.1 0.2 0.3 80, 91 2.0, 2.2 1.60 0.2 0.1 0.3 0.4

80, 91 1.0, 1.2 5.66 0.1 0.1 0.2 0.3 80, 91 2.2, 2.4 5.20× 10−1 0.3 0.2 0.4 0.5

91, 102 0.0, 0.2 7.08 0.1 0.1 0.2 0.2 91, 102 1.2, 1.4 6.02 0.1 0.0 0.2 0.3

91, 102 0.2, 0.4 7.04 0.1 0.1 0.2 0.2 91, 102 1.4, 1.6 5.21 0.1 0.1 0.2 0.3

91, 102 0.4, 0.6 7.01 0.1 0.1 0.2 0.2 91, 102 1.6, 1.8 4.23 0.1 0.1 0.3 0.3

91, 102 0.6, 0.8 6.98 0.1 0.0 0.2 0.2 91, 102 1.8, 2.0 3.07 0.2 0.1 0.3 0.3

91, 102 0.8, 1.0 6.90 0.1 0.0 0.2 0.2 91, 102 2.0, 2.2 1.83 0.2 0.1 0.3 0.4

91, 102 1.0, 1.2 6.60 0.1 0.1 0.2 0.3 91, 102 2.2, 2.4 5.96× 10−1 0.3 0.2 0.4 0.5

102, 116 0.0, 0.2 2.38× 10−1 0.5 0.2 0.3 0.7 102, 116 1.2, 1.4 1.96× 10−1 0.5 0.3 0.5 0.7

102, 116 0.2, 0.4 2.39× 10−1 0.5 0.2 0.4 0.7 102, 116 1.4, 1.6 1.66× 10−1 0.5 0.3 0.5 0.8

102, 116 0.4, 0.6 2.35× 10−1 0.5 0.2 0.4 0.7 102, 116 1.6, 1.8 1.35× 10−1 0.6 0.4 0.7 1.0

102, 116 0.6, 0.8 2.33× 10−1 0.5 0.3 0.4 0.7 102, 116 1.8, 2.0 9.84× 10−2 0.6 0.4 0.8 1.1

102, 116 0.8, 1.0 2.29× 10−1 0.5 0.3 0.4 0.7 102, 116 2.0, 2.2 5.76× 10−2 0.7 0.5 1.0 1.3

102, 116 1.0, 1.2 2.16× 10−1 0.5 0.3 0.4 0.7 102, 116 2.2, 2.4 1.85× 10−2 1.0 0.9 1.3 1.9

116, 150 0.0, 0.2 4.84× 10−2 0.8 0.3 0.8 1.2 116, 150 1.2, 1.4 3.84× 10−2 0.9 0.4 0.6 1.1

116, 150 0.2, 0.4 4.79× 10−2 0.8 0.3 0.8 1.2 116, 150 1.4, 1.6 3.23× 10−2 0.9 0.4 0.5 1.1

116, 150 0.4, 0.6 4.74× 10−2 0.8 0.3 0.8 1.2 116, 150 1.6, 1.8 2.66× 10−2 1.0 0.5 0.5 1.2

116, 150 0.6, 0.8 4.77× 10−2 0.8 0.3 0.8 1.2 116, 150 1.8, 2.0 1.93× 10−2 1.2 0.7 0.6 1.5

116, 150 0.8, 1.0 4.54× 10−2 0.8 0.3 0.7 1.1 116, 150 2.0, 2.2 1.14× 10−2 1.4 0.7 0.7 1.7

116, 150 1.0, 1.2 4.23× 10−2 0.8 0.4 0.6 1.1 116, 150 2.2, 2.4 3.48× 10−3 2.6 1.7 1.2 3.3

150, 200 0.0, 0.2 1.11× 10−2 1.6 0.6 1.8 2.4 150, 200 1.2, 1.4 8.56× 10−3 1.6 0.6 1.0 2.0

150, 200 0.2, 0.4 1.10× 10−2 1.5 0.7 1.8 2.4 150, 200 1.4, 1.6 7.12× 10−3 1.8 0.9 0.9 2.2

150, 200 0.4, 0.6 1.08× 10−2 1.5 0.6 1.7 2.3 150, 200 1.6, 1.8 5.72× 10−3 1.9 0.7 0.8 2.2

150, 200 0.6, 0.8 1.07× 10−2 1.5 0.5 1.5 2.2 150, 200 1.8, 2.0 4.06× 10−3 2.2 0.7 0.7 2.4

150, 200 0.8, 1.0 9.98× 10−3 1.6 0.5 1.3 2.1 150, 200 2.0, 2.2 2.46× 10−3 2.8 1.0 0.7 3.0

150, 200 1.0, 1.2 9.22× 10−3 1.6 0.6 1.2 2.1 150, 200 2.2, 2.4 8.20× 10−4 4.7 1.3 1.0 5.0

Table 6. The combined Born-level double-differential cross section d2σ/dm``d|y``|. The mea-

surements are listed together with the statistical (δstat), uncorrelated systematic (δsyst
unc ), correlated

systematic (δsyst
cor ), and total (δtotal) uncertainties. The luminosity uncertainty of 1.9% is not shown

and not included in the overall systematic and total uncertainties.
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A.2 Triple-differential cross-section tables

Bin m`` |y``| cos θ∗ d3σ δstat δsystunc δsystcor δtotal Bin m`` |y``| cos θ∗ d3σ δstat δsystunc δsystcor δtotal

[GeV] [pb/GeV] [%] [%] [%] [%] [GeV] [pb/GeV] [%] [%] [%] [%]

1 46, 66 0.0, 0.2 −1.0,−0.7 1.42×10−2 4.0 2.5 1.8 5.1 6 46, 66 0.0, 0.2 +0.7,+1.0 1.37×10−2 4.2 3.4 2.0 5.7

2 46, 66 0.0, 0.2 −0.7,−0.4 1.02×10−1 1.4 1.1 1.2 2.1 5 46, 66 0.0, 0.2 +0.4,+0.7 1.01×10−1 1.4 1.1 1.2 2.1

3 46, 66 0.0, 0.2 −0.4, 0.0 1.45×10−1 1.0 0.8 0.9 1.5 4 46, 66 0.0, 0.2 0.0,+0.4 1.44×10−1 1.0 0.8 0.9 1.6

7 46, 66 0.2, 0.4 −1.0,−0.7 1.48×10−2 3.9 2.1 1.8 4.8 12 46, 66 0.2, 0.4 +0.7,+1.0 1.46×10−2 3.9 1.9 1.8 4.7

8 46, 66 0.2, 0.4 −0.7,−0.4 1.03×10−1 1.4 1.3 1.2 2.2 11 46, 66 0.2, 0.4 +0.4,+0.7 9.99×10−2 1.4 1.1 1.2 2.2

9 46, 66 0.2, 0.4 −0.4, 0.0 1.47×10−1 1.0 0.8 0.9 1.5 10 46, 66 0.2, 0.4 0.0,+0.4 1.46×10−1 1.0 0.9 0.9 1.6

13 46, 66 0.4, 0.6 −1.0,−0.7 1.35×10−2 4.5 3.3 1.9 5.9 18 46, 66 0.4, 0.6 +0.7,+1.0 1.43×10−2 4.2 2.5 1.8 5.2

14 46, 66 0.4, 0.6 −0.7,−0.4 1.08×10−1 1.4 1.1 1.0 2.1 17 46, 66 0.4, 0.6 +0.4,+0.7 9.84×10−2 1.6 1.3 1.2 2.3

15 46, 66 0.4, 0.6 −0.4, 0.0 1.47×10−1 0.9 0.7 0.9 1.5 16 46, 66 0.4, 0.6 0.0,+0.4 1.42×10−1 1.0 0.8 0.9 1.5

19 46, 66 0.6, 0.8 −1.0,−0.7 1.50×10−2 4.0 2.8 1.8 5.2 24 46, 66 0.6, 0.8 +0.7,+1.0 1.46×10−2 4.1 3.0 1.9 5.5

20 46, 66 0.6, 0.8 −0.7,−0.4 1.08×10−1 1.4 1.0 1.1 2.1 23 46, 66 0.6, 0.8 +0.4,+0.7 9.90×10−2 1.5 1.1 1.2 2.2

21 46, 66 0.6, 0.8 −0.4, 0.0 1.48×10−1 0.9 0.7 0.8 1.4 22 46, 66 0.6, 0.8 0.0,+0.4 1.42×10−1 0.9 0.8 0.9 1.5

25 46, 66 0.8, 1.0 −1.0,−0.7 1.63×10−2 4.1 2.7 1.5 5.1 30 46, 66 0.8, 1.0 +0.7,+1.0 1.33×10−2 4.4 3.2 2.0 5.8

26 46, 66 0.8, 1.0 −0.7,−0.4 1.07×10−1 1.5 1.1 1.1 2.1 29 46, 66 0.8, 1.0 +0.4,+0.7 9.57×10−2 1.6 1.1 1.3 2.3

27 46, 66 0.8, 1.0 −0.4, 0.0 1.49×10−1 0.9 0.7 0.8 1.4 28 46, 66 0.8, 1.0 0.0,+0.4 1.41×10−1 1.0 0.8 0.8 1.5

31 46, 66 1.0, 1.2 −1.0,−0.7 1.71×10−2 3.5 2.2 1.4 4.4 36 46, 66 1.0, 1.2 +0.7,+1.0 1.27×10−2 4.2 2.5 1.8 5.2

32 46, 66 1.0, 1.2 −0.7,−0.4 1.12×10−1 1.4 1.0 1.1 2.0 35 46, 66 1.0, 1.2 +0.4,+0.7 9.56×10−2 1.5 1.1 1.2 2.2

33 46, 66 1.0, 1.2 −0.4, 0.0 1.50×10−1 1.0 0.8 0.8 1.5 34 46, 66 1.0, 1.2 0.0,+0.4 1.41×10−1 1.0 0.8 0.8 1.5

37 46, 66 1.2, 1.4 −1.0,−0.7 1.57×10−2 3.8 2.3 1.6 4.7 42 46, 66 1.2, 1.4 +0.7,+1.0 1.13×10−2 4.4 3.3 1.9 5.8

38 46, 66 1.2, 1.4 −0.7,−0.4 1.16×10−1 1.3 0.9 1.0 1.9 41 46, 66 1.2, 1.4 +0.4,+0.7 8.57×10−2 1.6 1.2 1.4 2.4

39 46, 66 1.2, 1.4 −0.4, 0.0 1.53×10−1 1.0 0.7 0.8 1.4 40 46, 66 1.2, 1.4 0.0,+0.4 1.41×10−1 1.0 0.8 0.8 1.5

43 46, 66 1.4, 1.6 −1.0,−0.7 1.04×10−2 4.4 2.4 1.5 5.3 48 46, 66 1.4, 1.6 +0.7,+1.0 8.25×10−3 5.0 3.9 1.7 6.6

44 46, 66 1.4, 1.6 −0.7,−0.4 1.16×10−1 1.3 0.9 0.9 1.8 47 46, 66 1.4, 1.6 +0.4,+0.7 8.55×10−2 1.6 1.3 1.3 2.5

45 46, 66 1.4, 1.6 −0.4, 0.0 1.55×10−1 1.0 0.7 0.7 1.4 46 46, 66 1.4, 1.6 0.0,+0.4 1.35×10−1 1.1 0.8 0.9 1.6

49 46, 66 1.6, 1.8 −1.0,−0.7 4.44×10−3 6.6 3.2 1.8 7.5 54 46, 66 1.6, 1.8 +0.7,+1.0 3.58×10−3 7.8 4.2 2.3 9.1

50 46, 66 1.6, 1.8 −0.7,−0.4 9.59×10−2 1.4 1.0 1.0 2.0 53 46, 66 1.6, 1.8 +0.4,+0.7 7.16×10−2 1.7 1.4 1.3 2.6

51 46, 66 1.6, 1.8 −0.4, 0.0 1.51×10−1 1.0 0.8 0.8 1.5 52 46, 66 1.6, 1.8 0.0,+0.4 1.33×10−1 1.1 0.8 0.9 1.6

55 46, 66 1.8, 2.0 −1.0,−0.7 1.97×10−3 10.0 4.7 2.4 11.4 60 46, 66 1.8, 2.0 +0.7,+1.0 1.38×10−3 12.8 6.6 2.7 14.7

56 46, 66 1.8, 2.0 −0.7,−0.4 4.05×10−2 2.3 1.4 1.0 2.9 59 46, 66 1.8, 2.0 +0.4,+0.7 2.76×10−2 2.8 2.0 1.3 3.6

57 46, 66 1.8, 2.0 −0.4, 0.0 1.51×10−1 1.0 0.8 0.8 1.5 58 46, 66 1.8, 2.0 0.0,+0.4 1.32×10−1 1.1 0.8 0.9 1.6

61 46, 66 2.0, 2.2 −1.0,−0.7 — — — — — 66 46, 66 2.0, 2.2 +0.7,+1.0 — — — — —

62 46, 66 2.0, 2.2 −0.7,−0.4 2.48×10−3 9.7 7.1 3.0 12.3 65 46, 66 2.0, 2.2 +0.4,+0.7 1.64×10−3 11.1 6.4 5.2 13.8

63 46, 66 2.0, 2.2 −0.4, 0.0 1.16×10−1 1.1 0.8 0.7 1.6 64 46, 66 2.0, 2.2 0.0,+0.4 9.58×10−2 1.2 1.0 0.9 1.8

67 46, 66 2.2, 2.4 −1.0,−0.7 — — — — — 72 46, 66 2.2, 2.4 +0.7,+1.0 — — — — —

68 46, 66 2.2, 2.4 −0.7,−0.4 — — — — — 71 46, 66 2.2, 2.4 +0.4,+0.7 — — — — —

69 46, 66 2.2, 2.4 −0.4, 0.0 3.82×10−2 1.9 1.5 0.9 2.6 70 46, 66 2.2, 2.4 0.0,+0.4 3.50×10−2 2.0 1.4 1.0 2.6

73 66, 80 0.0, 0.2 −1.0,−0.7 7.92×10−2 1.6 0.9 0.8 2.0 78 66, 80 0.0, 0.2 +0.7,+1.0 7.70×10−2 1.6 0.9 0.8 2.0

74 66, 80 0.0, 0.2 −0.7,−0.4 1.96×10−1 0.9 0.5 0.4 1.1 77 66, 80 0.0, 0.2 +0.4,+0.7 1.93×10−1 1.0 0.5 0.4 1.1

75 66, 80 0.0, 0.2 −0.4, 0.0 1.74×10−1 0.9 0.6 0.3 1.1 76 66, 80 0.0, 0.2 0.0,+0.4 1.79×10−1 0.9 0.4 0.3 1.0

79 66, 80 0.2, 0.4 −1.0,−0.7 8.29×10−2 1.7 0.9 0.8 2.0 84 66, 80 0.2, 0.4 +0.7,+1.0 7.47×10−2 1.6 0.9 0.8 2.0

80 66, 80 0.2, 0.4 −0.7,−0.4 2.02×10−1 0.9 0.5 0.4 1.1 83 66, 80 0.2, 0.4 +0.4,+0.7 1.85×10−1 1.0 0.5 0.4 1.2

81 66, 80 0.2, 0.4 −0.4, 0.0 1.72×10−1 0.9 0.5 0.3 1.0 82 66, 80 0.2, 0.4 0.0,+0.4 1.74×10−1 0.9 0.5 0.3 1.0

85 66, 80 0.4, 0.6 −1.0,−0.7 7.86×10−2 1.6 0.9 0.9 2.0 90 66, 80 0.4, 0.6 +0.7,+1.0 7.37×10−2 1.7 0.9 0.9 2.1

86 66, 80 0.4, 0.6 −0.7,−0.4 2.02×10−1 1.0 0.5 0.4 1.2 89 66, 80 0.4, 0.6 +0.4,+0.7 1.86×10−1 1.0 0.5 0.4 1.2

87 66, 80 0.4, 0.6 −0.4, 0.0 1.77×10−1 0.8 0.4 0.3 1.0 88 66, 80 0.4, 0.6 0.0,+0.4 1.73×10−1 0.8 0.4 0.3 1.0

91 66, 80 0.6, 0.8 −1.0,−0.7 8.41×10−2 1.6 0.8 0.8 2.0 96 66, 80 0.6, 0.8 +0.7,+1.0 7.03×10−2 1.6 1.0 0.8 2.1

92 66, 80 0.6, 0.8 −0.7,−0.4 2.05×10−1 1.0 0.5 0.4 1.2 95 66, 80 0.6, 0.8 +0.4,+0.7 1.81×10−1 1.0 0.7 0.5 1.3

93 66, 80 0.6, 0.8 −0.4, 0.0 1.78×10−1 0.8 0.4 0.3 1.0 94 66, 80 0.6, 0.8 0.0,+0.4 1.69×10−1 0.9 0.4 0.3 1.0

97 66, 80 0.8, 1.0 −1.0,−0.7 8.08×10−2 1.7 1.0 0.8 2.1 102 66, 80 0.8, 1.0 +0.7,+1.0 6.90×10−2 1.8 1.0 0.9 2.2

98 66, 80 0.8, 1.0 −0.7,−0.4 2.09×10−1 1.0 0.5 0.4 1.2 101 66, 80 0.8, 1.0 +0.4,+0.7 1.72×10−1 1.0 0.6 0.5 1.3

99 66, 80 0.8, 1.0 −0.4, 0.0 1.76×10−1 0.8 0.4 0.3 1.0 100 66, 80 0.8, 1.0 0.0,+0.4 1.63×10−1 0.9 0.5 0.3 1.0

103 66, 80 1.0, 1.2 −1.0,−0.7 8.63×10−2 1.6 0.9 0.7 2.0 108 66, 80 1.0, 1.2 +0.7,+1.0 6.71×10−2 1.7 1.0 0.8 2.1

104 66, 80 1.0, 1.2 −0.7,−0.4 2.05×10−1 0.9 0.5 0.4 1.1 107 66, 80 1.0, 1.2 +0.4,+0.7 1.68×10−1 1.0 0.6 0.5 1.2

105 66, 80 1.0, 1.2 −0.4, 0.0 1.79×10−1 0.9 0.5 0.3 1.0 106 66, 80 1.0, 1.2 0.0,+0.4 1.60×10−1 0.9 0.5 0.4 1.1

109 66, 80 1.2, 1.4 −1.0,−0.7 7.00×10−2 1.6 1.0 0.8 2.1 114 66, 80 1.2, 1.4 +0.7,+1.0 4.86×10−2 1.9 1.0 1.0 2.3

110 66, 80 1.2, 1.4 −0.7,−0.4 2.11×10−1 0.9 0.5 0.4 1.1 113 66, 80 1.2, 1.4 +0.4,+0.7 1.59×10−1 1.0 0.6 0.5 1.2

111 66, 80 1.2, 1.4 −0.4, 0.0 1.79×10−1 0.9 0.5 0.4 1.1 112 66, 80 1.2, 1.4 0.0,+0.4 1.58×10−1 0.9 0.5 0.4 1.2

115 66, 80 1.4, 1.6 −1.0,−0.7 2.74×10−2 2.6 1.5 0.8 3.1 120 66, 80 1.4, 1.6 +0.7,+1.0 1.97×10−2 2.9 2.3 1.1 3.9

116 66, 80 1.4, 1.6 −0.7,−0.4 2.06×10−1 0.9 0.5 0.4 1.1 119 66, 80 1.4, 1.6 +0.4,+0.7 1.45×10−1 1.0 0.6 0.5 1.3

117 66, 80 1.4, 1.6 −0.4, 0.0 1.80×10−1 0.9 0.5 0.4 1.1 118 66, 80 1.4, 1.6 0.0,+0.4 1.57×10−1 0.9 0.5 0.4 1.1

121 66, 80 1.6, 1.8 −1.0,−0.7 6.28×10−3 5.1 3.5 1.8 6.5 126 66, 80 1.6, 1.8 +0.7,+1.0 4.06×10−3 6.1 4.2 1.8 7.7

122 66, 80 1.6, 1.8 −0.7,−0.4 1.47×10−1 1.0 0.6 0.5 1.3 125 66, 80 1.6, 1.8 +0.4,+0.7 9.89×10−2 1.2 0.8 0.6 1.6

123 66, 80 1.6, 1.8 −0.4, 0.0 1.76×10−1 0.9 0.5 0.4 1.1 124 66, 80 1.6, 1.8 0.0,+0.4 1.52×10−1 0.9 0.5 0.5 1.1

127 66, 80 1.8, 2.0 −1.0,−0.7 1.90×10−3 9.4 5.8 3.5 11.6 132 66, 80 1.8, 2.0 +0.7,+1.0 8.82×10−4 11.9 7.4 4.3 14.7

128 66, 80 1.8, 2.0 −0.7,−0.4 5.38×10−2 1.8 1.2 0.9 2.3 131 66, 80 1.8, 2.0 +0.4,+0.7 3.34×10−2 2.1 1.3 1.0 2.7

129 66, 80 1.8, 2.0 −0.4, 0.0 1.72×10−1 0.8 0.5 0.5 1.1 130 66, 80 1.8, 2.0 0.0,+0.4 1.45×10−1 0.9 0.5 0.5 1.2

133 66, 80 2.0, 2.2 −1.0,−0.7 — — — — — 138 66, 80 2.0, 2.2 +0.7,+1.0 — — — — —

134 66, 80 2.0, 2.2 −0.7,−0.4 3.68×10−3 6.5 4.8 3.0 8.6 137 66, 80 2.0, 2.2 +0.4,+0.7 2.62×10−3 7.8 5.4 3.9 10.2

135 66, 80 2.0, 2.2 −0.4, 0.0 1.26×10−1 1.0 0.5 0.6 1.3 136 66, 80 2.0, 2.2 0.0,+0.4 1.01×10−1 1.0 0.6 0.7 1.4

139 66, 80 2.2, 2.4 −1.0,−0.7 — — — — — 144 66, 80 2.2, 2.4 +0.7,+1.0 — — — — —

140 66, 80 2.2, 2.4 −0.7,−0.4 — — — — — 143 66, 80 2.2, 2.4 +0.4,+0.7 — — — — —

141 66, 80 2.2, 2.4 −0.4, 0.0 4.01×10−2 1.6 1.0 1.1 2.2 142 66, 80 2.2, 2.4 0.0,+0.4 3.62×10−2 1.7 1.1 1.1 2.3
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Bin m`` |y``| cos θ∗ d3σ δstat δsystunc δsystcor δtotal Bin m`` |y``| cos θ∗ d3σ δstat δsystunc δsystcor δtotal

[GeV] [pb/GeV] [%] [%] [%] [%] [GeV] [pb/GeV] [%] [%] [%] [%]

145 91, 102 0.0, 0.2 −1.0,−0.7 2.25 0.3 0.2 0.3 0.5 150 91, 102 0.0, 0.2 +0.7,+1.0 2.26 0.3 0.2 0.3 0.5

146 91, 102 0.0, 0.2 −0.7,−0.4 3.58 0.3 0.1 0.2 0.3 149 91, 102 0.0, 0.2 +0.4,+0.7 3.60 0.3 0.1 0.2 0.3

147 91, 102 0.0, 0.2 −0.4, 0.0 3.12 0.3 0.1 0.2 0.4 148 91, 102 0.0, 0.2 0.0,+0.4 3.10 0.3 0.1 0.2 0.4

151 91, 102 0.2, 0.4 −1.0,−0.7 2.26 0.3 0.2 0.3 0.5 156 91, 102 0.2, 0.4 +0.7,+1.0 2.27 0.3 0.2 0.3 0.5

152 91, 102 0.2, 0.4 −0.7,−0.4 3.58 0.3 0.1 0.2 0.3 155 91, 102 0.2, 0.4 +0.4,+0.7 3.61 0.3 0.1 0.2 0.4

153 91, 102 0.2, 0.4 −0.4, 0.0 3.10 0.3 0.1 0.2 0.4 154 91, 102 0.2, 0.4 0.0,+0.4 3.10 0.2 0.1 0.2 0.4

157 91, 102 0.4, 0.6 −1.0,−0.7 2.24 0.3 0.2 0.3 0.5 162 91, 102 0.4, 0.6 +0.7,+1.0 2.24 0.3 0.2 0.3 0.5

158 91, 102 0.4, 0.6 −0.7,−0.4 3.57 0.3 0.1 0.2 0.4 161 91, 102 0.4, 0.6 +0.4,+0.7 3.60 0.3 0.1 0.2 0.4

159 91, 102 0.4, 0.6 −0.4, 0.0 3.08 0.2 0.1 0.2 0.3 160 91, 102 0.4, 0.6 0.0,+0.4 3.10 0.2 0.1 0.2 0.3

163 91, 102 0.6, 0.8 −1.0,−0.7 2.24 0.3 0.2 0.3 0.5 168 91, 102 0.6, 0.8 +0.7,+1.0 2.24 0.3 0.2 0.3 0.5

164 91, 102 0.6, 0.8 −0.7,−0.4 3.54 0.3 0.1 0.3 0.4 167 91, 102 0.6, 0.8 +0.4,+0.7 3.54 0.3 0.1 0.3 0.4

165 91, 102 0.6, 0.8 −0.4, 0.0 3.06 0.2 0.1 0.2 0.3 166 91, 102 0.6, 0.8 0.0,+0.4 3.08 0.2 0.1 0.2 0.3

169 91, 102 0.8, 1.0 −1.0,−0.7 2.21 0.3 0.2 0.3 0.5 174 91, 102 0.8, 1.0 +0.7,+1.0 2.24 0.3 0.2 0.3 0.5

170 91, 102 0.8, 1.0 −0.7,−0.4 3.50 0.3 0.1 0.3 0.4 173 91, 102 0.8, 1.0 +0.4,+0.7 3.49 0.3 0.1 0.3 0.4

171 91, 102 0.8, 1.0 −0.4, 0.0 3.06 0.2 0.1 0.2 0.3 172 91, 102 0.8, 1.0 0.0,+0.4 3.03 0.2 0.1 0.2 0.3

175 91, 102 1.0, 1.2 −1.0,−0.7 1.96 0.4 0.2 0.3 0.5 180 91, 102 1.0, 1.2 +0.7,+1.0 1.96 0.3 0.2 0.3 0.5

176 91, 102 1.0, 1.2 −0.7,−0.4 3.45 0.3 0.1 0.3 0.4 179 91, 102 1.0, 1.2 +0.4,+0.7 3.46 0.2 0.1 0.3 0.4

177 91, 102 1.0, 1.2 −0.4, 0.0 3.01 0.2 0.1 0.3 0.4 178 91, 102 1.0, 1.2 0.0,+0.4 3.00 0.2 0.1 0.3 0.4

181 91, 102 1.2, 1.4 −1.0,−0.7 1.29 0.4 0.2 0.4 0.6 186 91, 102 1.2, 1.4 +0.7,+1.0 1.29 0.4 0.2 0.4 0.6

182 91, 102 1.2, 1.4 −0.7,−0.4 3.41 0.3 0.1 0.3 0.4 185 91, 102 1.2, 1.4 +0.4,+0.7 3.39 0.2 0.1 0.2 0.4

183 91, 102 1.2, 1.4 −0.4, 0.0 2.97 0.3 0.1 0.3 0.4 184 91, 102 1.2, 1.4 0.0,+0.4 2.95 0.2 0.1 0.3 0.4

187 91, 102 1.4, 1.6 −1.0,−0.7 4.87×10−1 0.7 0.4 0.4 0.8 192 91, 102 1.4, 1.6 +0.7,+1.0 4.80×10−1 0.6 0.4 0.4 0.8

188 91, 102 1.4, 1.6 −0.7,−0.4 3.18 0.2 0.1 0.3 0.4 191 91, 102 1.4, 1.6 +0.4,+0.7 3.16 0.2 0.1 0.3 0.4

189 91, 102 1.4, 1.6 −0.4, 0.0 2.90 0.2 0.1 0.3 0.4 190 91, 102 1.4, 1.6 0.0,+0.4 2.90 0.2 0.1 0.3 0.4

193 91, 102 1.6, 1.8 −1.0,−0.7 9.17×10−2 1.5 0.9 0.5 1.8 198 91, 102 1.6, 1.8 +0.7,+1.0 9.08×10−2 1.5 0.9 0.6 1.8

194 91, 102 1.6, 1.8 −0.7,−0.4 2.24 0.3 0.2 0.3 0.5 197 91, 102 1.6, 1.8 +0.4,+0.7 2.22 0.3 0.2 0.3 0.5

195 91, 102 1.6, 1.8 −0.4, 0.0 2.83 0.2 0.1 0.3 0.4 196 91, 102 1.6, 1.8 0.0,+0.4 2.84 0.2 0.1 0.3 0.4

199 91, 102 1.8, 2.0 −1.0,−0.7 2.11×10−2 2.9 1.9 0.7 3.5 204 91, 102 1.8, 2.0 +0.7,+1.0 2.02×10−2 2.9 1.9 1.1 3.6

200 91, 102 1.8, 2.0 −0.7,−0.4 8.08×10−1 0.5 0.3 0.4 0.7 203 91, 102 1.8, 2.0 +0.4,+0.7 7.92×10−1 0.5 0.3 0.4 0.7

201 91, 102 1.8, 2.0 −0.4, 0.0 2.73 0.2 0.1 0.3 0.4 202 91, 102 1.8, 2.0 0.0,+0.4 2.73 0.2 0.1 0.3 0.4

205 91, 102 2.0, 2.2 −1.0,−0.7 2.53×10−3 7.9 6.1 2.2 10.3 210 91, 102 2.0, 2.2 +0.7,+1.0 2.74×10−3 8.3 5.6 3.4 10.6

206 91, 102 2.0, 2.2 −0.7,−0.4 4.99×10−2 2.1 1.5 0.7 2.7 209 91, 102 2.0, 2.2 +0.4,+0.7 5.03×10−2 2.1 1.5 0.7 2.7

207 91, 102 2.0, 2.2 −0.4, 0.0 1.96 0.3 0.2 0.3 0.5 208 91, 102 2.0, 2.2 0.0,+0.4 1.95 0.3 0.2 0.3 0.5

211 91, 102 2.2, 2.4 −1.0,−0.7 — — — — — 216 91, 102 2.2, 2.4 +0.7,+1.0 — — — — —

212 91, 102 2.2, 2.4 −0.7,−0.4 — — — — — 215 91, 102 2.2, 2.4 +0.4,+0.7 — — — — —

213 91, 102 2.2, 2.4 −0.4, 0.0 6.54×10−1 0.4 0.3 0.4 0.7 214 91, 102 2.2, 2.4 0.0,+0.4 6.46×10−1 0.4 0.3 0.4 0.7

217 91, 102 0.0, 0.2 −1.0,−0.7 2.80 0.3 0.2 0.3 0.4 222 91, 102 0.0, 0.2 +0.7,+1.0 2.82 0.3 0.2 0.3 0.4

218 91, 102 0.0, 0.2 −0.7,−0.4 4.17 0.2 0.1 0.2 0.3 221 91, 102 0.0, 0.2 +0.4,+0.7 4.21 0.2 0.1 0.2 0.3

219 91, 102 0.0, 0.2 −0.4, 0.0 3.59 0.2 0.1 0.2 0.4 220 91, 102 0.0, 0.2 0.0,+0.4 3.62 0.2 0.1 0.2 0.4

223 91, 102 0.2, 0.4 −1.0,−0.7 2.78 0.3 0.2 0.3 0.4 228 91, 102 0.2, 0.4 +0.7,+1.0 2.83 0.3 0.2 0.3 0.4

224 91, 102 0.2, 0.4 −0.7,−0.4 4.11 0.3 0.1 0.2 0.3 227 91, 102 0.2, 0.4 +0.4,+0.7 4.17 0.2 0.1 0.2 0.3

225 91, 102 0.2, 0.4 −0.4, 0.0 3.58 0.2 0.1 0.2 0.4 226 91, 102 0.2, 0.4 0.0,+0.4 3.61 0.2 0.1 0.2 0.3

229 91, 102 0.4, 0.6 −1.0,−0.7 2.75 0.3 0.2 0.3 0.5 234 91, 102 0.4, 0.6 +0.7,+1.0 2.84 0.3 0.2 0.3 0.5

230 91, 102 0.4, 0.6 −0.7,−0.4 4.07 0.3 0.1 0.2 0.4 233 91, 102 0.4, 0.6 +0.4,+0.7 4.19 0.3 0.1 0.2 0.4

231 91, 102 0.4, 0.6 −0.4, 0.0 3.55 0.2 0.1 0.2 0.3 232 91, 102 0.4, 0.6 0.0,+0.4 3.59 0.2 0.1 0.2 0.3

235 91, 102 0.6, 0.8 −1.0,−0.7 2.70 0.3 0.2 0.3 0.4 240 91, 102 0.6, 0.8 +0.7,+1.0 2.86 0.3 0.1 0.3 0.4

236 91, 102 0.6, 0.8 −0.7,−0.4 4.05 0.3 0.1 0.3 0.4 239 91, 102 0.6, 0.8 +0.4,+0.7 4.20 0.3 0.1 0.3 0.4

237 91, 102 0.6, 0.8 −0.4, 0.0 3.52 0.2 0.1 0.2 0.3 238 91, 102 0.6, 0.8 0.0,+0.4 3.57 0.2 0.1 0.2 0.3

241 91, 102 0.8, 1.0 −1.0,−0.7 2.64 0.3 0.2 0.3 0.5 246 91, 102 0.8, 1.0 +0.7,+1.0 2.83 0.3 0.2 0.3 0.5

242 91, 102 0.8, 1.0 −0.7,−0.4 3.98 0.3 0.1 0.3 0.4 245 91, 102 0.8, 1.0 +0.4,+0.7 4.17 0.3 0.1 0.3 0.4

243 91, 102 0.8, 1.0 −0.4, 0.0 3.46 0.2 0.1 0.2 0.3 244 91, 102 0.8, 1.0 0.0,+0.4 3.56 0.2 0.1 0.2 0.3

247 91, 102 1.0, 1.2 −1.0,−0.7 2.23 0.3 0.2 0.3 0.5 252 91, 102 1.0, 1.2 +0.7,+1.0 2.42 0.3 0.2 0.3 0.5

248 91, 102 1.0, 1.2 −0.7,−0.4 3.91 0.2 0.1 0.3 0.4 251 91, 102 1.0, 1.2 +0.4,+0.7 4.19 0.2 0.1 0.2 0.4

249 91, 102 1.0, 1.2 −0.4, 0.0 3.41 0.2 0.1 0.3 0.4 250 91, 102 1.0, 1.2 0.0,+0.4 3.52 0.2 0.1 0.2 0.4

253 91, 102 1.2, 1.4 −1.0,−0.7 1.46 0.4 0.2 0.3 0.5 258 91, 102 1.2, 1.4 +0.7,+1.0 1.60 0.4 0.2 0.3 0.5

254 91, 102 1.2, 1.4 −0.7,−0.4 3.79 0.3 0.1 0.2 0.4 257 91, 102 1.2, 1.4 +0.4,+0.7 4.12 0.2 0.1 0.2 0.3

255 91, 102 1.2, 1.4 −0.4, 0.0 3.34 0.2 0.1 0.3 0.4 256 91, 102 1.2, 1.4 0.0,+0.4 3.48 0.2 0.1 0.3 0.4

259 91, 102 1.4, 1.6 −1.0,−0.7 5.29×10−1 0.6 0.3 0.4 0.8 264 91, 102 1.4, 1.6 +0.7,+1.0 5.95×10−1 0.6 0.3 0.4 0.8

260 91, 102 1.4, 1.6 −0.7,−0.4 3.48 0.2 0.1 0.3 0.4 263 91, 102 1.4, 1.6 +0.4,+0.7 3.84 0.2 0.1 0.2 0.4

261 91, 102 1.4, 1.6 −0.4, 0.0 3.27 0.2 0.1 0.3 0.4 262 91, 102 1.4, 1.6 0.0,+0.4 3.42 0.2 0.1 0.3 0.4

265 91, 102 1.6, 1.8 −1.0,−0.7 9.80×10−2 1.5 1.0 0.7 1.9 270 91, 102 1.6, 1.8 +0.7,+1.0 1.13×10−1 1.3 0.9 0.6 1.7

266 91, 102 1.6, 1.8 −0.7,−0.4 2.41 0.3 0.1 0.3 0.5 269 91, 102 1.6, 1.8 +0.4,+0.7 2.70 0.3 0.1 0.3 0.4

267 91, 102 1.6, 1.8 −0.4, 0.0 3.20 0.2 0.1 0.3 0.4 268 91, 102 1.6, 1.8 0.0,+0.4 3.37 0.2 0.1 0.3 0.4

271 91, 102 1.8, 2.0 −1.0,−0.7 2.17×10−2 3.0 1.8 0.9 3.7 276 91, 102 1.8, 2.0 +0.7,+1.0 2.36×10−2 2.8 1.7 0.8 3.4

272 91, 102 1.8, 2.0 −0.7,−0.4 8.61×10−1 0.5 0.3 0.5 0.7 275 91, 102 1.8, 2.0 +0.4,+0.7 9.82×10−1 0.5 0.3 0.4 0.7

273 91, 102 1.8, 2.0 −0.4, 0.0 3.03 0.2 0.1 0.3 0.4 274 91, 102 1.8, 2.0 0.0,+0.4 3.23 0.2 0.1 0.3 0.4

277 91, 102 2.0, 2.2 −1.0,−0.7 2.30×10−3 10.6 8.0 5.2 14.3 282 91, 102 2.0, 2.2 +0.7,+1.0 3.47×10−3 7.6 5.2 2.6 9.6

278 91, 102 2.0, 2.2 −0.7,−0.4 5.15×10−2 2.0 1.3 1.0 2.6 281 91, 102 2.0, 2.2 +0.4,+0.7 6.30×10−2 1.9 1.2 1.0 2.5

279 91, 102 2.0, 2.2 −0.4, 0.0 2.17 0.3 0.1 0.3 0.4 280 91, 102 2.0, 2.2 0.0,+0.4 2.32 0.3 0.1 0.3 0.4

283 91, 102 2.2, 2.4 −1.0,−0.7 — — — — — 288 91, 102 2.2, 2.4 +0.7,+1.0 — — — — —

284 91, 102 2.2, 2.4 −0.7,−0.4 — — — — — 287 91, 102 2.2, 2.4 +0.4,+0.7 — — — — —

285 91, 102 2.2, 2.4 −0.4, 0.0 7.30×10−1 0.4 0.2 0.4 0.7 286 91, 102 2.2, 2.4 0.0,+0.4 7.59×10−1 0.4 0.2 0.4 0.6
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Bin m`` |y``| cos θ∗ d3σ δstat δsystunc δsystcor δtotal Bin m`` |y``| cos θ∗ d3σ δstat δsystunc δsystcor δtotal

[GeV] [pb/GeV] [%] [%] [%] [%] [GeV] [pb/GeV] [%] [%] [%] [%]

289 102, 116 0.0, 0.2 −1.0,−0.7 1.09×10−1 1.4 0.8 0.6 1.7 294 102, 116 0.0, 0.2 +0.7,+1.0 1.09×10−1 1.4 0.8 0.6 1.7

290 102, 116 0.0, 0.2 −0.7,−0.4 1.30×10−1 1.2 0.6 0.4 1.4 293 102, 116 0.0, 0.2 +0.4,+0.7 1.39×10−1 1.2 0.5 0.3 1.4

291 102, 116 0.0, 0.2 −0.4, 0.0 1.15×10−1 1.2 0.5 0.3 1.4 292 102, 116 0.0, 0.2 0.0,+0.4 1.15×10−1 1.2 0.5 0.4 1.4

295 102, 116 0.2, 0.4 −1.0,−0.7 1.03×10−1 1.5 0.8 0.6 1.8 300 102, 116 0.2, 0.4 +0.7,+1.0 1.11×10−1 1.5 0.8 0.6 1.7

296 102, 116 0.2, 0.4 −0.7,−0.4 1.33×10−1 1.2 0.6 0.4 1.4 299 102, 116 0.2, 0.4 +0.4,+0.7 1.39×10−1 1.2 0.5 0.4 1.4

297 102, 116 0.2, 0.4 −0.4, 0.0 1.14×10−1 1.2 0.5 0.4 1.3 298 102, 116 0.2, 0.4 0.0,+0.4 1.19×10−1 1.2 0.5 0.4 1.3

301 102, 116 0.4, 0.6 −1.0,−0.7 1.01×10−1 1.5 0.8 0.6 1.8 306 102, 116 0.4, 0.6 +0.7,+1.0 1.13×10−1 1.4 0.7 0.6 1.7

302 102, 116 0.4, 0.6 −0.7,−0.4 1.25×10−1 1.3 0.7 0.4 1.5 305 102, 116 0.4, 0.6 +0.4,+0.7 1.40×10−1 1.2 0.6 0.4 1.4

303 102, 116 0.4, 0.6 −0.4, 0.0 1.12×10−1 1.1 0.5 0.4 1.3 304 102, 116 0.4, 0.6 0.0,+0.4 1.15×10−1 1.1 0.5 0.3 1.3

307 102, 116 0.6, 0.8 −1.0,−0.7 9.95×10−2 1.4 0.8 0.7 1.8 312 102, 116 0.6, 0.8 +0.7,+1.0 1.14×10−1 1.4 0.7 0.7 1.7

308 102, 116 0.6, 0.8 −0.7,−0.4 1.21×10−1 1.4 0.7 0.5 1.6 311 102, 116 0.6, 0.8 +0.4,+0.7 1.40×10−1 1.3 0.7 0.5 1.6

309 102, 116 0.6, 0.8 −0.4, 0.0 1.12×10−1 1.1 0.5 0.4 1.3 310 102, 116 0.6, 0.8 0.0,+0.4 1.15×10−1 1.1 0.5 0.3 1.3

313 102, 116 0.8, 1.0 −1.0,−0.7 8.72×10−2 1.6 0.9 0.6 1.9 318 102, 116 0.8, 1.0 +0.7,+1.0 1.11×10−1 1.4 0.8 0.6 1.7

314 102, 116 0.8, 1.0 −0.7,−0.4 1.19×10−1 1.3 0.7 0.5 1.6 317 102, 116 0.8, 1.0 +0.4,+0.7 1.47×10−1 1.2 0.6 0.5 1.4

315 102, 116 0.8, 1.0 −0.4, 0.0 1.07×10−1 1.1 0.7 0.4 1.4 316 102, 116 0.8, 1.0 0.0,+0.4 1.18×10−1 1.0 0.5 0.4 1.2

319 102, 116 1.0, 1.2 −1.0,−0.7 6.74×10−2 1.7 1.0 0.7 2.1 324 102, 116 1.0, 1.2 +0.7,+1.0 9.14×10−2 1.5 0.8 0.6 1.8

320 102, 116 1.0, 1.2 −0.7,−0.4 1.13×10−1 1.2 0.7 0.5 1.5 323 102, 116 1.0, 1.2 +0.4,+0.7 1.49×10−1 1.1 0.6 0.5 1.3

321 102, 116 1.0, 1.2 −0.4, 0.0 1.06×10−1 1.1 0.6 0.5 1.4 322 102, 116 1.0, 1.2 0.0,+0.4 1.18×10−1 1.1 0.5 0.5 1.3

325 102, 116 1.2, 1.4 −1.0,−0.7 4.21×10−2 1.9 1.2 1.1 2.5 330 102, 116 1.2, 1.4 +0.7,+1.0 5.84×10−2 1.7 1.0 0.8 2.1

326 102, 116 1.2, 1.4 −0.7,−0.4 1.09×10−1 1.2 0.6 0.6 1.5 329 102, 116 1.2, 1.4 +0.4,+0.7 1.50×10−1 1.0 0.6 0.5 1.3

327 102, 116 1.2, 1.4 −0.4, 0.0 1.01×10−1 1.1 0.6 0.6 1.4 328 102, 116 1.2, 1.4 0.0,+0.4 1.19×10−1 1.1 0.7 0.7 1.5

331 102, 116 1.4, 1.6 −1.0,−0.7 1.39×10−2 2.5 1.9 1.5 3.5 336 102, 116 1.4, 1.6 +0.7,+1.0 2.25×10−2 2.2 1.6 1.5 3.1

332 102, 116 1.4, 1.6 −0.7,−0.4 9.53×10−2 1.2 0.7 0.6 1.5 335 102, 116 1.4, 1.6 +0.4,+0.7 1.37×10−1 1.1 0.6 0.6 1.3

333 102, 116 1.4, 1.6 −0.4, 0.0 9.77×10−2 1.1 0.6 0.7 1.5 334 102, 116 1.4, 1.6 0.0,+0.4 1.17×10−1 1.0 0.6 0.6 1.3

337 102, 116 1.6, 1.8 −1.0,−0.7 2.35×10−3 4.6 4.9 2.8 7.3 342 102, 116 1.6, 1.8 +0.7,+1.0 4.19×10−3 4.2 3.8 2.2 6.1

338 102, 116 1.6, 1.8 −0.7,−0.4 6.43×10−2 1.2 0.9 1.0 1.8 341 102, 116 1.6, 1.8 +0.4,+0.7 1.01×10−1 1.1 0.7 0.9 1.6

339 102, 116 1.6, 1.8 −0.4, 0.0 9.25×10−2 1.1 0.7 1.0 1.6 340 102, 116 1.6, 1.8 0.0,+0.4 1.16×10−1 1.0 0.7 0.8 1.5

343 102, 116 1.8, 2.0 −1.0,−0.7 4.34×10−4 6.1 11.4 3.4 13.4 348 102, 116 1.8, 2.0 +0.7,+1.0 8.65×10−4 8.2 9.1 2.9 12.6

344 102, 116 1.8, 2.0 −0.7,−0.4 2.13×10−2 1.7 1.5 1.6 2.8 347 102, 116 1.8, 2.0 +0.4,+0.7 3.56×10−2 1.5 1.3 1.5 2.5

345 102, 116 1.8, 2.0 −0.4, 0.0 8.89×10−2 1.0 0.6 0.9 1.5 346 102, 116 1.8, 2.0 0.0,+0.4 1.14×10−1 0.9 0.6 0.9 1.4

349 102, 116 2.0, 2.2 −1.0,−0.7 — — — — — 354 102, 116 2.0, 2.2 +0.7,+1.0 — — — — —

350 102, 116 2.0, 2.2 −0.7,−0.4 1.39×10−3 3.3 5.6 3.5 7.4 353 102, 116 2.0, 2.2 +0.4,+0.7 2.22×10−3 3.6 4.9 2.2 6.5

351 102, 116 2.0, 2.2 −0.4, 0.0 6.28×10−2 1.0 0.8 1.3 1.8 352 102, 116 2.0, 2.2 0.0,+0.4 7.95×10−2 0.9 0.7 1.1 1.6

355 102, 116 2.2, 2.4 −1.0,−0.7 — — — — — 360 102, 116 2.2, 2.4 +0.7,+1.0 — — — — —

356 102, 116 2.2, 2.4 −0.7,−0.4 — — — — — 359 102, 116 2.2, 2.4 +0.4,+0.7 — — — — —

357 102, 116 2.2, 2.4 −0.4, 0.0 2.17×10−2 1.4 1.4 1.9 2.7 358 102, 116 2.2, 2.4 0.0,+0.4 2.45×10−2 1.3 1.3 1.6 2.5

361 116, 150 0.0, 0.2 −1.0,−0.7 2.39×10−2 2.4 1.1 1.4 3.0 366 116, 150 0.0, 0.2 +0.7,+1.0 2.59×10−2 2.2 1.0 1.3 2.7

362 116, 150 0.0, 0.2 −0.7,−0.4 2.59×10−2 1.9 0.6 0.8 2.1 365 116, 150 0.0, 0.2 +0.4,+0.7 2.69×10−2 1.9 0.6 0.7 2.1

363 116, 150 0.0, 0.2 −0.4, 0.0 2.16×10−2 1.9 0.9 0.6 2.2 364 116, 150 0.0, 0.2 0.0,+0.4 2.25×10−2 1.8 0.7 0.6 2.0

367 116, 150 0.2, 0.4 −1.0,−0.7 2.29×10−2 2.3 1.2 1.5 3.0 372 116, 150 0.2, 0.4 +0.7,+1.0 2.54×10−2 2.3 1.2 1.3 2.8

368 116, 150 0.2, 0.4 −0.7,−0.4 2.45×10−2 2.1 0.8 0.8 2.4 371 116, 150 0.2, 0.4 +0.4,+0.7 2.88×10−2 1.9 0.6 0.7 2.1

369 116, 150 0.2, 0.4 −0.4, 0.0 2.10×10−2 1.9 0.6 0.7 2.1 370 116, 150 0.2, 0.4 0.0,+0.4 2.25×10−2 1.8 0.5 0.6 2.0

373 116, 150 0.4, 0.6 −1.0,−0.7 2.11×10−2 2.4 1.0 1.6 3.1 378 116, 150 0.4, 0.6 +0.7,+1.0 2.64×10−2 2.3 1.1 1.3 2.8

374 116, 150 0.4, 0.6 −0.7,−0.4 2.44×10−2 2.1 0.7 0.8 2.4 377 116, 150 0.4, 0.6 +0.4,+0.7 2.81×10−2 2.0 0.7 0.7 2.2

375 116, 150 0.4, 0.6 −0.4, 0.0 2.10×10−2 1.8 0.7 0.6 2.0 376 116, 150 0.4, 0.6 0.0,+0.4 2.26×10−2 1.7 0.5 0.6 1.9

379 116, 150 0.6, 0.8 −1.0,−0.7 2.07×10−2 2.4 1.0 1.5 3.0 384 116, 150 0.6, 0.8 +0.7,+1.0 2.69×10−2 2.0 0.8 1.1 2.4

380 116, 150 0.6, 0.8 −0.7,−0.4 2.32×10−2 2.3 0.8 0.9 2.5 383 116, 150 0.6, 0.8 +0.4,+0.7 2.93×10−2 2.0 0.8 0.7 2.3

381 116, 150 0.6, 0.8 −0.4, 0.0 2.06×10−2 1.8 0.6 0.6 2.0 382 116, 150 0.6, 0.8 0.0,+0.4 2.36×10−2 1.7 0.5 0.5 1.9

385 116, 150 0.8, 1.0 −1.0,−0.7 1.69×10−2 2.6 1.2 1.5 3.3 390 116, 150 0.8, 1.0 +0.7,+1.0 2.37×10−2 2.1 0.9 1.1 2.6

386 116, 150 0.8, 1.0 −0.7,−0.4 2.18×10−2 2.3 0.9 0.8 2.6 389 116, 150 0.8, 1.0 +0.4,+0.7 3.03×10−2 1.9 0.7 0.6 2.1

387 116, 150 0.8, 1.0 −0.4, 0.0 2.08×10−2 1.8 0.6 0.6 2.0 388 116, 150 0.8, 1.0 0.0,+0.4 2.30×10−2 1.7 0.6 0.5 1.9

391 116, 150 1.0, 1.2 −1.0,−0.7 1.21×10−2 3.1 1.6 1.3 3.7 396 116, 150 1.0, 1.2 +0.7,+1.0 1.90×10−2 2.4 1.2 1.1 2.9

392 116, 150 1.0, 1.2 −0.7,−0.4 1.99×10−2 2.2 0.9 0.8 2.5 395 116, 150 1.0, 1.2 +0.4,+0.7 3.07×10−2 1.8 0.6 0.6 2.0

393 116, 150 1.0, 1.2 −0.4, 0.0 2.05×10−2 1.9 0.8 0.6 2.1 394 116, 150 1.0, 1.2 0.0,+0.4 2.39×10−2 1.7 0.6 0.6 1.9

397 116, 150 1.2, 1.4 −1.0,−0.7 8.16×10−3 3.6 1.5 1.3 4.1 402 116, 150 1.2, 1.4 +0.7,+1.0 1.38×10−2 2.7 1.0 0.8 3.0

398 116, 150 1.2, 1.4 −0.7,−0.4 1.82×10−2 2.2 1.1 0.8 2.6 401 116, 150 1.2, 1.4 +0.4,+0.7 3.11×10−2 1.7 0.7 0.6 1.9

399 116, 150 1.2, 1.4 −0.4, 0.0 1.87×10−2 2.0 0.8 0.6 2.2 400 116, 150 1.2, 1.4 0.0,+0.4 2.39×10−2 1.8 0.7 0.6 2.0

403 116, 150 1.4, 1.6 −1.0,−0.7 2.40×10−3 6.3 2.9 2.0 7.2 408 116, 150 1.4, 1.6 +0.7,+1.0 4.68×10−3 4.4 2.5 1.2 5.2

404 116, 150 1.4, 1.6 −0.7,−0.4 1.64×10−2 2.2 0.9 0.8 2.6 407 116, 150 1.4, 1.6 +0.4,+0.7 2.96×10−2 1.7 0.7 0.6 1.9

405 116, 150 1.4, 1.6 −0.4, 0.0 1.79×10−2 2.0 0.9 0.7 2.3 406 116, 150 1.4, 1.6 0.0,+0.4 2.30×10−2 1.7 0.8 0.5 2.0

409 116, 150 1.6, 1.8 −1.0,−0.7 3.00×10−4 70.7 18.8 4.6 73.3 414 116, 150 1.6, 1.8 +0.7,+1.0 9.12×10−4 9.2 7.6 2.1 12.2

410 116, 150 1.6, 1.8 −0.7,−0.4 1.09×10−2 2.8 1.2 0.9 3.1 413 116, 150 1.6, 1.8 +0.4,+0.7 2.23×10−2 2.0 0.9 0.7 2.3

411 116, 150 1.6, 1.8 −0.4, 0.0 1.72×10−2 2.0 0.9 0.7 2.3 412 116, 150 1.6, 1.8 0.0,+0.4 2.36×10−2 1.8 0.9 0.6 2.0

415 116, 150 1.8, 2.0 −1.0,−0.7 — — — — — 420 116, 150 1.8, 2.0 +0.7,+1.0 — — — — —

416 116, 150 1.8, 2.0 −0.7,−0.4 3.51×10−3 4.7 2.7 1.8 5.7 419 116, 150 1.8, 2.0 +0.4,+0.7 7.66×10−3 3.5 2.0 1.3 4.2

417 116, 150 1.8, 2.0 −0.4, 0.0 1.66×10−2 2.1 1.2 0.8 2.6 418 116, 150 1.8, 2.0 0.0,+0.4 2.33×10−2 1.8 1.0 0.7 2.2

421 116, 150 2.0, 2.2 −1.0,−0.7 — — — — — 426 116, 150 2.0, 2.2 +0.7,+1.0 — — — — —

422 116, 150 2.0, 2.2 −0.7,−0.4 2.20×10−4 8.3 8.9 6.0 13.5 425 116, 150 2.0, 2.2 +0.4,+0.7 4.66×10−4 9.7 7.6 3.8 12.9

423 116, 150 2.0, 2.2 −0.4, 0.0 1.20×10−2 2.1 1.0 0.9 2.5 424 116, 150 2.0, 2.2 0.0,+0.4 1.65×10−2 1.9 0.9 0.8 2.2

427 116, 150 2.2, 2.4 −1.0,−0.7 — — — — — 432 116, 150 2.2, 2.4 +0.7,+1.0 — — — — —

428 116, 150 2.2, 2.4 −0.7,−0.4 — — — — — 431 116, 150 2.2, 2.4 +0.4,+0.7 — — — — —

429 116, 150 2.2, 2.4 −0.4, 0.0 3.94×10−3 3.8 2.5 1.9 4.9 430 116, 150 2.2, 2.4 0.0,+0.4 4.75×10−3 3.5 2.2 1.9 4.5
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Bin m`` |y``| cos θ∗ d3σ δstat δsystunc δsystcor δtotal Bin m`` |y``| cos θ∗ d3σ δstat δsystunc δsystcor δtotal

[GeV] [pb/GeV] [%] [%] [%] [%] [GeV] [pb/GeV] [%] [%] [%] [%]

433 150, 200 0.0, 0.2 −1.0,−0.7 6.26×10−3 4.2 1.6 2.8 5.3 438 150, 200 0.0, 0.2 +0.7,+1.0 6.55×10−3 4.3 1.7 2.8 5.4

434 150, 200 0.0, 0.2 −0.7,−0.4 5.56×10−3 3.7 1.2 1.6 4.2 437 150, 200 0.0, 0.2 +0.4,+0.7 5.91×10−3 3.6 1.3 1.6 4.1

435 150, 200 0.0, 0.2 −0.4, 0.0 4.77×10−3 3.4 1.3 1.2 3.8 436 150, 200 0.0, 0.2 0.0,+0.4 4.76×10−3 3.5 0.7 1.1 3.7

439 150, 200 0.2, 0.4 −1.0,−0.7 5.66×10−3 4.6 1.7 3.2 5.8 444 150, 200 0.2, 0.4 +0.7,+1.0 6.67×10−3 4.0 2.0 2.7 5.2

440 150, 200 0.2, 0.4 −0.7,−0.4 5.41×10−3 3.9 1.9 1.6 4.7 443 150, 200 0.2, 0.4 +0.4,+0.7 5.96×10−3 3.6 1.9 2.5 4.8

441 150, 200 0.2, 0.4 −0.4, 0.0 4.81×10−3 3.4 0.9 1.2 3.7 442 150, 200 0.2, 0.4 0.0,+0.4 4.97×10−3 3.2 1.0 1.2 3.6

445 150, 200 0.4, 0.6 −1.0,−0.7 4.73×10−3 4.8 2.2 3.3 6.2 450 150, 200 0.4, 0.6 +0.7,+1.0 7.08×10−3 3.7 1.3 2.3 4.6

446 150, 200 0.4, 0.6 −0.7,−0.4 5.52×10−3 3.9 1.0 1.6 4.3 449 150, 200 0.4, 0.6 +0.4,+0.7 6.26×10−3 3.6 1.2 1.4 4.0

447 150, 200 0.4, 0.6 −0.4, 0.0 4.56×10−3 3.4 0.8 1.1 3.7 448 150, 200 0.4, 0.6 0.0,+0.4 4.79×10−3 3.4 1.9 1.1 4.1

451 150, 200 0.6, 0.8 −1.0,−0.7 4.51×10−3 4.7 1.9 3.0 5.9 456 150, 200 0.6, 0.8 +0.7,+1.0 6.21×10−3 3.8 1.3 2.2 4.6

452 150, 200 0.6, 0.8 −0.7,−0.4 5.18×10−3 4.2 1.5 1.7 4.8 455 150, 200 0.6, 0.8 +0.4,+0.7 6.90×10−3 3.5 0.8 1.2 3.8

453 150, 200 0.6, 0.8 −0.4, 0.0 4.26×10−3 3.4 1.2 1.2 3.8 454 150, 200 0.6, 0.8 0.0,+0.4 5.26×10−3 3.1 0.6 1.0 3.3

457 150, 200 0.8, 1.0 −1.0,−0.7 3.32×10−3 5.4 2.3 3.2 6.7 462 150, 200 0.8, 1.0 +0.7,+1.0 6.01×10−3 3.8 1.5 1.8 4.5

458 150, 200 0.8, 1.0 −0.7,−0.4 4.91×10−3 4.3 1.1 1.7 4.8 461 150, 200 0.8, 1.0 +0.4,+0.7 6.43×10−3 3.7 1.3 1.3 4.1

459 150, 200 0.8, 1.0 −0.4, 0.0 4.28×10−3 3.5 0.8 1.1 3.7 460 150, 200 0.8, 1.0 0.0,+0.4 5.18×10−3 3.1 0.7 0.9 3.3

463 150, 200 1.0, 1.2 −1.0,−0.7 2.39×10−3 6.4 2.4 3.0 7.5 468 150, 200 1.0, 1.2 +0.7,+1.0 4.66×10−3 4.2 1.8 1.8 4.9

464 150, 200 1.0, 1.2 −0.7,−0.4 4.03×10−3 4.4 1.7 1.8 5.1 467 150, 200 1.0, 1.2 +0.4,+0.7 6.99×10−3 3.2 1.1 1.0 3.5

465 150, 200 1.0, 1.2 −0.4, 0.0 4.13×10−3 3.7 1.2 1.3 4.1 466 150, 200 1.0, 1.2 0.0,+0.4 5.40×10−3 3.1 1.2 0.9 3.5

469 150, 200 1.2, 1.4 −1.0,−0.7 1.46×10−3 8.1 4.1 2.8 9.5 474 150, 200 1.2, 1.4 +0.7,+1.0 3.19×10−3 5.0 2.4 1.5 5.7

470 150, 200 1.2, 1.4 −0.7,−0.4 3.80×10−3 4.4 2.1 1.8 5.2 473 150, 200 1.2, 1.4 +0.4,+0.7 7.42×10−3 3.0 1.0 0.9 3.3

471 150, 200 1.2, 1.4 −0.4, 0.0 4.04×10−3 3.8 1.3 1.2 4.2 472 150, 200 1.2, 1.4 0.0,+0.4 5.48×10−3 3.3 0.8 0.9 3.5

475 150, 200 1.4, 1.6 −1.0,−0.7 4.78×10−4 24.4 14.5 3.2 28.6 480 150, 200 1.4, 1.6 +0.7,+1.0 1.06×10−3 8.4 5.8 2.2 10.4

476 150, 200 1.4, 1.6 −0.7,−0.4 3.12×10−3 4.9 2.4 2.0 5.9 479 150, 200 1.4, 1.6 +0.4,+0.7 6.69×10−3 3.1 2.0 0.9 3.8

477 150, 200 1.4, 1.6 −0.4, 0.0 3.84×10−3 3.8 1.4 1.2 4.2 478 150, 200 1.4, 1.6 0.0,+0.4 5.48×10−3 3.1 1.1 0.8 3.4

481 150, 200 1.6, 1.8 −1.0,−0.7 — — — — — 486 150, 200 1.6, 1.8 +0.7,+1.0 — — — — —

482 150, 200 1.6, 1.8 −0.7,−0.4 1.96×10−3 5.9 2.0 2.0 6.5 485 150, 200 1.6, 1.8 +0.4,+0.7 5.25×10−3 3.5 1.2 0.9 3.8

483 150, 200 1.6, 1.8 −0.4, 0.0 3.65×10−3 3.9 1.6 1.5 4.5 484 150, 200 1.6, 1.8 0.0,+0.4 5.22×10−3 3.2 1.1 0.8 3.5

487 150, 200 1.8, 2.0 −1.0,−0.7 — — — — — 492 150, 200 1.8, 2.0 +0.7,+1.0 — — — — —

488 150, 200 1.8, 2.0 −0.7,−0.4 5.67×10−4 11.8 4.8 4.4 13.4 491 150, 200 1.8, 2.0 +0.4,+0.7 1.62×10−3 6.4 1.9 1.6 6.9

489 150, 200 1.8, 2.0 −0.4, 0.0 3.36×10−3 3.8 0.9 1.0 4.0 490 150, 200 1.8, 2.0 0.0,+0.4 5.16×10−3 3.0 0.9 0.7 3.2

493 150, 200 2.0, 2.2 −1.0,−0.7 — — — — — 498 150, 200 2.0, 2.2 +0.7,+1.0 — — — — —

494 150, 200 2.0, 2.2 −0.7,−0.4 — — — — — 497 150, 200 2.0, 2.2 +0.4,+0.7 — — — — —

495 150, 200 2.0, 2.2 −0.4, 0.0 2.47×10−3 4.4 1.7 1.3 4.9 496 150, 200 2.0, 2.2 0.0,+0.4 3.68×10−3 3.5 1.2 0.8 3.8

499 150, 200 2.2, 2.4 −1.0,−0.7 — — — — — 504 150, 200 2.2, 2.4 +0.7,+1.0 — — — — —

500 150, 200 2.2, 2.4 −0.7,−0.4 — — — — — 503 150, 200 2.2, 2.4 +0.4,+0.7 — — — — —

501 150, 200 2.2, 2.4 −0.4, 0.0 8.93×10−4 7.0 2.0 1.7 7.5 502 150, 200 2.2, 2.4 0.0,+0.4 1.15×10−3 6.3 1.8 1.3 6.6

Table 7. The combined Born-level triple-differential cross section d3σ/dm``d|y``|d cos θ∗. The

measurements are listed together with the statistical (δstat), uncorrelated systematic (δsyst
unc ), corre-

lated systematic (δsyst
cor ), and total (δtotal) uncertainties. The luminosity uncertainty of 1.9% is not

shown and not included in the overall systematic and total uncertainties.
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Bin mee |yee| cos θ∗ d3σ δstat δsystunc δsystcor δtotal Bin mee |yee| cos θ∗ d3σ δstat δsystunc δsystcor δtotal

[GeV] [pb/GeV] [%] [%] [%] [%] [GeV] [pb/GeV] [%] [%] [%] [%]

1 66, 80 1.2, 1.6 −1.0,−0.7 1.06×10−2 6.4 8.1 12.4 16.1 6 66, 80 1.2, 1.6 +0.7,+1.0 6.29×10−3 7.8 11.0 16.1 21.0

2 66, 80 1.2, 1.6 −0.7,−0.4 9.24×10−4 16.2 15.4 15.3 27.1 5 66, 80 1.2, 1.6 +0.4,+0.7 6.97×10−4 15.7 13.1 15.5 25.7

3 66, 80 1.2, 1.6 −0.4, 0.0 — — — — — 4 66, 80 1.2, 1.6 0.0,+0.4 — — — — —

7 66, 80 1.6, 2.0 −1.0,−0.7 3.89×10−2 3.9 3.8 7.0 8.9 12 66, 80 1.6, 2.0 +0.7,+1.0 2.24×10−2 5.1 6.7 10.4 13.3

8 66, 80 1.6, 2.0 −0.7,−0.4 6.54×10−2 2.8 2.6 5.1 6.4 11 66, 80 1.6, 2.0 +0.4,+0.7 4.27×10−2 3.2 3.5 6.1 7.8

9 66, 80 1.6, 2.0 −0.4, 0.0 — — — — — 10 66, 80 1.6, 2.0 0.0,+0.4 — — — — —

13 66, 80 2.0, 2.4 −1.0,−0.7 4.28×10−2 6.2 6.6 13.1 16.0 18 66, 80 2.0, 2.4 +0.7,+1.0 2.08×10−2 7.3 8.6 25.4 27.8

14 66, 80 2.0, 2.4 −0.7,−0.4 1.89×10−1 2.0 2.1 4.4 5.2 17 66, 80 2.0, 2.4 +0.4,+0.7 9.97×10−2 2.6 3.4 6.0 7.3

15 66, 80 2.0, 2.4 −0.4, 0.0 5.10×10−2 2.5 2.5 5.4 6.5 16 66, 80 2.0, 2.4 0.0,+0.4 3.55×10−2 2.8 3.2 6.3 7.6

19 66, 80 2.4, 2.8 −1.0,−0.7 3.91×10−2 3.5 3.8 19.5 20.2 24 66, 80 2.4, 2.8 +0.7,+1.0 1.65×10−2 4.3 5.7 26.9 27.9

20 66, 80 2.4, 2.8 −0.7,−0.4 1.89×10−1 2.2 2.2 11.3 11.8 23 66, 80 2.4, 2.8 +0.4,+0.7 8.98×10−2 2.7 3.1 17.5 18.0

21 66, 80 2.4, 2.8 −0.4, 0.0 8.40×10−2 2.3 1.9 2.4 3.8 22 66, 80 2.4, 2.8 0.0,+0.4 5.24×10−2 2.8 2.7 3.9 5.5

25 66, 80 2.8, 3.6 −1.0,−0.7 2.14×10−2 3.0 3.1 18.4 18.9 30 66, 80 2.8, 3.6 +0.7,+1.0 7.09×10−3 3.8 7.4 32.7 33.8

26 66, 80 2.8, 3.6 −0.7,−0.4 4.84×10−2 2.1 1.9 10.3 10.7 29 66, 80 2.8, 3.6 +0.4,+0.7 1.79×10−2 2.8 3.2 15.2 15.7

27 66, 80 2.8, 3.6 −0.4, 0.0 — — — — — 28 66, 80 2.8, 3.6 0.0,+0.4 — — — — —

31 80, 91 1.2, 1.6 −1.0,−0.7 5.20×10−1 0.9 0.7 2.4 2.7 36 80, 91 1.2, 1.6 +0.7,+1.0 5.29×10−1 0.9 0.7 2.6 2.8

32 80, 91 1.2, 1.6 −0.7,−0.4 3.07×10−2 3.6 2.6 3.4 5.6 35 80, 91 1.2, 1.6 +0.4,+0.7 3.07×10−2 3.5 2.8 3.6 5.8

33 80, 91 1.2, 1.6 −0.4, 0.0 — — — — — 34 80, 91 1.2, 1.6 0.0,+0.4 — — — — —

37 80, 91 1.6, 2.0 −1.0,−0.7 1.26 0.7 0.4 2.7 2.8 42 80, 91 1.6, 2.0 +0.7,+1.0 1.28 0.6 0.4 2.6 2.7

38 80, 91 1.6, 2.0 −0.7,−0.4 1.04 0.7 0.5 1.7 1.9 41 80, 91 1.6, 2.0 +0.4,+0.7 1.04 0.7 0.5 1.7 1.9

39 80, 91 1.6, 2.0 −0.4, 0.0 5.59×10−3 7.9 4.4 4.4 10.0 40 80, 91 1.6, 2.0 0.0,+0.4 5.05×10−3 7.4 4.6 3.5 9.4

43 80, 91 2.0, 2.4 −1.0,−0.7 1.28 0.9 0.8 2.7 2.9 48 80, 91 2.0, 2.4 +0.7,+1.0 1.24 0.9 0.7 2.6 2.9

44 80, 91 2.0, 2.4 −0.7,−0.4 2.71 0.5 0.4 1.4 1.5 47 80, 91 2.0, 2.4 +0.4,+0.7 2.66 0.5 0.4 1.5 1.6

45 80, 91 2.0, 2.4 −0.4, 0.0 7.32×10−1 0.6 0.6 1.8 2.0 46 80, 91 2.0, 2.4 0.0,+0.4 7.23×10−1 0.6 0.6 1.9 2.1

49 80, 91 2.4, 2.8 −1.0,−0.7 1.14 0.7 0.6 3.2 3.4 54 80, 91 2.4, 2.8 +0.7,+1.0 1.14 0.6 0.6 2.7 2.9

50 80, 91 2.4, 2.8 −0.7,−0.4 2.55 0.6 0.5 2.4 2.5 53 80, 91 2.4, 2.8 +0.4,+0.7 2.52 0.6 0.5 2.5 2.6

51 80, 91 2.4, 2.8 −0.4, 0.0 1.10 0.6 0.5 1.7 1.9 52 80, 91 2.4, 2.8 0.0,+0.4 1.10 0.6 0.5 1.7 1.9

55 80, 91 2.8, 3.6 −1.0,−0.7 6.05×10−1 0.6 0.6 4.1 4.2 60 80, 91 2.8, 3.6 +0.7,+1.0 5.97×10−1 0.6 0.6 4.0 4.1

56 80, 91 2.8, 3.6 −0.7,−0.4 5.95×10−1 0.5 0.5 4.6 4.6 59 80, 91 2.8, 3.6 +0.4,+0.7 5.84×10−1 0.5 0.5 4.5 4.5

57 80, 91 2.8, 3.6 −0.4, 0.0 — — — — — 58 80, 91 2.8, 3.6 0.0,+0.4 — — — — —

61 91, 102 1.2, 1.6 −1.0,−0.7 6.53×10−1 0.8 0.6 2.2 2.4 66 91, 102 1.2, 1.6 +0.7,+1.0 7.55×10−1 0.8 0.6 2.3 2.5

62 91, 102 1.2, 1.6 −0.7,−0.4 3.64×10−2 3.5 2.8 2.7 5.2 65 91, 102 1.2, 1.6 +0.4,+0.7 3.88×10−2 3.5 3.0 3.2 5.6

63 91, 102 1.2, 1.6 −0.4, 0.0 — — — — — 64 91, 102 1.2, 1.6 0.0,+0.4 — — — — —

67 91, 102 1.6, 2.0 −1.0,−0.7 1.52 0.6 0.4 2.2 2.3 72 91, 102 1.6, 2.0 +0.7,+1.0 1.78 0.6 0.4 2.1 2.3

68 91, 102 1.6, 2.0 −0.7,−0.4 1.13 0.7 0.5 1.5 1.7 71 91, 102 1.6, 2.0 +0.4,+0.7 1.29 0.7 0.4 1.4 1.6

69 91, 102 1.6, 2.0 −0.4, 0.0 6.15×10−3 7.6 6.1 6.4 11.6 70 91, 102 1.6, 2.0 0.0,+0.4 5.73×10−3 8.0 6.7 6.3 12.2

73 91, 102 2.0, 2.4 −1.0,−0.7 1.48 0.9 0.7 2.3 2.6 78 91, 102 2.0, 2.4 +0.7,+1.0 1.81 0.8 0.6 2.2 2.4

74 91, 102 2.0, 2.4 −0.7,−0.4 2.94 0.5 0.3 1.6 1.7 77 91, 102 2.0, 2.4 +0.4,+0.7 3.48 0.4 0.3 1.5 1.6

75 91, 102 2.0, 2.4 −0.4, 0.0 8.06×10−1 0.7 0.6 1.6 1.9 76 91, 102 2.0, 2.4 0.0,+0.4 8.97×10−1 0.6 0.6 1.5 1.7

79 91, 102 2.4, 2.8 −1.0,−0.7 1.25 0.7 0.6 2.3 2.5 84 91, 102 2.4, 2.8 +0.7,+1.0 1.65 0.6 0.5 2.3 2.4

80 91, 102 2.4, 2.8 −0.7,−0.4 2.63 0.6 0.5 2.0 2.1 83 91, 102 2.4, 2.8 +0.4,+0.7 3.33 0.5 0.5 1.8 2.0

81 91, 102 2.4, 2.8 −0.4, 0.0 1.24 0.6 1.0 1.7 2.1 82 91, 102 2.4, 2.8 0.0,+0.4 1.41 0.6 0.8 1.5 1.8

85 91, 102 2.8, 3.6 −1.0,−0.7 6.54×10−1 0.6 0.6 3.0 3.1 90 91, 102 2.8, 3.6 +0.7,+1.0 9.09×10−1 0.5 0.6 2.9 3.0

86 91, 102 2.8, 3.6 −0.7,−0.4 5.66×10−1 0.6 0.5 3.3 3.4 89 91, 102 2.8, 3.6 +0.4,+0.7 7.57×10−1 0.5 0.4 2.5 2.6

87 91, 102 2.8, 3.6 −0.4, 0.0 — — — — — 88 91, 102 2.8, 3.6 0.0,+0.4 — — — — —

91 102, 116 1.2, 1.6 −1.0,−0.7 3.09×10−2 4.6 6.3 11.4 13.8 96 102, 116 1.2, 1.6 +0.7,+1.0 5.49×10−2 3.3 4.0 6.5 8.3

92 102, 116 1.2, 1.6 −0.7,−0.4 1.06×10−3 23.7 22.9 33.4 46.9 95 102, 116 1.2, 1.6 +0.4,+0.7 1.64×10−3 20.6 29.7 24.2 43.5

93 102, 116 1.2, 1.6 −0.4, 0.0 — — — — — 94 102, 116 1.2, 1.6 0.0,+0.4 — — — — —

97 102, 116 1.6, 2.0 −1.0,−0.7 5.20×10−2 3.8 4.0 8.5 10.1 102 102, 116 1.6, 2.0 +0.7,+1.0 1.05×10−1 2.6 2.4 5.0 6.2

98 102, 116 1.6, 2.0 −0.7,−0.4 3.15×10−2 4.4 4.4 4.9 8.0 101 102, 116 1.6, 2.0 +0.4,+0.7 5.32×10−2 3.3 3.0 3.5 5.7

99 102, 116 1.6, 2.0 −0.4, 0.0 — — — — — 100 102, 116 1.6, 2.0 0.0,+0.4 — — — — —

103 102, 116 2.0, 2.4 −1.0,−0.7 4.24×10−2 5.3 5.0 15.5 17.1 108 102, 116 2.0, 2.4 +0.7,+1.0 1.06×10−1 3.2 3.1 7.8 9.0

104 102, 116 2.0, 2.4 −0.7,−0.4 6.96×10−2 3.2 3.5 5.9 7.6 107 102, 116 2.0, 2.4 +0.4,+0.7 1.38×10−1 2.4 2.2 4.4 5.4

105 102, 116 2.0, 2.4 −0.4, 0.0 2.42×10−2 4.0 4.4 5.9 8.4 106 102, 116 2.0, 2.4 0.0,+0.4 3.15×10−2 3.5 3.5 4.0 6.3

109 102, 116 2.4, 2.8 −1.0,−0.7 3.05×10−2 3.8 4.6 22.0 22.8 114 102, 116 2.4, 2.8 +0.7,+1.0 9.69×10−2 2.2 2.4 10.5 11.0

110 102, 116 2.4, 2.8 −0.7,−0.4 5.28×10−2 4.3 4.5 11.4 12.9 113 102, 116 2.4, 2.8 +0.4,+0.7 1.36×10−1 2.7 2.6 8.4 9.2

111 102, 116 2.4, 2.8 −0.4, 0.0 3.06×10−2 4.0 5.1 6.9 9.5 112 102, 116 2.4, 2.8 0.0,+0.4 5.19×10−2 3.1 3.3 4.8 6.6

115 102, 116 2.8, 3.6 −1.0,−0.7 1.44×10−2 3.4 3.9 35.9 36.3 120 102, 116 2.8, 3.6 +0.7,+1.0 5.18×10−2 2.0 1.8 19.3 19.4

116 102, 116 2.8, 3.6 −0.7,−0.4 1.00×10−2 4.2 4.6 24.8 25.5 119 102, 116 2.8, 3.6 +0.4,+0.7 3.27×10−2 2.4 2.1 14.2 14.6

117 102, 116 2.8, 3.6 −0.4, 0.0 — — — — — 118 102, 116 2.8, 3.6 0.0,+0.4 — — — — —
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Bin mee |yee| cos θ∗ d3σ δstat δsystunc δsystcor δtotal Bin mee |yee| cos θ∗ d3σ δstat δsystunc δsystcor δtotal

[GeV] [pb/GeV] [%] [%] [%] [%] [GeV] [pb/GeV] [%] [%] [%] [%]

121 116, 150 1.2, 1.6 −1.0,−0.7 6.38×10−3 9.4 13.8 36.2 39.9 126 116, 150 1.2, 1.6 +0.7,+1.0 1.65×10−2 4.7 5.6 14.4 16.1

122 116, 150 1.2, 1.6 −0.7,−0.4 — — — — — 125 116, 150 1.2, 1.6 +0.4,+0.7 4.05×10−4 33.3 55.4 43.5 78.0

123 116, 150 1.2, 1.6 −0.4, 0.0 — — — — — 124 116, 150 1.2, 1.6 0.0,+0.4 — — — — —

127 116, 150 1.6, 2.0 −1.0,−0.7 9.56×10−3 8.4 11.4 29.7 32.9 132 116, 150 1.6, 2.0 +0.7,+1.0 2.91×10−2 3.9 6.2 9.9 12.3

128 116, 150 1.6, 2.0 −0.7,−0.4 4.62×10−3 7.6 10.1 9.1 15.6 131 116, 150 1.6, 2.0 +0.4,+0.7 1.16×10−2 4.4 5.1 3.3 7.5

129 116, 150 1.6, 2.0 −0.4, 0.0 — — — — — 130 116, 150 1.6, 2.0 0.0,+0.4 — — — — —

133 116, 150 2.0, 2.4 −1.0,−0.7 7.42×10−3 11.5 16.3 46.1 50.3 138 116, 150 2.0, 2.4 +0.7,+1.0 3.00×10−2 4.1 5.2 11.3 13.1

134 116, 150 2.0, 2.4 −0.7,−0.4 1.21×10−2 5.5 6.4 11.2 14.0 137 116, 150 2.0, 2.4 +0.4,+0.7 3.03×10−2 3.6 3.8 4.7 7.0

135 116, 150 2.0, 2.4 −0.4, 0.0 3.48×10−3 7.2 12.2 14.1 20.1 136 116, 150 2.0, 2.4 0.0,+0.4 7.29×10−3 4.7 5.9 5.6 9.4

139 116, 150 2.4, 2.8 −1.0,−0.7 3.36×10−3 16.2 18.3 30.4 39.0 144 116, 150 2.4, 2.8 +0.7,+1.0 2.87×10−2 3.3 3.0 4.3 6.2

140 116, 150 2.4, 2.8 −0.7,−0.4 8.13×10−3 7.6 10.9 11.6 17.6 143 116, 150 2.4, 2.8 +0.4,+0.7 2.88×10−2 3.8 3.8 3.9 6.7

141 116, 150 2.4, 2.8 −0.4, 0.0 5.61×10−3 5.9 7.0 7.1 11.6 142 116, 150 2.4, 2.8 0.0,+0.4 1.05×10−2 4.5 4.7 3.8 7.5

145 116, 150 2.8, 3.6 −1.0,−0.7 1.68×10−3 11.1 13.6 32.3 36.8 150 116, 150 2.8, 3.6 +0.7,+1.0 1.21×10−2 3.1 3.6 6.8 8.3

146 116, 150 2.8, 3.6 −0.7,−0.4 1.39×10−3 8.8 11.4 14.1 20.1 149 116, 150 2.8, 3.6 +0.4,+0.7 6.41×10−3 3.7 4.0 3.8 6.6

147 116, 150 2.8, 3.6 −0.4, 0.0 — — — — — 148 116, 150 2.8, 3.6 0.0,+0.4 — — — — —

Table 8. The high rapidity electron channel Born-level triple-differential cross section

d3σ/dm``d|y``|d cos θ∗. The measurements are listed together with the statistical (δstat), uncor-

related systematic (δsyst
unc ), correlated systematic (δsyst

cor ), and total (δtotal) uncertainties. The lu-

minosity uncertainty of 1.9% is not shown and not included in the overall systematic and total

uncertainties.
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A.3 Forward-backward asymmetry tables

|y``| m`` AFB ∆stat ∆syst
unc ∆syst

cor ∆total |y``| m`` AFB ∆stat ∆syst
unc ∆syst

cor ∆total

[GeV] [GeV]

0.0, 0.2 46, 66 −5.97× 10−3 5.6×10−3 4.5×10−3 7.2×10−4 7.3×10−3 0.2, 0.4 46, 66 −8.12× 10−3 5.7×10−3 4.7×10−3 8.7×10−4 7.4×10−3

0.0, 0.2 66, 80 −2.48× 10−4 4.2×10−3 2.3×10−3 7.5×10−4 4.8×10−3 0.2, 0.4 66, 80 −2.61× 10−2 4.2×10−3 2.3×10−3 6.7×10−4 4.9×10−3

0.0, 0.2 80, 91 8.26× 10−4 1.1×10−3 5.6×10−4 3.5×10−4 1.3×10−3 0.2, 0.4 80, 91 1.85× 10−3 1.1×10−3 5.5×10−4 5.5×10−4 1.4×10−3

0.0, 0.2 91, 102 3.78× 10−3 1.1×10−3 5.1×10−4 3.2×10−4 1.2×10−3 0.2, 0.4 91, 102 6.49× 10−3 1.1×10−3 5.0×10−4 5.1×10−4 1.3×10−3

0.0, 0.2 102, 116 1.29× 10−2 5.3×10−3 2.5×10−3 9.1×10−4 5.9×10−3 0.2, 0.4 102, 116 2.59× 10−2 5.3×10−3 2.5×10−3 1.1×10−3 5.9×10−3

0.0, 0.2 116, 150 2.60× 10−2 8.3×10−3 3.3×10−3 1.3×10−3 9.0×10−3 0.2, 0.4 116, 150 5.69× 10−2 8.4×10−3 3.6×10−3 1.5×10−3 9.2×10−3

0.0, 0.2 150, 200 1.88× 10−2 1.6×10−2 5.8×10−3 2.9×10−3 1.7×10−2 0.2, 0.4 150, 200 5.11× 10−2 1.6×10−2 6.9×10−3 4.2×10−3 1.8×10−2

0.4, 0.6 46, 66 −2.71× 10−2 5.9×10−3 4.5×10−3 9.1×10−4 7.5×10−3 0.6, 0.8 46, 66 −2.96× 10−2 5.7×10−3 4.3×10−3 9.5×10−4 7.2×10−3

0.4, 0.6 66, 80 −2.76× 10−2 4.3×10−3 2.3×10−3 7.6×10−4 4.9×10−3 0.6, 0.8 66, 80 −5.27× 10−2 4.4×10−3 2.5×10−3 9.2×10−4 5.1×10−3

0.4, 0.6 80, 91 2.61× 10−3 1.1×10−3 5.5×10−4 6.0×10−4 1.4×10−3 0.6, 0.8 80, 91 1.48× 10−3 1.1×10−3 5.6×10−4 6.6×10−4 1.4×10−3

0.4, 0.6 91, 102 1.23× 10−2 1.1×10−3 5.2×10−4 5.7×10−4 1.3×10−3 0.6, 0.8 91, 102 1.74× 10−2 1.1×10−3 5.1×10−4 6.4×10−4 1.4×10−3

0.4, 0.6 102, 116 4.39× 10−2 5.2×10−3 2.6×10−3 1.2×10−3 6.0×10−3 0.6, 0.8 102, 116 5.37× 10−2 5.2×10−3 2.7×10−3 1.7×10−3 6.1×10−3

0.4, 0.6 116, 150 7.39× 10−2 8.5×10−3 3.3×10−3 1.7×10−3 9.3×10−3 0.6, 0.8 116, 150 1.06× 10−1 8.3×10−3 3.1×10−3 1.8×10−3 9.1×10−3

0.4, 0.6 150, 200 1.01× 10−1 1.6×10−2 5.8×10−3 2.7×10−3 1.7×10−2 0.6, 0.8 150, 200 1.37× 10−1 1.6×10−2 5.3×10−3 3.2×10−3 1.7×10−2

0.8, 1.0 46, 66 −4.28× 10−2 5.8×10−3 4.4×10−3 8.9×10−4 7.3×10−3 1.0, 1.2 46, 66 −5.60× 10−2 5.7×10−3 4.2×10−3 1.2×10−3 7.2×10−3

0.8, 1.0 66, 80 −7.03× 10−2 4.4×10−3 2.4×10−3 9.0×10−4 5.1×10−3 1.0, 1.2 66, 80 −8.76× 10−2 4.3×10−3 2.4×10−3 9.5×10−4 5.0×10−3

0.8, 1.0 80, 91 −7.42× 10−5 1.1×10−3 5.7×10−4 7.5×10−4 1.5×10−3 1.0, 1.2 80, 91 8.90× 10−5 1.1×10−3 5.7×10−4 7.8×10−4 1.5×10−3

0.8, 1.0 91, 102 2.33× 10−2 1.1×10−3 5.2×10−4 6.9×10−4 1.4×10−3 1.0, 1.2 91, 102 2.88× 10−2 1.1×10−3 5.1×10−4 7.4×10−4 1.4×10−3

0.8, 1.0 102, 116 9.15× 10−2 5.2×10−3 2.8×10−3 1.6×10−3 6.1×10−3 1.0, 1.2 102, 116 1.10× 10−1 5.1×10−3 2.7×10−3 1.7×10−3 6.0×10−3

0.8, 1.0 116, 150 1.28× 10−1 8.4×10−3 3.4×10−3 1.8×10−3 9.2×10−3 1.0, 1.2 116, 150 1.68× 10−1 8.4×10−3 3.6×10−3 2.0×10−3 9.3×10−3

0.8, 1.0 150, 200 1.69× 10−1 1.6×10−2 5.3×10−3 4.0×10−3 1.7×10−2 1.0, 1.2 150, 200 2.36× 10−1 1.6×10−2 5.9×10−3 4.2×10−3 1.7×10−2

1.2, 1.4 46, 66 −8.88× 10−2 5.7×10−3 4.2×10−3 1.4×10−3 7.2×10−3 1.4, 1.6 46, 66 −1.03× 10−1 5.8×10−3 4.3×10−3 1.7×10−3 7.5×10−3

1.2, 1.4 66, 80 −1.14× 10−1 4.2×10−3 2.4×10−3 1.1×10−3 5.0×10−3 1.4, 1.6 66, 80 −1.25× 10−1 4.4×10−3 2.6×10−3 1.3×10−3 5.3×10−3

1.2, 1.4 80, 91 −2.23× 10−3 1.1×10−3 5.7×10−4 8.7×10−4 1.5×10−3 1.4, 1.6 80, 91 −2.59× 10−3 1.2×10−3 6.2×10−4 9.2×10−4 1.6×10−3

1.2, 1.4 91, 102 3.38× 10−2 1.1×10−3 5.2×10−4 8.5×10−4 1.5×10−3 1.4, 1.6 91, 102 3.77× 10−2 1.1×10−3 5.7×10−4 8.9×10−4 1.6×10−3

1.2, 1.4 102, 116 1.30× 10−1 5.0×10−3 2.8×10−3 2.0×10−3 6.1×10−3 1.4, 1.6 102, 116 1.44× 10−1 5.1×10−3 3.0×10−3 2.2×10−3 6.3×10−3

1.2, 1.4 116, 150 2.09× 10−1 8.5×10−3 3.7×10−3 2.6×10−3 9.6×10−3 1.4, 1.6 116, 150 2.19× 10−1 8.9×10−3 3.9×10−3 2.8×10−3 1.0×10−2

1.2, 1.4 150, 200 2.68× 10−1 1.6×10−2 6.6×10−3 4.3×10−3 1.8×10−2 1.4, 1.6 150, 200 2.80× 10−1 1.8×10−2 9.0×10−3 4.5×10−3 2.1×10−2

1.6, 1.8 46, 66 −9.35× 10−2 6.1×10−3 4.6×10−3 1.4×10−3 7.8×10−3 1.8, 2.0 46, 66 −9.23× 10−2 6.7×10−3 4.9×10−3 1.5×10−3 8.5×10−3

1.6, 1.8 66, 80 −1.26× 10−1 4.9×10−3 2.8×10−3 1.5×10−3 5.8×10−3 1.8, 2.0 66, 80 −1.20× 10−1 5.6×10−3 3.3×10−3 2.0×10−3 6.8×10−3

1.6, 1.8 80, 91 −7.79× 10−4 1.3×10−3 7.0×10−4 1.0×10−3 1.8×10−3 1.8, 2.0 80, 91 −2.65× 10−3 1.5×10−3 8.1×10−4 1.1×10−3 2.0×10−3

1.6, 1.8 91, 102 3.96× 10−2 1.3×10−3 6.3×10−4 9.6×10−4 1.7×10−3 1.8, 2.0 91, 102 3.97× 10−2 1.5×10−3 7.4×10−4 1.1×10−3 2.0×10−3

1.6, 1.8 102, 116 1.63× 10−1 5.3×10−3 3.6×10−3 2.8×10−3 7.0×10−3 1.8, 2.0 102, 116 1.54× 10−1 5.6×10−3 3.9×10−3 3.5×10−3 7.7×10−3

1.6, 1.8 116, 150 2.43× 10−1 1.0×10−2 4.6×10−3 2.6×10−3 1.2×10−2 1.8, 2.0 116, 150 2.12× 10−1 1.2×10−2 6.8×10−3 3.9×10−3 1.4×10−2

1.6, 1.8 150, 200 3.02× 10−1 1.8×10−2 6.8×10−3 5.6×10−3 2.0×10−2 1.8, 2.0 150, 200 2.66× 10−1 2.1×10−2 6.3×10−3 4.2×10−3 2.3×10−2

2.0, 2.2 46, 66 −9.82× 10−2 8.3×10−3 6.2×10−3 2.6×10−3 1.1×10−2 2.2, 2.4 46, 66 −4.44× 10−2 1.4×10−2 1.1×10−2 3.1×10−3 1.8×10−2

2.0, 2.2 66, 80 −1.10× 10−1 6.9×10−3 4.2×10−3 3.0×10−3 8.6×10−3 2.2, 2.4 66, 80 −5.03× 10−2 1.2×10−2 7.5×10−3 6.1×10−3 1.5×10−2

2.0, 2.2 80, 91 −3.33× 10−3 1.9×10−3 1.1×10−3 1.5×10−3 2.7×10−3 2.2, 2.4 80, 91 −6.44× 10−3 3.1×10−3 1.9×10−3 2.1×10−3 4.2×10−3

2.0, 2.2 91, 102 3.33× 10−2 1.9×10−3 9.8×10−4 1.5×10−3 2.6×10−3 2.2, 2.4 91, 102 1.99× 10−2 3.1×10−3 1.6×10−3 2.3×10−3 4.2×10−3

2.0, 2.2 102, 116 1.20× 10−1 6.5×10−3 5.1×10−3 6.3×10−3 1.0×10−2 2.2, 2.4 102, 116 6.06× 10−2 9.7×10−3 9.3×10−3 1.2×10−2 1.8×10−2

2.0, 2.2 116, 150 1.64× 10−1 1.4×10−2 6.6×10−3 3.9×10−3 1.6×10−2 2.2, 2.4 116, 150 9.40× 10−2 2.6×10−2 1.6×10−2 1.5×10−2 3.4×10−2

2.0, 2.2 150, 200 1.97× 10−1 2.7×10−2 1.0×10−2 7.7×10−3 3.0×10−2 2.2, 2.4 150, 200 1.27× 10−1 4.6×10−2 1.3×10−2 1.0×10−2 4.9×10−2

Table 9. The asymmetry AFB determined from the combined triple-differential cross-section mea-

surements. The measurements are listed together with the statistical (∆stat), uncorrelated system-

atic (∆syst
unc ), correlated systematic (∆syst

cor ), and total (∆total) uncertainties.
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|yee| mee AFB ∆stat ∆syst
unc ∆syst

cor ∆total

[GeV]

1.2, 1.6 66, 80 −2.44× 10−1 4.4× 10−2 5.9× 10−2 2.5× 10−2 7.8× 10−2

1.2, 1.6 80, 91 8.57× 10−3 6.2× 10−3 4.6× 10−3 3.6× 10−3 8.5× 10−3

1.2, 1.6 91, 102 7.03× 10−2 5.7× 10−3 4.1× 10−3 4.9× 10−3 8.6× 10−3

1.2, 1.6 102, 116 2.78× 10−1 2.6× 10−2 3.4× 10−2 2.6× 10−2 5.0× 10−2

1.2, 1.6 116, 150 4.43× 10−1 4.2× 10−2 6.0× 10−2 1.1× 10−1 1.3× 10−1

1.6, 2.0 66, 80 −2.32× 10−1 1.7× 10−2 1.9× 10−2 1.1× 10−2 2.7× 10−2

1.6, 2.0 80, 91 3.08× 10−3 3.3× 10−3 2.3× 10−3 2.5× 10−3 4.7× 10−3

1.6, 2.0 91, 102 7.30× 10−2 3.2× 10−3 2.1× 10−3 1.8× 10−3 4.2× 10−3

1.6, 2.0 102, 116 3.09× 10−1 1.6× 10−2 1.6× 10−2 1.3× 10−2 2.6× 10−2

1.6, 2.0 116, 150 4.83× 10−1 2.6× 10−2 3.7× 10−2 6.5× 10−2 7.9× 10−2

2.0, 2.4 66, 80 −2.89× 10−1 1.2× 10−2 1.4× 10−2 1.3× 10−2 2.3× 10−2

2.0, 2.4 80, 91 −9.15× 10−3 2.8× 10−3 2.1× 10−3 1.7× 10−3 3.9× 10−3

2.0, 2.4 91, 102 8.43× 10−2 2.7× 10−3 1.9× 10−3 2.7× 10−3 4.3× 10−3

2.0, 2.4 102, 116 3.40× 10−1 1.3× 10−2 1.3× 10−2 1.6× 10−2 2.5× 10−2

2.0, 2.4 116, 150 4.93× 10−1 2.1× 10−2 2.7× 10−2 6.5× 10−2 7.3× 10−2

2.4, 2.8 66, 80 −3.26× 10−1 1.1× 10−2 1.1× 10−2 1.7× 10−2 2.3× 10−2

2.4, 2.8 80, 91 −4.68× 10−3 2.6× 10−3 2.2× 10−3 2.4× 10−3 4.2× 10−3

2.4, 2.8 91, 102 1.11× 10−1 2.6× 10−3 2.5× 10−3 2.1× 10−3 4.1× 10−3

2.4, 2.8 102, 116 4.29× 10−1 1.2× 10−2 1.3× 10−2 1.8× 10−2 2.6× 10−2

2.4, 2.8 116, 150 5.98× 10−1 1.8× 10−2 2.3× 10−2 3.3× 10−2 4.4× 10−2

2.8, 3.6 66, 80 −4.73× 10−1 1.1× 10−2 1.4× 10−2 2.7× 10−2 3.2× 10−2

2.8, 3.6 80, 91 −8.07× 10−3 2.8× 10−3 2.7× 10−3 2.3× 10−3 4.5× 10−3

2.8, 3.6 91, 102 1.55× 10−1 2.7× 10−3 2.7× 10−3 5.0× 10−3 6.2× 10−3

2.8, 3.6 102, 116 5.51× 10−1 1.1× 10−2 1.1× 10−2 4.5× 10−2 4.8× 10−2

2.8, 3.6 116, 150 7.15× 10−1 1.9× 10−2 2.3× 10−2 4.8× 10−2 5.7× 10−2

Table 10. The asymmetry AFB determined from the high rapidity electron channel triple-

differential cross-section measurement. The measurement is listed together with the statistical

(∆stat), uncorrelated systematic (∆syst
unc ), correlated systematic (∆syst

cor ), and total (∆total) uncer-

tainties.
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M. Dührssen32, C. Dulsen178, M. Dumancic175, A.E. Dumitriu28b, A.K. Duncan56, M. Dunford60a,
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D.M. Strom118, R. Stroynowski43, A. Strubig49, S.A. Stucci27, B. Stugu15, N.A. Styles45,

D. Su145, J. Su127, S. Suchek60a, Y. Sugaya120, M. Suk130, V.V. Sulin98, DMS Sultan162a,162b,

S. Sultansoy4c, T. Sumida71, S. Sun59, X. Sun3, K. Suruliz151, C.J.E. Suster152, M.R. Sutton151,

S. Suzuki69, M. Svatos129, M. Swiatlowski33, S.P. Swift2, I. Sykora146a, T. Sykora131, D. Ta51,

– 70 –

144



J
H
E
P
1
2
(
2
0
1
7
)
0
5
9

K. Tackmann45, J. Taenzer155, A. Taffard166, R. Tafirout163a, E. Tahirovic79, N. Taiblum155,

H. Takai27, R. Takashima72, E.H. Takasugi103, K. Takeda70, T. Takeshita142, Y. Takubo69,

M. Talby88, A.A. Talyshev111,c, J. Tanaka157, M. Tanaka159, R. Tanaka119, S. Tanaka69,

R. Tanioka70, B.B. Tannenwald113, S. Tapia Araya34b, S. Tapprogge86, S. Tarem154,

G.F. Tartarelli94a, P. Tas131, M. Tasevsky129, T. Tashiro71, E. Tassi40a,40b,

A. Tavares Delgado128a,128b, Y. Tayalati137e, A.C. Taylor107, A.J. Taylor49, G.N. Taylor91,

P.T.E. Taylor91, W. Taylor163b, P. Teixeira-Dias80, D. Temple144, H. Ten Kate32, P.K. Teng153,

J.J. Teoh120, F. Tepel178, S. Terada69, K. Terashi157, J. Terron85, S. Terzo13, M. Testa50,

R.J. Teuscher161,o, T. Theveneaux-Pelzer88, F. Thiele39, J.P. Thomas19, J. Thomas-Wilsker80,

P.D. Thompson19, A.S. Thompson56, L.A. Thomsen179, E. Thomson124, Y. Tian38,

M.J. Tibbetts16, R.E. Ticse Torres88, V.O. Tikhomirov98,ap, Yu.A. Tikhonov111,c,

S. Timoshenko100, P. Tipton179, S. Tisserant88, K. Todome159, S. Todorova-Nova5, S. Todt47,

J. Tojo73, S. Tokár146a, K. Tokushuku69, E. Tolley59, L. Tomlinson87, M. Tomoto105,

L. Tompkins145,aq, K. Toms107, B. Tong59, P. Tornambe51, E. Torrence118, H. Torres47,
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Abstract The luminosity determination for the ATLAS
detector at the LHC during pp collisions at

√
s = 8 TeV

in 2012 is presented. The evaluation of the luminosity scale
is performed using several luminometers, and comparisons
between these luminosity detectors are made to assess the
accuracy, consistency and long-term stability of the results.
A luminosity uncertainty of δL/L = ±1.9% is obtained for
the 22.7 fb−1 of pp collision data delivered to ATLAS at√

s = 8 TeV in 2012.

1 Introduction

An accurate measurement of the delivered luminosity is a
key component of the ATLAS [1] physics programme. For
cross-section measurements, the uncertainty in the delivered
luminosity is often one of the major systematic uncertain-
ties. Searches for, and eventual discoveries of, physical phe-
nomena beyond the Standard Model also rely on accurate
information about the delivered luminosity to evaluate back-
ground levels and determine sensitivity to the signatures of
new phenomena.

This paper describes the measurement of the luminosity
delivered to the ATLAS detector at the LHC in pp collisions
at a centre-of-mass energy of

√
s = 8 TeV during 2012.

It is structured as follows. The strategy for measuring and
calibrating the luminosity is outlined in Sect. 2, followed in
Sect. 3 by a brief description of the detectors and algorithms
used for luminosity determination. The absolute calibration
of these algorithms by the van der Meer (vdM) method [2],
which must be carried out under specially tailored beam con-
ditions, is described in Sect. 4; the associated systematic
uncertainties are detailed in Sect. 5. The comparison of the
relative response of several independent luminometers dur-
ing physics running reveals that significant time- and rate-
dependent effects impacted the performance of the ATLAS
bunch-by-bunch luminometers during the 2012 run (Sect. 6).
Therefore this absolute vdM calibration cannot be invoked as

� e-mail: atlas.publications@cern.ch

is. Instead, it must be transferred, at one point in time and
using an independent relative-luminosity monitor, from the
low-luminosity regime of vdM scans to the high-luminosity
conditions typical of routine physics running. Additional cor-
rections must be applied over the course of the 2012 data-
taking period to compensate for detector aging (Sect. 7). The
various contributions to the systematic uncertainty affecting
the integrated luminosity delivered to ATLAS in 2012 are
recapitulated in Sect. 8, and the final results are summarized
in Sect. 9.

2 Luminosity-determination methodology

The analysis presented in this paper closely parallels, and
where necessary expands, the one used to determine the lumi-
nosity in pp collisions at

√
s = 7 TeV [3].

The bunch luminosity Lb produced by a single pair of
colliding bunches can be expressed as

Lb = μ fr

σinel
, (1)

where the pile-up parameter μ is the average number of
inelastic interactions per bunch crossing, fr is the bunch rev-
olution frequency, and σinel is the pp inelastic cross-section.
The total instantaneous luminosity is given by

L =
nb∑

b = 1

Lb = nb 〈Lb〉 = nb
〈μ〉 fr

σinel
.

Here the sum runs over the nb bunch pairs colliding at the
interaction point (IP), 〈Lb〉 is the mean bunch luminosity
and 〈μ〉 is the bunch-averaged pile-up parameter. Table 1
highlights the operational conditions of the LHC during Run
1 from 2010 to 2012. Compared to previous years, operat-
ing conditions did not vary significantly during 2012, with
typically 1368 bunches colliding and a peak instantaneous
luminosity delivered by the LHC at the start of a fill of
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Table 1 Selected LHC parameters for pp collisions at
√

s = 7 TeV
in 2010 and 2011, and at

√
s = 8 TeV in 2012. Values shown are rep-

resentative of the best accelerator performance during normal physics
operation

Parameter 2010 2011 2012

Number of bunch
pairs colliding (nb)

348 1331 1380

Bunch spacing (ns) 150 50 50

Typical bunch
population (1011

protons)

0.9 1.2 1.7

Peak luminosity
Lpeak (1033 cm−2 s−1)

0.2 3.6 7.7

Peak number of
inelastic
interactions per
crossing

∼5 ∼20 ∼40

Average number of
interactions per
crossing
(luminosity
weighted)

∼2 ∼9 ∼21

Total integrated
luminosity
delivered

47 pb−1 5.5 fb−1 23 fb−1

Lpeak ≈ 6–8 × 1033 cm−2 s−1, on the average three times
higher than in 2011.

ATLAS monitors the delivered luminosity by measuring
μvis, the visible interaction rate per bunch crossing, with a
variety of independent detectors and using several different
algorithms (Sect. 3). The bunch luminosity can then be writ-
ten as

Lb = μvis fr

σvis
, (2)

where μvis = ε μ, ε is the efficiency of the detector and algo-
rithm under consideration, and the visible cross-section for
that same detector and algorithm is defined by σvis ≡ ε σinel.
Since μvis is a directly measurable quantity, the calibration
of the luminosity scale for a particular detector and algo-
rithm amounts to determining the visible cross-section σvis.
This calibration, described in detail in Sect. 4, is performed
using dedicated beam-separation scans, where the absolute
luminosity can be inferred from direct measurements of the
beam parameters [2,4]. This known luminosity is then com-
bined with the simultaneously measured interaction rate μvis

to extract σvis.
A fundamental ingredient of the ATLAS strategy to assess

and control the systematic uncertainties affecting the absolute
luminosity determination is to compare the measurements of
several luminometers, most of which use more than one algo-
rithm to determine the luminosity. These multiple detectors
and algorithms are characterized by significantly different

acceptance, response to pile-up, and sensitivity to instrumen-
tal effects and to beam-induced backgrounds. Since the cal-
ibration of the absolute luminosity scale is carried out only
two or three times per year, this calibration must either remain
constant over extended periods of time and under different
machine conditions, or be corrected for long-term drifts. The
level of consistency across the various methods, over the
full range of luminosities and beam conditions, and across
many months of LHC operation, provides a direct test of the
accuracy and stability of the results. A full discussion of the
systematic uncertainties is presented in Sects. 5–8.

The information needed for physics analyses is the inte-
grated luminosity for some well-defined data samples. The
basic time unit for storing ATLAS luminosity information
for physics use is the luminosity block (LB). The bound-
aries of each LB are defined by the ATLAS central trigger
processor (CTP), and in general the duration of each LB is
approximately one minute. Configuration changes, such as a
trigger prescale adjustment, prompt a luminosity-block tran-
sition, and data are analysed assuming that each luminosity
block contains data taken under uniform conditions, includ-
ing luminosity. For each LB, the instantaneous luminosity
from each detector and algorithm, averaged over the lumi-
nosity block, is stored in a relational database along with
a variety of general ATLAS data-quality information. To
define a data sample for physics, quality criteria are applied to
select LBs where conditions are acceptable; then the instanta-
neous luminosity in that LB is multiplied by the LB duration
to provide the integrated luminosity delivered in that LB.
Additional corrections can be made for trigger deadtime and
trigger prescale factors, which are also recorded on a per-
LB basis. Adding up the integrated luminosity delivered in
a specific set of luminosity blocks provides the integrated
luminosity of the entire data sample.

3 Luminosity detectors and algorithms

The ATLAS detector is discussed in detail in Ref. [1]. The
two primary luminometers, the BCM (Beam Conditions
Monitor) and LUCID (LUminosity measurement using a
Cherenkov Integrating Detector), both make deadtime-free,
bunch-by-bunch luminosity measurements (Sect. 3.1). These
are compared with the results of the track-counting method
(Sect. 3.2), a new approach developed by ATLAS which
monitors the multiplicity of charged particles produced in
randomly selected colliding-bunch crossings, and is essen-
tial to assess the calibration-transfer correction from the
vdM to the high-luminosity regime. Additional methods have
been developed to disentangle the relative long-term drifts
and run-to-run variations between the BCM, LUCID and
track-counting measurements during high-luminosity run-
ning, thereby reducing the associated systematic uncertain-

123

154



Eur. Phys. J. C (2016) 76 :653 Page 3 of 45 653

ties to the sub-percent level. These techniques measure the
total instantaneous luminosity, summed over all bunches,
by monitoring detector currents sensitive to average parti-
cle fluxes through the ATLAS calorimeters, or by reporting
fluences observed in radiation-monitoring equipment; they
are described in Sect. 3.3.

3.1 Dedicated bunch-by-bunch luminometers

The BCM consists of four 8 × 8 mm2 diamond sensors
arranged around the beampipe in a cross pattern at z =
±1.84 m on each side of the ATLAS IP.1 If one of the sensors
produces a signal over a preset threshold, a hit is recorded
for that bunch crossing, thereby providing a low-acceptance
bunch-by-bunch luminosity signal at |η| = 4.2 with sub-
nanosecond time resolution. The horizontal and vertical pairs
of BCM sensors are read out separately, leading to two lumi-
nosity measurements labelled BCMH and BCMV respec-
tively. Because the thresholds, efficiencies and noise levels
may exhibit small differences between BCMH and BCMV,
these two measurements are treated for calibration and mon-
itoring purposes as being produced by independent devices,
although the overall response of the two devices is expected
to be very similar.

LUCID is a Cherenkov detector specifically designed to
measure the luminosity in ATLAS. Sixteen aluminium tubes
originally filled with C4F10 gas surround the beampipe on
each side of the IP at a distance of 17 m, covering the pseudo-
rapidity range 5.6 < |η| < 6.0. For most of 2012, the LUCID
tubes were operated under vacuum to reduce the sensitivity
of the device, thereby mitigating pile-up effects and provid-
ing a wider operational dynamic range. In this configuration,
Cherenkov photons are produced only in the quartz windows
that separate the gas volumes from the photomultiplier tubes
(PMTs) situated at the back of the detector. If one of the
LUCID PMTs produces a signal over a preset threshold, that
tube records a hit for that bunch crossing.

Each colliding-bunch pair is identified numerically by a
bunch-crossing identifier (BCID) which labels each of the
3564 possible 25 ns slots in one full revolution of the nomi-
nal LHC fill pattern. Both BCM and LUCID are fast detectors
with electronics capable of reading out the diamond-sensor
and PMT hit patterns separately for each bunch crossing,
thereby making full use of the available statistics. These
FPGA-based front-end electronics run autonomously from
the main data acquisition system, and are not affected by any

1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point in the centre of the detector, and the z-axis
along the beam line. The x-axis points from the IP to the centre of the
LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, φ)

are used in the transverse plane, φ being the azimuthal angle around the
beam line. The pseudorapidity is defined in terms of the polar angle θ

as η = − ln tan(θ/2).

deadtime imposed by the CTP.2 They execute in real time
several different online algorithms, characterized by diverse
efficiencies, background sensitivities, and linearity charac-
teristics [5].

The BCM and LUCID detectors consist of two symmetric
arms placed in the forward (“A”) and backward (“C”) direc-
tion from the IP, which can also be treated as independent
devices. The baseline luminosity algorithm is an inclusive
hit requirement, known as the EventOR algorithm, which
requires that at least one hit be recorded anywhere in the
detector considered. Assuming that the number of interac-
tions in a bunch crossing obeys a Poisson distribution, the
probability of observing an event which satisfies the Even-
tOR criteria can be computed as

PEventOR (μOR
vis ) = NOR/NBC = 1 − e−μOR

vis . (3)

Here the raw event count NOR is the number of bunch cross-
ings, during a given time interval, in which at least one pp
interaction satisfies the event-selection criteria of the OR
algorithm under consideration, and NBC is the total num-
ber of bunch crossings during the same interval. Solving for
μvis in terms of the event-counting rate yields

μOR
vis = − ln

(
1 − NOR

NBC

)
. (4)

When μvis � 1, event counting algorithms lose sensitivity
as fewer and fewer bunch crossings in a given time inter-
val report zero observed interactions. In the limit where
NOR/NBC = 1, event counting algorithms can no longer be
used to determine the interaction rate μvis: this is referred
to as saturation. The sensitivity of the LUCID detector
is high enough (even without gas in the tubes) that the
LUCID_EventOR algorithm saturates in a one-minute inter-
val at around 20 interactions per crossing, while the single-
arm inclusive LUCID_EventA and LUCID_EventC algo-
rithms can be used up to around 30 interactions per crossing.
The lower acceptance of the BCM detector allowed event
counting to remain viable for all of 2012.

3.2 Tracker-based luminosity algorithms

The ATLAS inner detector (ID) measures the trajectories of
charged particles over the pseudorapidity range |η| < 2.5
and the full azimuth. It consists [1] of a silicon pixel detec-
tor (Pixel), a silicon micro-strip detector (SCT) and a straw-
tube transition-radiation detector (TRT). Charged particles
are reconstructed as tracks using an inside-out algorithm,

2 The CTP inhibits triggers (causing deadtime) for a variety of reasons,
but especially for several bunch crossings after a triggered event to allow
time for the detector readout to conclude. Any new triggers which occur
during this time are ignored.
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which starts with three-point seeds from the silicon detectors
and then adds hits using a combinatoric Kalman filter [6].

The luminosity is assumed to be proportional to the num-
ber of reconstructed charged-particle tracks, with the vis-
ible interaction rate μvis taken as the number of tracks per
bunch crossing averaged over a given time window (typically
a luminosity block). In standard physics operation, silicon-
detector data are recorded in a dedicated partial-event stream
using a random trigger at a typical rate of 100 Hz, sampling
each colliding-bunch pair with equal probability. Although a
bunch-by-bunch luminosity measurement is possible in prin-
ciple, over 1300 bunches were colliding in ATLAS for most
of 2012, so that in practice only the bunch-integrated lumi-
nosity can be determined with percent-level statistical pre-
cision in a given luminosity block. During vdM scans, Pixel
and SCT data are similarly routed to a dedicated data stream
for a subset of the colliding-bunch pairs at a typical rate of 5
kHz per BCID, thereby allowing the bunch-by-bunch deter-
mination of σvis.

For the luminosity measurements presented in this paper,
charged-particle track reconstruction uses hits from the sili-
con detectors only. Reconstructed tracks are required to have
at least nine silicon hits, zero holes3 in the Pixel detector
and transverse momentum in excess of 0.9 GeV. Further-
more, the absolute transverse impact parameter with respect
to the luminous centroid [7] is required to be no larger than
seven times its uncertainty, as determined from the covari-
ance matrix of the fit.

This default track selection makes no attempt to distin-
guish tracks originating from primary vertices from those
produced in secondary interactions, as the yields of both
are expected to be proportional to the luminosity. Previous
studies of track reconstruction in ATLAS show that in low
pile-up conditions (μ ≤ 1) and with a track selection looser
than the above-described default, single-beam backgrounds
remain well below the per-mille level [8]. However, for pile-
up parameters typical of 2012 physics running, tracks formed
from random hit combinations, known as fake tracks, can
become significant [9]. The track selection above is expected
to be robust against such non-linearities, as demonstrated by
analysing simulated events of overlaid inelastic pp interac-
tions produced using the PYTHIA 8 Monte Carlo event gen-
erator [10]. In the simulation, the fraction of fake tracks per
event can be parameterized as a function of the true pile-up
parameter, yielding a fake-track fraction of less than 0.2% at
μ = 20 for the default track selection. In data, this fake-track
contamination is subtracted from the measured track multi-

3 In this context, a hole is counted when a hit is expected in an active
sensor located on the track trajectory between the first and the last hit
associated with this track, but no such hit is found. If the corresponding
sensor is known to be inactive and therefore not expected to provide a
hit, no hole is counted.

plicity using the simulation-based parameterization with, as
input, the 〈μ〉 value reported by the BCMH_EventOR lumi-
nosity algorithm. An uncertainty equal to half the correction
is assigned to the measured track multiplicity to account for
possible systematic differences between data and simulation.

Biases in the track-counting luminosity measurement can
arise from μ-dependent effects in the track reconstruction
or selection requirements, which would change the reported
track-counting yield per collision between the low pile-up
vdM-calibration regime and the high-μ regime typical of
physics data-taking. Short- and long-term variations in the
track reconstruction and selection efficiency can also arise
from changing ID conditions, for example because of tem-
porarily disabled silicon readout modules. In general, looser
track selections are less sensitive to such fluctuations in
instrumental coverage; however, they typically suffer from
larger fake-track contamination.

To assess the impact of such potential biases, several
looser track selections, or working points (WP), are inves-
tigated. Most are found to be consistent with the default
working point once the uncertainty affecting the simulation-
based fake-track subtraction is accounted for. In the case
where the Pixel-hole requirement is relaxed from zero to no
more than one, a moderate difference in excess of the fake-
subtraction uncertainty is observed in the data. This work-
ing point, labelled “Pixel holes ≤1”, is used as an alternative
algorithm when evaluating the systematic uncertainties asso-
ciated with track-counting luminosity measurements.

In order to all but eliminate fake-track backgrounds and
minimize the associated μ-dependence, another alternative
is to remove the impact-parameter requirement and use
the resulting superset of tracks as input to the primary-
vertex reconstruction algorithm. Those tracks which, after
the vertex-reconstruction fit, have a non-negligible probabil-
ity of being associated to any primary vertex are counted to
provide an alternative luminosity measurement. In the simu-
lation, the performance of this “vertex-associated” working
point is comparable, in terms of fake-track fraction and other
residual non-linearities, to that of the default and “Pixel holes
≤1” track selections discussed above.

3.3 Bunch-integrating detectors

Additional algorithms, sensitive to the instantaneous lumi-
nosity summed over all bunches, provide relative-luminosity
monitoring on time scales of a few seconds rather than of a
bunch crossing, allowing independent checks of the linear-
ity and long-term stability of the BCM, LUCID and track-
counting algorithms. The first technique measures the parti-
cle flux from pp collisions as reflected in the current drawn
by the PMTs of the hadronic calorimeter (TileCal). This flux,
which is proportional to the instantaneous luminosity, is also
monitored by the total ionization current flowing through a
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well-chosen set of liquid-argon (LAr) calorimeter cells. A
third technique, using Medipix radiation monitors, measures
the average particle flux observed in these devices.

3.3.1 Photomultiplier currents in the central hadronic
calorimeter

The TileCal [11] is constructed from plastic-tile scintilla-
tors as the active medium and from steel absorber plates. It
covers the pseudorapidity range |η| < 1.7 and consists of a
long central cylindrical barrel and two smaller extended bar-
rels, one on each side of the long barrel. Each of these three
cylinders is divided azimuthally into 64 modules and seg-
mented into three radial sampling layers. Cells are defined in
each layer according to a projective geometry, and each cell
is connected by optical fibres to two photomultiplier tubes.
The current drawn by each PMT is proportional to the total
number of particles interacting in a given TileCal cell, and
provides a signal proportional to the luminosity summed over
all the colliding bunches. This current is monitored by an
integrator system with a time constant of 10 ms and is sensi-
tive to currents from 0.1 nA to 1.2 µA. The calibration and
the monitoring of the linearity of the integrator electronics
are ensured by a dedicated high-precision current-injection
system.

The collision-induced PMT current depends on the pseu-
dorapidity of the cell considered and on the radial sampling
in which it is located. The cells most sensitive to luminosity
variations are located near |η| ≈ 1.25; at a given pseudora-
pidity, the current is largest in the innermost sampling layer,
because the hadronic showers are progressively absorbed as
they expand in the middle and outer radial layers. Long-term
variations of the TileCal response are monitored, and cor-
rected if appropriate [3], by injecting a laser pulse directly
into the PMT, as well as by integrating the counting rate
from a 137Cs radioactive source that circulates between the
calorimeter cells during calibration runs.

The TileCal luminosity measurement is not directly cal-
ibrated by the vdM procedure, both because its slow and
asynchronous readout is not optimized to keep in step with
the scan protocol, and because the luminosity is too low
during the scan for many of its cells to provide accurate
measurements. Instead, the TileCal luminosity calibration
is performed in two steps. The PMT currents, corrected
for electronics pedestals and for non-collision backgrounds4

and averaged over the most sensitive cells, are first cross-
calibrated to the absolute luminosity reported by the BCM
during the April 2012 vdM scan session (Sect. 4). Since
these high-sensitivity cells would incur radiation damage at
the highest luminosities encountered during 2012, thereby

4 For each LHC fill, the currents are baseline-corrected using data
recorded shortly before the LHC beams are brought into collision.

requiring large calibration corrections, their luminosity scale
is transferred, during an early intermediate-luminosity run
and on a cell-by-cell basis, to the currents measured in the
remaining cells (the sensitivities of which are insufficient
under the low-luminosity conditions of vdM scans). The
luminosity reported in any other physics run is then com-
puted as the average, over the usable cells, of the individual
cell luminosities, determined by multiplying the baseline-
subtracted PMT current from that cell by the corresponding
calibration constant.

3.3.2 LAr-gap currents

The electromagnetic endcap (EMEC) and forward (FCal)
calorimeters are sampling devices that cover the pseudo-
rapidity ranges of, respectively, 1.5 < |η| < 3.2 and
3.2 < |η| < 4.9. They are housed in the two endcap cryostats
along with the hadronic endcap calorimeters.

The EMECs consist of accordion-shaped lead/stainless-
steel absorbers interspersed with honeycomb-insulated elec-
trodes that distribute the high voltage (HV) to the LAr-filled
gaps where the ionization electrons drift, and that collect the
associated electrical signal by capacitive coupling. In order
to keep the electric field across each LAr gap constant over
time, the HV supplies are regulated such that any voltage
drop induced by the particle flux through a given HV sector
is counterbalanced by a continuous injection of electrical cur-
rent. The value of this current is proportional to the particle
flux and thereby provides a relative-luminosity measurement
using the EMEC HV line considered.

Both forward calorimeters are divided longitudinally into
three modules. Each of these consists of a metallic absorber
matrix (copper in the first module, tungsten elsewhere) con-
taining cylindrical electrodes arranged parallel to the beam
axis. The electrodes are formed by a copper (or tungsten)
tube, into which a rod of slightly smaller diameter is inserted.
This rod, in turn, is positioned concentrically using a heli-
cally wound radiation-hard plastic fibre, which also serves to
electrically isolate the anode rod from the cathode tube. The
remaining small annular gap is filled with LAr as the active
medium. Only the first sampling is used for luminosity mea-
surements. It is divided into 16 azimuthal sectors, each fed
by 4 independent HV lines. As in the EMEC, the HV system
provides a stable electric field across the LAr gaps and the
current drawn from each line is directly proportional to the
average particle flux through the corresponding FCal cells.

After correction for electronic pedestals and single-beam
backgrounds, the observed currents are assumed to be pro-
portional to the luminosity summed over all bunches; the
validity of this assumption is assessed in Sect. 6. The EMEC
and FCal gap currents cannot be calibrated during a vdM scan,
because the instantaneous luminosity during these scans
remains below the sensitivity of the current-measurement
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circuitry. Instead, the calibration constant associated with an
individual HV line is evaluated as the ratio of the absolute
luminosity reported by the baseline bunch-by-bunch lumi-
nosity algorithm (BCMH_EventOR) and integrated over one
high-luminosity reference physics run, to the HV current
drawn through that line, pedestal-subtracted and integrated
over exactly the same time interval. This is done for each
usable HV line independently. The luminosity reported in
any other physics run by either the EMEC or the FCal, sep-
arately for the A and C detector arms, is then computed as
the average, over the usable cells, of the individual HV-line
luminosities.

3.3.3 Hit counting in the Medipix system

The Medipix (MPX) detectors are hybrid silicon pixel
devices, which are distributed around the ATLAS detec-
tor [12] and are primarily used to monitor radiation con-
ditions in the experimental hall. Each of these 12 devices
consists of a 2 cm2 silicon sensor matrix, segmented in
256 × 256 cells and bump-bonded to a readout chip. Each
pixel in the matrix counts hits from individual particle inter-
actions observed during a software-triggered “frame”, which
integrates over 5–120 s, depending upon the typical particle
flux at the location of the detector considered. In order to
provide calibrated luminosity measurements, the total num-
ber of pixel clusters observed in each sensor is counted and
scaled to the TileCal luminosity in the same reference run as
the EMEC and FCal. The six MPX detectors with the highest
counting rate are analysed in this fashion for the 2012 running
period; their mutual consistency is discussed in Sect. 6.

The hit-counting algorithm described above is primar-
ily sensitive to charged particles. The MPX detectors offer
the additional capability to detect thermal neutrons via
6Li(n, α)3H reactions in a 6LiF converter layer. This neutron-
counting rate provides a further measure of the luminosity,
which is consistent with, but statistically inferior to, the MPX
hit counting measurement [12].

4 Absolute luminosity calibration by the van der Meer
method

In order to use the measured interaction rateμvis as a luminos-
ity monitor, each detector and algorithm must be calibrated
by determining its visible cross-section σvis. The primary cal-
ibration technique to determine the absolute luminosity scale
of each bunch-by-bunch luminosity detector and algorithm
employs dedicated vdM scans to infer the delivered luminos-
ity at one point in time from the measurable parameters of
the colliding bunches. By comparing the known luminosity
delivered in the vdM scan to the visible interaction rate μvis,
the visible cross-section can be determined from Eq. (2).

This section is organized as follows. The formalism of the
van der Meer method is recalled in Sect. 4.1, followed in
Sect. 4.2 by a description of the vdM-calibration datasets
collected during the 2012 running period. The step-by-
step determination of the visible cross-section is outlined
in Sect. 4.3, and each ingredient is discussed in detail in
Sects. 4.4–4.10. The resulting absolute calibrations of the
bunch-by-bunch luminometers, as applicable to the low-
luminosity conditions of vdM scans, are summarized in
Sect. 4.11.

4.1 Absolute luminosity from measured beam parameters

In terms of colliding-beam parameters, the bunch luminosity
Lb is given by

Lb = fr n1n2

∫
ρ̂1(x, y) ρ̂2(x, y) dx dy, (5)

where the beams are assumed to collide with zero crossing
angle, n1n2 is the bunch-population product and ρ̂1(2)(x, y)

is the normalized particle density in the transverse (x–y)
plane of beam 1 (2) at the IP. With the standard assump-
tion that the particle densities can be factorized into inde-
pendent horizontal and vertical component distributions,
ρ̂(x, y) = ρx (x) ρy(y), Eq. (5) can be rewritten as

Lb = fr n1n2 �x (ρx1, ρx2)�y(ρy1, ρy2), (6)

where

�x (ρx1, ρx2) =
∫

ρx1(x) ρx2(x) dx

is the beam-overlap integral in the x direction (with an anal-
ogous definition in the y direction). In the method proposed
by van der Meer [2], the overlap integral (for example in the
x direction) can be calculated as

�x (ρx1, ρx2) = Rx (0)∫
Rx (δ) dδ

, (7)

where Rx (δ) is the luminosity (at this stage in arbitrary units)
measured during a horizontal scan at the time the two beams
are separated horizontally by the distance δ, and δ = 0 repre-
sents the case of zero beam separation. Because the luminos-
ity Rx (δ) is normalized to that at zero separation Rx (0), any
quantity proportional to the luminosity (such as μvis) can be
substituted in Eq. (7) in place of R.

Defining the horizontal convolved beam size �x [7,13] as

�x = 1√
2π

∫
Rx (δ) dδ

Rx (0)
, (8)
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and similarly for �y , the bunch luminosity in Eq. (6) can be
rewritten as

Lb = frn1n2

2π�x�y
, (9)

which allows the absolute bunch luminosity to be determined
from the revolution frequency fr , the bunch-population prod-
uct n1n2, and the product �x�y which is measured directly
during a pair of orthogonal vdM (beam-separation) scans.
In the case where the luminosity curve Rx (δ) is Gaussian,
�x coincides with the standard deviation of that distribution.
It is important to note that the vdM method does not rely
on any particular functional form of Rx (δ): the quantities �x

and �y can be determined for any observed luminosity curve
from Eq. (8) and used with Eq. (9) to determine the absolute
luminosity at δ = 0.

In the more general case where the factorization assump-
tion breaks down, i.e. when the particle densities [or more
precisely the dependence of the luminosity on the beam sep-
aration (δx , δy)] cannot be factorized into a product of uncor-
related x and y components, the formalism can be extended
to yield [4]

�x�y = 1

2π

∫
Rx,y(δx , δy) dδx dδy

Rx,y(0, 0)
, (10)

with Eq. (9) remaining formally unaffected. Luminosity cal-
ibration in the presence of non-factorizable bunch-density
distributions is discussed extensively in Sect. 4.8.

The measured product of the transverse convolved beam
sizes �x�y is directly related to the reference specific lumi-
nosity:5

Lspec ≡ Lb

n1n2
= fr

2π�x�y

which, together with the bunch currents, determines the abso-
lute luminosity scale. To calibrate a given luminosity algo-
rithm, one can equate the absolute luminosity computed from
beam parameters using Eq. (9) to that measured according to
Eq. (2) to get

σvis = μMAX
vis

2π �x�y

n1n2
, (11)

where μMAX
vis is the visible interaction rate per bunch crossing

reported at the peak of the scan curve by that particular algo-
rithm. Equation (11) provides a direct calibration of the visi-
ble cross-section σvis for each algorithm in terms of the peak

5 The specific luminosity is defined as the luminosity per bunch and
per unit bunch-population product [7].

visible interaction rate μMAX
vis , the product of the convolved

beam widths �x�y , and the bunch-population product n1n2.
In the presence of a significant crossing angle in one of

the scan planes, the formalism becomes considerably more
involved [14], but the conclusions remain unaltered and
Eqs. (8)–(11) remain valid. The non-zero vertical crossing
angle in some scan sessions widens the luminosity curve by
a factor that depends on the bunch length, the transverse beam
size and the crossing angle, but reduces the peak luminosity
by the same factor. The corresponding increase in the mea-
sured value of �y is exactly compensated by the decrease in
μMAX

vis , so that no correction for the crossing angle is needed
in the determination of σvis.

4.2 Luminosity-scan datasets

The beam conditions during vdM scans are different from
those in normal physics operation, with lower bunch inten-
sities and only a few tens of widely spaced bunches circulat-
ing. These conditions are optimized to reduce various sys-
tematic uncertainties in the calibration procedure [7]. Three
scan sessions were performed during 2012: in April, July, and
November (Table 2). The April scans were performed with
nominal collision optics (β� = 0.6 m), which minimizes the
accelerator set-up time but yields conditions which are inad-
equate for achieving the best possible calibration accuracy.6

The July and November scans were performed using dedi-
cated vdM-scan optics with β� = 11 m, in order to increase
the transverse beam sizes while retaining a sufficiently high
collision rate even in the tails of the scans. This strategy lim-
its the impact of the vertex-position resolution on the non-
factorization analysis, which is detailed in Sect. 4.8, and also
reduces potential μ-dependent calibration biases. In addi-
tion, the observation of large non-factorization effects in the
April and July scan data motivated, for the November scan,
a dedicated set-up of the LHC injector chain [16] to produce
more Gaussian and less correlated transverse beam profiles.

Since the luminosity can be different for each colliding-
bunch pair, both because the beam sizes differ from bunch to
bunch and because the bunch populations n1 and n2 can each
vary by up to ±10%, the determination of �x and �y and the
measurement of μMAX

vis are performed independently for each
colliding-bunch pair. As a result, and taking the November
session as an example, each scan set provides 29 independent
measurements of σvis, allowing detailed consistency checks.

6 The β function describes the single-particle motion and determines
the variation of the beam envelope along the beam trajectory. It is cal-
culated from the focusing properties of the magnetic lattice (see for
example Ref. [15]). The symbol β� denotes the value of the β function
at the IP.
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Table 2 Summary of the main characteristics of the 2012 vdM scans
performed at the ATLAS interaction point. The nominal tranverse beam
size is computed using the nominal LHC emittance (εN = 3.75 μm-
radians). The actual transverse emittance and single-beam size are esti-
mated by combining the convolved transverse widths measured in the

first scan of each session with the nominal IP β-function. The values
of the luminosity/bunch and of μ are given for zero beam separation
during the first scan. The specific luminosity decreases by 6–17% over
the duration of a given scan session

Scan labels I–III IV–IX X–XV

Date 16 April 2012 19 July 2012 22, 24 November 2012

LHC fill number 2520 2855, 2856 3311, 3316

Total number of bunches per beam 48 48 39

Number of bunches colliding in ATLAS 35 35 29

Typical number of protons per bunch n1,2 0.6 × 1011 0.9 × 1011 0.9 × 1011

Nominal β-function at the IP (β�) (m) 0.6 11 11

Nominal transverse single-beam size σ nom
b (µm) 23 98 98

Actual transverse emittance εN (µm-radians) 2.3 3.2 3.1

Actual transverse single-beam size σb (µm) 18 91 89

Actual transverse luminous size σL (≈ σb/
√

2) (µm) 13 65 63

Nominal vertical half crossing-angle (μrad) ±145 0 0

Typical luminosity/bunch (μb−1 s−1) 0.8 0.09 0.09

Pile-up parameter μ (interactions/crossing) 5.2 0.6 0.6

Scan sequence 3 sets of centred x + y
scans (I–III)

4 sets of centred x + y
scans (IV–VI, VIII)
plus 2 sets of x + y
off-axis scans (VII,
IX)

4 sets of centred x + y
scans (X, XI, XIV,
XV) plus 2 sets of
x + y off-axis scans
(XII, XIII)

Total scan steps per plane 25 25 (sets IV–VII) 25

17 (sets VIII–IX)

Maximum beam separation ±6σ nom
b ±6σ nom

b ±6σ nom
b

Scan duration per step (s) 20 30 30

To further test the reproducibility of the calibration pro-
cedure, multiple centred-scan7 sets, each consisting of one
horizontal scan and one vertical scan, are executed in the
same scan session. In November for instance, two sets of
centred scans (X and XI) were performed in quick succes-
sion, followed by two sets of off-axis scans (XII and XIII),
where the beams were separated by 340 and 200 µm respec-
tively in the non-scanning direction. A third set of centred
scans (XIV) was then performed as a reproducibility check.
A fourth centred scan set (XV) was carried out approximately
one day later in a different LHC fill.

The variation of the calibration results between individ-
ual scan sets in a given scan session is used to quantify the
reproducibility of the optimal relative beam position, the con-
volved beam sizes, and the visible cross-sections. The repro-
ducibility and consistency of the visible cross-section results
across the April, July and November scan sessions provide
a measure of the long-term stability of the response of each
detector, and are used to assess potential systematic biases

7 A centred (or on-axis) beam-separation scan is one where the beams
are kept centred on each other in the transverse direction orthogonal to
the scan axis. An offset (or off-axis) scan is one where the beams are
partially separated in the non-scanning direction.

in the vdM-calibration technique under different accelerator
conditions.

4.3 vdM-scan analysis methodology

The 2012 vdM scans were used to derive calibrations for
the LUCID_EventOR, BCM_EventOR and track-counting
algorithms. Since there are two distinct BCM readouts,
calibrations are determined separately for the horizontal
(BCMH) and vertical (BCMV) detector pairs. Similarly, the
fully inclusive (EventOR) and single-arm inclusive (EventA,
EventC) algorithms are calibrated independently. For the
April scan session, the dedicated track-counting event stream
(Sect. 3.2) used the same random trigger as during physics
operation. For the July and November sessions, where the
typical event rate was lower by an order of magnitude, track
counting was performed on events triggered by the ATLAS
Minimum Bias Trigger Scintillator (MBTS) [1]. Corrections
for MBTS trigger inefficiency and for CTP-induced deadtime
are applied, at each scan step separately, when calculating the
average number of tracks per event.

For each individual algorithm, the vdM data are analysed
in the same manner. The specific visible interaction rate
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μvis/(n1n2) is measured, for each colliding-bunch pair, as
a function of the nominal beam separation (i.e. the separa-
tion specified by the LHC control system) in two orthogonal
scan directions (x and y). The value of μvis is determined
from the raw counting rate using the formalism described in
Sect. 3.1 or 3.2. The specific interaction rate is used so that
the calculation of �x and �y properly takes into account the
bunch-current variation during the scan; the measurement of
the bunch-population product n1n2 is detailed in Sect. 4.10.

Figure 1 shows examples of horizontal-scan curves mea-
sured for a single BCID using two different algorithms. At
each scan step, the visible interaction rate μvis is first cor-
rected for afterglow, instrumental noise and beam-halo back-
grounds as described in Sect. 4.4, and the nominal beam sep-
aration is rescaled using the calibrated beam-separation scale
(Sect. 4.5). The impact of orbit drifts is addressed in Sect. 4.6,
and that of beam–beam deflections and of the dynamic-β
effect is discussed in Sect. 4.7. For each BCID and each
scan independently, a characteristic function is fitted to the
corrected data; the peak of the fitted function provides a mea-
surement of μMAX

vis , while the convolved width � is computed
from the integral of the function using Eq. (8). Depending on
the beam conditions, this function can be a single-Gaussian
function plus a constant term, a double-Gaussian function
plus a constant term, a Gaussian function times a polynomial
(plus a constant term), or other variations. As described in
Sect. 5, the differences between the results extracted using
different characteristic functions are taken into account as a
systematic uncertainty in the calibration result.

The combination of one horizontal (x) scan and one ver-
tical (y) scan is the minimum needed to perform a mea-
surement of σvis. In principle, while the μMAX

vis parameter is
detector- and algorithm-specific, the convolved widths �x

and �y , which together specify the head-on reference lumi-
nosity, do not need to be determined using that same detector
and algorithm. In practice, it is convenient to extract all the
parameters associated with a given algorithm consistently
from a single set of scan curves, and the average value of
μMAX

vis between the two scan planes is used. The correlations
between the fitted values of μMAX

vis , �x and �y are taken into
account when evaluating the statistical uncertainty affecting
σvis.

Each BCID should yield the same measured σvis value,
and so the average over all BCIDs is taken as the σvis mea-
surement for the scan set under consideration. The bunch-to-
bunch consistency of the visible cross-section for a given
luminosity algorithm, as well as the level of agreement
between � values measured by different detectors and algo-
rithms in a given scan set, are discussed in Sect. 5 as part of
the systematic uncertainty.

Once visible cross-sections have been determined from
each scan set as described above, two beam-dynamical
effects must be considered (and if appropriate corrected
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Fig. 1 Beam-separation dependence of the specific visible interaction
rate measured using the a LUCID_EventOR and b BCMH_EventOR
algorithms during horizontal scan X, before (red circles) and after (pur-
ple squares) afterglow, noise and single-beam background subtraction.
The subtracted contributions are shown as triangles. The scan curves
are fitted to a Gaussian function multiplied by a sixth-order polynomial,
plus a constant

for), both associated with the shape of the colliding bunches
in transverse phase space: non-factorization and emittance
growth. These are discussed in Sects. 4.8 and 4.9 respectively.

4.4 Background subtraction

The vdM calibration procedure is affected by three distinct
background contributions to the luminosity signal: afterglow,
instrumental noise, and single-beam backgrounds.

As detailed in Refs. [3,5], both the LUCID and BCM
detectors observe some small activity in the BCIDs immedi-
ately following a collision, which in later BCIDs decays to
a baseline value with several different time constants. This
afterglow is most likely caused by photons from nuclear de-
excitation, which in turn is induced by the hadronic cascades
initiated by pp collision products. For a given bunch pat-
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tern, the afterglow level is observed to be proportional to the
luminosity in the colliding-bunch slots. During vdM scans, it
lies three to four orders of magnitude below the luminosity
signal, but reaches a few tenths of a percent during physics
running because of the much denser bunch pattern.

Instrumental noise is, under normal circumstances, a few
times smaller than the single-beam backgrounds, and remains
negligible except at the largest beam separations. However,
during a one-month period in late 2012 that includes the
November vdM scans, the A arm of both BCM detectors
was affected by high-rate electronic noise corresponding to
about 0.5% (1%) of the visible interaction rate, at the peak of
the scan, in the BCMH (BCMV) diamond sensors (Fig. 1b).
This temporary perturbation, the cause of which could not
be identified, disappeared a few days after the scan session.
Nonetheless, it was large enough that a careful subtraction
procedure had to be implemented in order for this noise not
to bias the fit of the BCM luminosity-scan curves.

Since afterglow and instrumental noise both induce ran-
dom hits at a rate that varies slowly from one BCID to the
next, they are subtracted together from the raw visible inter-
action rate μvis in each colliding-bunch slot. Their combined
magnitude is estimated using the rate measured in the imme-
diately preceding bunch slot, assuming that the variation of
the afterglow level from one bunch slot to the next can be
neglected.

A third background contribution arises from activity cor-
related with the passage of a single beam through the detec-
tor. This activity is attributed to a combination of shower
debris from beam–gas interactions and from beam-tail parti-
cles that populate the beam halo and impinge on the luminos-
ity detectors in time with the circulating bunch. It is observed
to be proportional to the bunch population, can differ slightly
between beams 1 and 2, but is otherwise uniform for all
bunches in a given beam. The total single-beam background
in a colliding-bunch slot is estimated by measuring the single-
beam rates in unpaired bunches (after subtracting the after-
glow and noise as done for colliding-bunch slots), separately
for beam 1 and beam 2, rescaling them by the ratio of the
bunch populations in the unpaired and colliding bunches,
and summing the contributions from the two beams. This
background typically amounts to 2 × 10−4 (8 × 10−4) of
the luminosity at the peak of the scan for the LUCID (BCM)
EventOR algorithms. Because it depends neither on the lumi-
nosity nor on the beam separation, it can become comparable
to the actual luminosity in the tails of the scans.

4.5 Determination of the absolute beam-separation scale

Another key input to the vdM scan technique is the knowl-
edge of the beam separation at each scan step. The ability to
measure � depends upon knowing the absolute distance by
which the beams are separated during the vdM scan, which
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Fig. 2 Length-scale calibration scan for the x direction of beam 2.
Shown is the measured displacement of the luminous centroid as a
function of the expected displacement based on the corrector bump
amplitude. The line is a linear fit to the data, and the residual is shown
in the bottom panel. Error bars are statistical only

is controlled by a set of closed orbit bumps8 applied locally
near the ATLAS IP. To determine this beam-separation scale,
dedicated calibration measurements were performed close in
time to the April and July scan sessions using the same optical
configuration at the interaction point. Such length-scale scans
are performed by displacing both beams transversely by five
steps over a range of up to ±3σ nom

b , at each step keeping the
beams well centred on each other in the scanning plane. The
actual displacement of the luminous region can then be mea-
sured with high accuracy using the primary-vertex position
reconstructed by the ATLAS tracking detectors. Since each
of the four bump amplitudes (two beams in two transverse
directions) depends on different magnet and lattice functions,
the length-scale calibration scans are performed so that each
of these four calibration constants can be extracted indepen-
dently. The July 2012 calibration data for the horizontal bump
of beam 2 are presented in Fig. 2. The scale factor which
relates the nominal beam displacement to the measured dis-
placement of the luminous centroid is given by the slope of
the fitted straight line; the intercept is irrelevant.

Since the coefficients relating magnet currents to beam
displacements depend on the interaction-region optics, the
absolute length scale depends on the β� setting and must

8 A closed orbit bump is a local distortion of the beam orbit that is
implemented using pairs of steering dipoles located on either side of
the affected region. In this particular case, these bumps are tuned to
offset the trajectory of either beam parallel to itself at the IP, in either
the horizontal or the vertical direction.
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Table 3 Length-scale calibrations at the ATLAS interaction point at√
s = 8 TeV. Values shown are the ratio of the beam displacement mea-

sured by ATLAS using the average primary-vertex position, to the nom-
inal displacement entered into the accelerator control system. Ratios are

shown for each individual beam in both planes, as well as for the beam-
separation scale that determines that of the convolved beam sizes in the
vdM scan. The uncertainties are statistical only

Calibration session(s) April 2012 July 2012 (applicable to November)
β� 0.6 m 11 m

Horizontal Vertical Horizontal Vertical

Displacement scale

Beam 1 0.9882 ± 0.0008 0.9881 ± 0.0008 0.9970 ± 0.0004 0.9961 ± 0.0006

Beam 2 0.9822 ± 0.0008 0.9897 ± 0.0009 0.9964 ± 0.0004 0.9951 ± 0.0004

Separation scale 0.9852 ± 0.0006 0.9889 ± 0.0006 0.9967 ± 0.0003 0.9956 ± 0.0004

be recalibrated when the latter changes. The results of the
2012 length-scale calibrations are summarized in Table 3.
Because the beam-separation scans discussed in Sect. 4.2
are performed by displacing the two beams symmetrically
in opposite directions, the relevant scale factor in the deter-
mination of � is the average of the scale factors for beam
1 and beam 2 in each plane. A total correction of −2.57%
(−0.77%) is applied to the convolved-width product �x�y

and to the visible cross-sections measured during the April
(July and November) 2012 vdM scans.

4.6 Orbit-drift corrections

Transverse drifts of the individual beam orbits at the IP dur-
ing a scan session can distort the luminosity-scan curves and,
if large enough, bias the determination of the overlap inte-
grals and/or of the peak interaction rate. Such effects are
monitored by extrapolating to the IP beam-orbit segments
measured using beam-position monitors (BPMs) located in
the LHC arcs [17], where the beam trajectories should remain
unaffected by the vdM closed-orbit bumps across the IP. This
procedure is applied to each beam separately and provides
measurements of the relative drift of the two beams during
the scan session, which are used to correct the beam separa-
tion at each scan step as well as between the x and y scans.
The resulting impact on the visible cross-section varies from
one scan set to the next; it does not exceed ±0.6% in any
2012 scan set, except for scan set X where the orbits drifted
rapidly enough for the correction to reach +1.1%.

4.7 Beam–beam corrections

When charged-particle bunches collide, the electromagnetic
field generated by a bunch in beam 1 distorts the individ-
ual particle trajectories in the corresponding bunch of beam
2 (and vice-versa). This so-called beam–beam interaction
affects the scan data in two ways.

First, when the bunches are not exactly centred on each
other in the x–y plane, their electromagnetic repulsion

induces a mutual angular kick [18] of a fraction of a micro-
radian and modulates the actual transverse separation at the
IP in a manner that depends on the separation itself. The
phenomenon is well known from e+e− colliders and has
been observed at the LHC at a level consistent with predic-
tions [17]. If left unaccounted for, these beam–beam deflec-
tions would bias the measurement of the overlap integrals in
a manner that depends on the bunch parameters.

The second phenomenon, called dynamic β [19], arises
from the mutual defocusing of the two colliding bunches:
this effect is conceptually analogous to inserting a small
quadrupole at the collision point. The resulting fractional
change in β�, or equivalently the optical demagnification
between the LHC arcs and the collision point, varies with
the transverse beam separation, slightly modifying, at each
scan step, the effective beam separation in both planes (and
thereby also the collision rate), and resulting in a distortion
of the shape of the vdM scan curves.

The amplitude and the beam-separation dependence of
both effects depend similarly on the beam energy, the
tunes9 and the unperturbed β-functions, as well as on the
bunch intensities and transverse beam sizes. The beam–beam
deflections and associated orbit distortions are calculated
analytically [13] assuming elliptical Gaussian beams that col-
lide in ATLAS only. For a typical bunch, the peak angular
kick during the November 2012 scans is about ±0.25µrad,
and the corresponding peak increase in relative beam sepa-
ration amounts to ±1.7µm. The MAD-X optics code [20]
is used to validate this analytical calculation, and to verify
that higher-order dynamical effects (such as the orbit shifts
induced at other collision points by beam–beam deflections
at the ATLAS IP) result in negligible corrections to the ana-
lytical prediction.

The dynamic evolution of β� during the scan is modelled
using the MAD-X simulation assuming bunch parameters
representative of the May 2011 vdM scan [3], and then scaled

9 The tune of a storage ring is defined as the betatron phase advance
per turn, or equivalently as the number of betatron oscillations over one
full ring circumference.
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using the beam energies, the β� settings, as well as the mea-
sured intensities and convolved beam sizes of each colliding-
bunch pair. The correction function is intrinsically indepen-
dent of whether the bunches collide in ATLAS only, or also at
other LHC interaction points [19]. For the November session,
the peak-to-peak β� variation during a scan is about 1.1%.

At each scan step, the predicted deflection-induced change
in beam separation is added to the nominal beam separa-
tion, and the dynamic-β effect is accounted for by rescaling
both the effective beam separation and the measured visible
interaction rate to reflect the beam-separation dependence
of the IP β-functions. Comparing the results of the 2012
scan analysis without and with beam–beam corrections, it is
found that the visible cross-sections are increased by 1.2–
1.8% by the deflection correction, and reduced by 0.2–0.3%
by the dynamic-β correction. The net combined effect of
these beam–beam corrections is a 0.9–1.5% increase of the
visible cross-sections, depending on the scan set considered.

4.8 Non-factorization effects

The original vdM formalism [2] explicitly assumes that the
particle densities in each bunch can be factorized into inde-
pendent horizontal and vertical components, such that the
term 1/2π�x�y in Eq. (9) fully describes the overlap integral
of the two beams. If this factorization assumption is violated,
the horizontal (vertical) convolved beam width �x (�y) is no
longer independent of the vertical (horizontal) beam separa-
tion δy (δx ); similarly, the transverse luminous size [7] in one
plane (σxL or σyL), as extracted from the spatial distribution
of reconstructed collision vertices, depends on the separation
in the other plane. The generalized vdM formalism summa-
rized by Eq. (10) correctly handles such two-dimensional
luminosity distributions, provided the dependence of these
distributions on the beam separation in the transverse plane
is known with sufficient accuracy.

Non-factorization effects are unambiguously observed in
some of the 2012 scan sessions, both from significant dif-
ferences in �x (�y) between a standard scan and an off-
axis scan, during which the beams are partially separated in
the non-scanning plane (Sect. 4.8.1), and from the δx (δy)
dependence of σyL (σxL) during a standard horizontal (ver-
tical) scan (Sect. 4.8.2). Non-factorization effects can also
be quantified, albeit with more restrictive assumptions, by
performing a simultaneous fit to horizontal and vertical vdM
scan curves using a non-factorizable function to describe the
simultaneous dependence of the luminosity on the x and y
beam separation (Sect. 4.8.3).

A large part of the scan-to-scan irreproducibility observed
during the April and July scan sessions can be attributed
to non-factorization effects, as discussed for ATLAS in
Sect. 4.8.4 below and as independently reported by the LHCb
Collaboration [21]. The strength of the effect varies widely

across vdM scan sessions, differs somewhat from one bunch
to the next and evolves with time within one LHC fill. Overall,
the body of available observations can be explained neither
by residual linear x–y coupling in the LHC optics [3,22], nor
by crossing-angle or beam–beam effects; instead, it points to
non-linear transverse correlations in the phase space of the
individual bunches. This phenomenon was never envisaged
at previous colliders, and was considered for the first time
at the LHC [3] as a possible source of systematic uncer-
tainty in the absolute luminosity scale. More recently, the
non-factorizability of individual bunch density distributions
was demonstrated directly by an LHCb beam–gas imaging
analysis [21].

4.8.1 Off-axis vdM scans

An unambiguous signature of non-factorization can be pro-
vided by comparing the transverse convolved width mea-
sured during centred (or on-axis) vdM scans with the same
quantity extracted from an offset (or off-axis) scan, i.e. one
where the two beams are significantly separated in the direc-
tion orthogonal to that of the scan. This is illustrated in
Fig. 3a. The beams remained vertically centred on each other
during the first three horizontal scans (the first horizontal
scan) of LHC fill 2855 (fill 2856), and were separated verti-
cally by approximately 340µm (roughly 4σb) during the last
horizontal scan in each fill. In both fills, the horizontal con-
volved beam size is significantly larger when the beams are
vertically separated, demonstrating that the horizontal lumi-
nosity distribution depends on the vertical beam separation,
i.e. that the horizontal and vertical luminosity distributions
do not factorize.

The same measurement was carried out during the Novem-
ber scan session: the beams remained vertically centred on
each other during the first, second and last scans (Fig. 3b),
and were separated vertically by about 340 (200)µm dur-
ing the third (fourth) scan. The horizontal convolved beam
size increases with time at an approximately constant rate,
reflecting transverse-emittance growth. No significant devia-
tion from this trend is observed when the beams are separated
vertically, suggesting that the horizontal luminosity distribu-
tion is independent of the vertical beam separation, i.e. that
during the November scan session the horizontal and vertical
luminosity distributions approximately factorize.

4.8.2 Determination of single-beam parameters from
luminous-region and luminosity-scan data

While a single off-axis scan can provide convincing evi-
dence for non-factorization, it samples only one thin slice
in the (δx , δy) beam-separation space and is therefore insuf-
ficient to fully determine the two-dimensional luminosity
distribution. Characterizing the latter by performing an x–
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Fig. 3 Time evolution of the horizontal convolved beam size �x
for five different colliding-bunch pairs (BCIDs), measured using the
LUCID_EventOR luminosity algorithm during the a July andbNovem-
ber 2012 vdM-scan sessions

y grid scan (rather than two one-dimensional x and y scans)
would be prohibitively expensive in terms of beam time,
as well as limited by potential emittance-growth biases.
The strategy, therefore, is to retain the standard vdM tech-
nique (which assumes factorization) as the baseline calibra-
tion method, and to use the data to constrain possible non-
factorization biases. In the absence of input from beam–gas
imaging (which requires a vertex-position resolution within
the reach of LHCb only), the most powerful approach so far
has been the modelling of the simultaneous beam-separation-
dependence of the luminosity and of the luminous-region
geometry. In this procedure, the parameters describing the
transverse proton-density distribution of individual bunches
are determined by fitting the evolution, during vdM scans, not
only of the luminosity itself but also of the position, orienta-
tion and shape of its spatial distribution, as reflected by that
of reconstructed pp-collision vertices [23]. Luminosity pro-

files are then generated for simulated vdM scans using these
fitted single-beam parameters, and analysed in the same fash-
ion as real vdM scan data. The impact of non-factorization
on the absolute luminosity scale is quantified by the ratio
RNF of the “measured” luminosity extracted from the one-
dimensional simulated luminosity profiles using the standard
vdM method, to the “true” luminosity from the computed
four-dimensional (x , y, z, t) overlap integral [7] of the single-
bunch distributions at zero beam separation. This technique
is closely related to beam–beam imaging [7,24,25], with the
notable difference that it is much less sensitive to the vertex-
position resolution because it is used only to estimate a small
fractional correction to the overlap integral, rather than its
full value.

The luminous region is modelled by a three-dimensional
(3D) ellipsoid [7]. Its parameters are extracted, at each scan
step, from an unbinned maximum-likelihood fit of a 3D Gaus-
sian function to the spatial distribution of the reconstructed
primary vertices that were collected, at the corresponding
beam separation, from the limited subset of colliding-bunch
pairs monitored by the high-rate, dedicated ID-only data
stream (Sect. 3.2). The vertex-position resolution, which is
somewhat larger (smaller) than the transverse luminous size
during scan sets I–III (scan sets IV–XV), is determined from
the data as part of the fitting procedure [23]. It potentially
impacts the reported horizontal and vertical luminous sizes,
but not the measured position, orientation nor length of the
luminous ellipsoid.

The single-bunch proton-density distributions ρB(x, y, z)
are parameterized, independently for each beam B (B = 1,
2), as the non-factorizable sum of up to three 3D Gaussian
or super-Gaussian [26] distributions (Ga, Gb, Gc) with arbi-
trary widths and orientations [27,28]:

ρB = waB×GaB+(1−waB)[wbB×GbB+(1−wbB)×GcB] ,

where the weights wa(b)B , (1−wa(b)B) add up to one by con-
struction. The overlap integral of these density distributions,
which allows for a crossing angle in both planes, is evaluated
at each scan step to predict the produced luminosity and the
geometry of the luminous region for a given set of bunch
parameters. This calculation takes into account the impact,
on the relevant observables, of the luminosity backgrounds,
orbit drifts and beam–beam corrections. The bunch parame-
ters are then adjusted, by means of a χ2-minimization proce-
dure, to provide the best possible description of the centroid
position, the orientation and the resolution-corrected widths
of the luminous region measured at each step of a given set of
on-axis x and y scans. Such a fit is illustrated in Fig. 4 for one
of the horizontal scans in the July 2012 session. The good-
ness of fit is satisfactory (χ2 = 1.3 per degree of freedom),
even if some systematic deviations are apparent in the tails of
the scan. The strong horizontal-separation dependence of the
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Fig. 4 Beam-separation dependence of the luminosity and of a sub-
set of luminous-region parameters during horizontal vdM scan IV. The
points represent a the specific visible interaction rate (or equivalently

the specific luminosity), b the horizontal position of the luminous cen-
troid, c, d the horizontal and vertical luminous widths σxL and σyL.
The red line is the result of the fit described in the text

vertical luminous size (Fig. 4d) confirms the presence of sig-
nificant non-factorization effects, as already established from
the off-axis luminosity data for that scan session (Fig. 3a).

This procedure is applied to all 2012 vdM scan sets,
and the results are summarized in Fig. 5. The luminosity
extracted from the standard vdM analysis with the assump-
tion that factorization is valid, is larger than that com-
puted from the reconstructed single-bunch parameters. This
implies that neglecting non-factorization effects in the vdM
calibration leads to overestimating the absolute luminos-
ity scale (or equivalently underestimating the visible cross-
section) by up to 3% (4.5%) in the April (July) scan session.
Non-factorization biases remain below 0.8% in the Novem-
ber scans, thanks to bunch-tailoring in the LHC injector
chain [16]. These observations are consistent, in terms both
of absolute magnitude and of time evolution within a scan
session, with those reported by LHCb [21] and CMS [29,30]
in the same fills.

4.8.3 Non-factorizable vdM fits to luminosity-scan data

A second approach, which does not use luminous-region
data, performs a combined fit of the measured beam-
separation dependence of the specific visible interaction rate
to horizontal- and vertical-scan data simultaneously, in order
to determine the overlap integral(s) defined by either Eq. (8)
or Eq. (10). Considered fit functions include factorizable or
non-factorizable combinations of two-dimensional Gaussian
or other functions (super-Gaussian, Gaussian times polyno-
mial) where the (non-)factorizability between the two scan
directions is imposed by construction.

The fractional difference between σvis values extracted
from such factorizable and non-factorizable fits, i.e. the mul-
tiplicative correction factor to be applied to visible cross-
sections extracted from a standard vdM analysis, is consis-
tent with the equivalent ratio RNF extracted from the analysis
of Sect. 4.8.2 within 0.5% or less for all scan sets. Com-
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Fig. 5 Ratio RNF of the
luminosity determined by the
vdM method assuming
factorization, to that evaluated
from the overlap integral of the
reconstructed single-bunch
profiles at the peak of each scan
set. The results are colour-coded
by scan session. Each point
corresponds to one
colliding-bunch pair in the
dedicated ID-only stream. The
statistical errors are smaller than
the symbols
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bined with the results of the off-axis scans, this confirms that
while the April and July vdM analyses require substantial
non-factorization corrections, non-factorization biases dur-
ing the November scan session remain small.

4.8.4 Non-factorization corrections and scan-to-scan
consistency

Non-factorization corrections significantly improve the repro-
ducibility of the calibration results (Fig. 6). Within a given
LHC fill and in the absence of non-factorization correc-
tions, the visible cross-section increases with time, as also
observed at other IPs in the same fills [21,29], suggest-
ing that the underlying non-linear correlations evolve over

time. Applying the non-factorization corrections extracted
from the luminous-region analysis dramatically improves
the scan-to-scan consistency within the April and July scan
sessions, as well as from one session to the next. The
1.0–1.4% inconsistency between the fully corrected cross-
sections (black circles) in scan sets I–III and in later scans,
as well as the difference between fills 2855 and 2856 in the
July session, are discussed in Sect. 4.11.

4.9 Emittance-growth correction

The vdM scan formalism assumes that both convolved beam
sizes �x , �y (and therefore the transverse emittances of each
beam) remain constant, both during a single x or y scan and
in the interval between the horizontal scan and the associated
vertical scan.

Emittance growth within a scan would manifest itself by a
slight distortion of the scan curve. The associated systematic
uncertainty, determined from pseudo-scans simulated with
the observed level of emittance growth, was found to be neg-
ligible.

Emittance growth between scans manifests itself by a
slight increase of the measured value of � from one scan to
the next, and by a simultaneous decrease in specific lumi-
nosity. Each scan set requires 40–60 min, during which
time the convolved beam sizes each grow by 1–2%, and
the peak specific interaction rate decreases accordingly as
1/(�x�y). This is illustrated in Fig. 7, which displays the �x

and μMAX
vis /(n1n2) values measured by the BCMH_EventOR

algorithm during scan sets XI, XIV and XV. For each BCID,
the convolved beam sizes increase, and the peak specific
interaction rate decreases, from scan XI to scan XIV; since
scan XV took place very early in the following fill, the cor-
responding transverse beam sizes (specific rates) are smaller
(larger) than for the previous scan sets.
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Fig. 7 Bunch-by-bunch a horizontal convolved beam size and b peak
specific interaction rate measured in scan sets XI, XIV, and XV for the
BCMH_EventOR algorithm. The vertical lines represent the weighted

average over colliding-bunch pairs for each scan set separately. The
error bars are statistical only, and are approximately the size of the
marker

If the horizontal and vertical emittances grow at identi-
cal rates, the procedure described in Sect. 4.3 remains valid
without any need for correction, provided that the decrease
in peak rate is fully accounted for by the increase in (�x�y),
and that the peak specific interaction rate in Eq. (11) is com-
puted as the average of the specific rates at the peak of the
horizontal and the vertical scan:

μMAX
vis /n1n2 = (μMAX

vis /n1n2)x + (μMAX
vis /n1n2)y

2
.

The horizontal-emittance growth rate is measured from
the bunch-by-bunch difference in fitted convolved width
between two consecutive horizontal scans in the same LHC
fill, and similarly for the vertical emittance. For LHC fill
3311 (scan sets X–XIV), these measurements reveal that the
horizontal convolved width grew 1.5–2 times faster than the
vertical width. The potential bias associated with unequal
horizontal and vertical growth rates can be corrected for by
interpolating the measured values of �x , �y and μMAX

vis to a
common reference time, assuming that all three observables
evolve linearly with time. This reference time is in principle
arbitrary: it can be, for instance, the peak of the x scan (in
which case only �y needs to be interpolated), or the peak
of the y scan, or any other value. The visible cross-section,
computed from Eq. (11) using measured values projected
to a common reference time, should be independent of the
reference time chosen.

Applying this procedure to the November scan session
results in fractional corrections to σvis of 1.38, 0.22 and
0.04% for scan sets X, XI and XIV, respectively. The cor-
rection for scan set X is exceptionally large because opera-
tional difficulties forced an abnormally long delay (almost
two hours) between the horizontal scan and the vertical scan,
exacerbating the impact of the unequal horizontal and verti-
cal growth rates; its magnitude is validated by the noticeable
improvement it brings to the scan-to-scan reproducibility of
σvis.

No correction is available for scan set XV, as no other scans
were performed in LHC fill 3316. However, in that case the
delay between the x and y scans was short enough, and the
consistency of the resulting σvis values with those in scan
sets XI and XIV sufficiently good (Fig. 6), that this missing
correction is small enough to be covered by the systematic
uncertainties discussed in Sects. 5.2.6 and 5.2.8.

Applying the same procedure to the July scan ses-
sion yields emittance-growth corrections below 0.3% in all
cases. However, the above-described correction procedure
is, strictly speaking, applicable only when non-factorization
effects are small enough to be neglected. When the factor-
ization hypothesis no longer holds, the very concept of sepa-
rating horizontal and vertical emittance growth is ill-defined.
In addition, the time evolution of the fitted one-dimensional
convolved widths and of the associated peak specific rates is
presumably more influenced by the progressive dilution, over
time, of the non-factorization effects discussed in Sect. 4.8
above. Therefore, and given that the non-factorization cor-
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Table 4 Systematic
uncertainties affecting the
bunch-population product n1n2
during the 2012 vdM scans

Scan set number I–III IV–VII VIII–IX X–XIV XV

LHC fill number 2520 2855 2856 3311 3316

Fractional systematic uncertainty (%)

Total intensity scale (DCCT) 0.26 0.21 0.21 0.22 0.23

Bunch-by-bunch fraction (FBCT) 0.03 0.04 0.04 0.04 0.04

Ghost charge (LHCb beam–gas) 0.04 0.03 0.04 0.04 0.02

Satellites (longitudinal density monitor) 0.07 0.02 0.03 0.01 <0.01

Total 0.27 0.22 0.22 0.24 0.23

rections applied to scan sets I–VIII (Fig. 5) are up to ten
times larger than a typical emittance-growth correction, no
such correction is applied to the April and July scan results;
an appropriately conservative systematic uncertainty must be
assigned instead.

4.10 Bunch-population determination

The bunch-population measurements are performed by the
LHC Bunch-Current Normalization Working Group and
have been described in detail in Refs. [21,27,31–33]. A brief
summary of the analysis is presented here. The fractional
uncertainties affecting the bunch-population product (n1n2)
are summarized in Table 4.

The LHC bunch currents are determined in a multi-step
process due to the different capabilities of the available
instrumentation. First, the total intensity of each beam is
monitored by two identical and redundant DC current trans-
formers (DCCT), which are high-accuracy devices but have
no ability to distinguish individual bunch populations. Each
beam is also monitored by two fast beam-current transform-
ers (FBCT), which measure relative bunch currents individ-
ually for each of the 3564 nominal 25 ns slots in each beam;
these fractional bunch populations are converted into abso-
lute bunch currents using the overall current scale provided
by the DCCT. Finally, corrections are applied to account for
out-of-time charge present in a given BCID but not colliding
at the interaction point.

A precision current source with a relative accuracy of
0.05% is used to calibrate the DCCT at regular intervals.
An exhaustive analysis of the various sources of system-
atic uncertainty in the absolute scale of the DCCT, including
in particular residual non-linearities, long-term stability and
dependence on beam conditions, is documented in Ref. [31].
In practice, the uncertainty depends on the beam intensity
and the acquisition conditions, and must be evaluated on a
fill-by-fill basis; it typically translates into a 0.2–0.3% uncer-
tainty in the absolute luminosity scale.

Because of the highly demanding bandwidth specifica-
tions dictated by single-bunch current measurements, the
FBCT response is potentially sensitive to the frequency spec-

trum radiated by the circulating bunches, timing adjust-
ments with respect to the RF phase, and bunch-to-bunch
intensity or length variations. Dedicated laboratory mea-
surements and beam experiments, comparisons with the
response of other bunch-aware beam instrumentation (such
as the ATLAS beam pick-up timing system), as well as
the imposition of constraints on the bunch-to-bunch con-
sistency of the measured visible cross-sections, resulted in
a <0.04% systematic luminosity-calibration uncertainty in
the luminosity scale arising from the relative-intensity mea-
surements [27,32].

Additional corrections to the bunch-by-bunch population
are made to correct for ghost charge and satellite bunches.
Ghost charge refers to protons that are present in nomi-
nally empty bunch slots at a level below the FBCT thresh-
old (and hence invisible), but which still contribute to the
current measured by the more accurate DCCT. Highly pre-
cise measurements of these tiny currents (normally at most a
few per mille of the total intensity) have been achieved [27]
by comparing the number of beam–gas vertices recon-
structed by LHCb in nominally empty bunch slots, to that
in non-colliding bunches whose current is easily measur-
able. For the 2012 luminosity-calibration fills, the ghost-
charge correction to the bunch-population product ranges
from −0.21 to −0.65%; its systematic uncertainty is domi-
nated by that affecting the LHCb trigger efficiency for beam–
gas events.

Satellite bunches describe out-of-time protons present in
collision bunch slots that are measured by the FBCT, but
that remain captured in an RF bucket at least one period
(2.5 ns) away from the nominally filled LHC bucket. As
such, they experience at most long-range encounters with
the nominally filled bunches in the other beam. The best
measurements are obtained using the longitudinal density
monitor. This instrument uses avalanche photodiodes with
90 ps timing resolution to compare the number of infrared
synchrotron-radiation photons originating from satellite RF
buckets, to that from the nominally filled buckets. The correc-
tions to the bunch-population product range from −0.03 to
−0.65%, with the lowest satellite fraction achieved in scans
X–XV. The measurement techniques, as well as the associ-
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ated corrections and systematic uncertainties, are detailed in
Ref. [33].

4.11 Calibration results

4.11.1 Summary of calibration corrections

With the exception of the noise and single-beam back-
ground subtractions (which depend on the location, geom-
etry and instrumental response of individual subdetectors),
all the above corrections to the vdM-calibrated visible cross-
sections are intrinsically independent of the luminometer
and luminosity algorithm considered. The beam-separation
scale, as well as the orbit-drift and beam–beam corrections,
impact the effective beam separation at each scan step; the
non-factorization and emittance-growth corrections depend
on the properties of each colliding bunch-pair and on their
time evolution over the course of a fill; and corrections to the
bunch-population product translate into an overall scale fac-
tor that is common to all scan sets within a given LHC fill. The
mutual consistency of these corrections was explicitly ver-
ified for the LUCID_EventOR and BCM_EventOR visible
cross-sections, for which independently determined correc-
tions are in excellent agreement. As the other algorithms (in
particular track counting) are statistically less precise during
vdM scans, their visible cross-sections are corrected using
scale factors extracted from the LUCID_EventOR scan anal-
ysis.

The dominant correction in scan sets I–VIII (Fig. 8) is
associated with non-factorization; it is also the most uncer-
tain, because it is sensitive to the vertex-position resolution,
especially in scan sets I–III where the transverse luminous
size is significantly smaller than the resolution. In contrast,
non-factorization corrections are moderate in scan sets X–
XV, suggesting a correspondingly minor contribution to the
systematic uncertainty for the November scan session.

The next largest correction in scan sets I–III is that of the
beam-separation scale, which, because of different β� set-
tings, is uncorrelated between the April session and the other
two sessions, and fully correlated across scan sets IV–XV
(Sect. 5.1.3). The correction to the bunch-population prod-
uct is equally shared among FBCT, ghost-charge and satellite
corrections in scan sets I–III, and dominated by the ghost-
charge subtraction in scans IV–XV. This correction is uncor-
related between scan sessions, but fully correlated between
scan sets in the same fill.

Of comparable magnitude across all scan sets, and par-
tially correlated between them, is the beam–beam correc-
tion; its systematic uncertainty is moderate and can be calcu-
lated reliably (Sect. 5.2.3). The uncertainties associated with
orbit drifts (Sect. 5.2.1) and emittance growth (Sect. 5.2.6)
are small, except for scan set X where these corrections are
largest.
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Fig. 8 Luminometer-independent corrections to the visible cross-
sections calibrated by the van der Meer method, averaged over all col-
liding bunches and displayed separately for each scan set. The length–
scale, beam–beam, non-factorization and bunch–population corrections
are discussed in Sects. 4.5, 4.7, 4.8 and 4.10, respectively. The orbit–drift
(Sect. 4.6) and emittance–growth (Sect. 4.9) corrections are combined
for clarity, and their cumulative effect is displayed as “beam evolution”.
The sum of all corrections is shown, for each scan set, by the red line

4.11.2 Consistency of vdM calibrations across 2012 scan
sessions

The relative stability of vdM calibrations, across scan sets
within a scan session and from one scan session to the next,
can be quantified by the ratio Sk

calib, j of the visible cross-
section for luminosity algorithm k (k = BCMH_EventOR,
BCMV_EventOR, LUCID_EventA,…) in a given scan set j
to that in a reference scan set, arbitrarily chosen as scan set
XIV:

Sk
calib, j = σ k

vis, j/σ
k
vis, XIV .

The ratio Sk
calib, j is presented in Fig. 9a for a subset of BCM,

LUCID and track-counting algorithms. Several features are
apparent.

• The visible cross-section associated with the LUCID_
EventA algorithm drops significantly between the April
and July scan sessions, and then again between July and
November.

• For each algorithm separately, the σvisvariation across scan
sets within a given LHC fill (scan sets I–III, IV–VI and X–
XIV) remains below 0.5%, except for scan set X which
stands out by 1%.

• The absolute calibrations of the BCMH_EventOR and
track-counting algorithms are stable to better than ±0.8%
across scan sets IV–VI and X–XV, with the inconsistency
being again dominated by scan set X.
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Fig. 9 a Stability of absolutely calibrated visible cross-sections across
scan sets, as quantified by the ratio of the visible cross-section in a given
scan set to that of the same luminosity algorithm in scan set XIV. b
Relative instrumental stability of different luminosity algorithms across
scan sets, as quantified by the ratio shown in a for a given algorithm,
divided by the same ratio for the default track-counting algorithm

• Between scan sets IV–VI and X–XV, the calibrations of the
track counting, BCMH_EventOR and BCMV_EventOR
algorithms drop on the average by 0.5, 0.6 and 1.7%
respectively.

• The calibrations of the BCM_EventOR (track-counting)
algorithm in scan sets I–III and VIII are lower by up to
1.4% (2%) compared to the other scan sets. This structure,
which is best visible in Fig. 6, is highly correlated across
all algorithms. Since the corresponding luminosity detec-
tors use very different technologies, this particular feature
cannot be caused by luminometer instrumental effects.

In order to separate purely instrumental drifts in the
ATLAS luminometers from vdM-calibration inconsistencies
linked to other sources (such as accelerator parameters or
beam conditions), Fig. 9b shows the variation, across scan
sets j , of the double ratio

Sk
instr, j=Sk

calib, j/Strack counting
calib, j = σ k

vis, j/σ
k
vis, XIV

σ
track counting
vis, j /σ

track counting
vis, XIV

,

which quantifies the stability of algorithm k relative to that of
the default track-counting algorithm. Track counting is cho-
sen as the reference here because it is the bunch-by-bunch
algorithm whose absolute calibration is the most stable over
time (Figs. 6 and 9a), and that displays the best stability rel-
ative to all bunch-integrating luminosity algorithms during
physics running across the entire 2012 running period (this is
demonstrated in Sect. 6.1). By construction, the instrumental-
stability parameter Sk

instr, j is sensitive only to instrumental
effects, because the corrections described in Sects. 4.5–4.10
are intrinsically independent of the luminosity algorithm con-
sidered. The following features emerge.

• For each algorithm individually, the instrumental stability
is typically better than 0.5% within each scan session.

• The instrumental stability of both the “Pixel holes ≤1”
selection and the vertex-associated track selection (not
shown) is better than 0.2% across all scan sets.

• Relative to track counting, the LUCID efficiency drops
by 3.5% between the April and July scan sessions, and
by an additional 2.2% between July and November. This
degradation is understood to be caused by PMT aging.

• The BCMH_EventOR efficiency increases by about
0.7% with respect to that of track counting between the
April and July sessions, and then remains stable to within
0.2–0.4% across the July and November sessions. In con-
trast, the efficiency of the BCMV_EventOR algorithm
compared to that of track counting increases by about
1.3% from April to July, and drops back to its original
level by the November session. These long-term varia-
tions in the response of various subsets of diamond sen-
sors in the low-luminosity regime of vdM scans are pos-
sibly related to subtle solid-state physics effects arising
from the combination of radiation damage during physics
running [3,34] and of partial annealing during beam-off
and low-luminosity periods. Aging effects of comparable
magnitude are observed at high luminosity (Sect. 6).

• Given the 0.7% relative stability, between scan sets I–III
and IV–VI, of the track-counting and BCMH_EventOR
calibrations (Fig. 9b), the 1.4–2.0% discrepancy, between
the April and July vdM-scan sessions, that affects the
absolute calibrations of both the BCMH_EventOR and
the track-counting algorithms (Fig. 9a) cannot be primar-
ily instrumental in nature. The actual cause could not be
identified with certainty. Since the transverse luminous
size σL in the April session (Table 2) is approximately
three times smaller than the vertex-position resolution, a
plausible scenario is that a small error in the estimated
resolution biases the reconstructed luminous size in such
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Fig. 10 a Bunch-by-bunch specific luminosity for scan sets XI, XIV
and XV determined using the BCMH_EventOR algorithm. b Bunch-
by-bunch ratio of theLspec values reported by the BCMH_EventOR and

LUCID_EventOR algorithms. The vertical lines indicate the weighted
average over BCIDs for the three scan sets separately. The error bars
represent statistical uncertainties only

ences in transverse emittance also seen during normal physics
fills. A systematic reduction in Lspec can be observed from
scan XI to scan XIV, caused by emittance growth over the
duration of the fill. Although the two algorithms appear sta-
tistically consistent for each bunch pair separately (Fig. 10b),
their bunch-averaged ratio systematically differs from unity
by a small amount. The largest such discrepancy in scan sets
XI–XV among the BCM, LUCID and track-counting algo-
rithms amounts to 0.5% and is adopted as the systematic
uncertainty associated with the choice of reference specific-
luminosity value.

5.1.2 Noise and background subtraction

To assess possible uncertainties in the default subtraction
scheme, an alternative fit is performed to data without apply-
ing the background-correction procedure of Sect. 4.4, but
interpreting the constant (i.e. separation-independent) term
in the fitting function as the sum of instrumental noise
and single-beam backgrounds. The maximum difference
observed between these two background treatments, aver-
aged over scan sets XI–XV, amounts to less than 0.3%
(0.02%) for the BCMH_EventOR (LUCID_EventOR) algo-
rithm. A systematic uncertainty of ±0.3% is thus assigned
to the background-subtraction procedure during vdM scans.

5.1.3 Length-scale calibration

The length scale of each scan step enters the extraction
of �x,y and hence directly affects the absolute luminosity

scale. The corresponding calibration procedure is described
in Sect. 4.5. Combining in quadrature the statistical errors in
the horizontal and vertical beam-separation scales (Table 3)
yields a statistical uncertainty of ±0.08% in the length-scale
product.

The residual non-linearity visible in Fig. 2, and also
observed in length-scale calibration scans performed in 2011,
could be caused either by the power converters that drive the
steering correctors forming the closed-orbit bumps, by the
response of the steering correctors themselves, or by mag-
netic imperfections (higher multipole components) at large
betatron amplitudes in the quadrupoles located within those
orbit bumps. The potential impact of such a non-linearity on
the luminosity calibration is estimated to be less than 0.05%.

Another potential source of bias is associated with orbit
drifts. These were monitored during each of the four length-
scale scans using the method outlined in Sect. 4.6, revealing
no significant drift. Small inconsistencies in the transverse
beam positions extrapolated to the IP from the BPMs in the
left and right arcs are used to set an upper limit on the potential
orbit drift, during each scan, of the beam being calibrated,
resulting in an overall ±0.4% uncertainty in the length-scale
product and therefore in the visible cross-section.

5.1.4 Absolute length scale of the inner detector

The determination of the beam-separation scale is based on
comparing the scan step requested by the LHC control sys-
tem with the actual transverse displacement of the luminous
centroid measured by ATLAS. This measurement relies on
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the length scale of the ATLAS inner detector tracking system
(primarily the Pixel detector) being correct in measuring dis-
placements of vertex positions away from the centre of the
detector. The determination of the uncertainty in this absolute
length scale is described in Ref. [3]; its impact amounts to a
systematic uncertainty of ±0.3% in the visible cross-section.

5.2 Beam conditions

5.2.1 Orbit drifts during vdM scans

The systematic uncertainty associated with orbit drifts is
taken as half of the correction described in Sect. 4.6, averaged
over scan sets XI–XV. It translates into a ±0.1% systematic
uncertainty in σ vis. Because the sign and amplitude of the
orbit drifts vary over time, this uncertainty is uncorrelated
with that affecting the length-scale calibration.

5.2.2 Beam-position jitter

At each step of a scan, the actual beam separation may be
affected by random deviations of the beam positions from
their nominal settings, which in turn induce fluctuations in
the luminosity measured at each scan point. The magni-
tude of this potential jitter was evaluated from the variation
between consecutive measurements, a few seconds apart, of
the relative beam separation at the IP extracted from single-
beam orbits measured by BPMs in the nearby LHC arcs and
extrapolated to the IP (Sect. 4.6). The typical jitter in trans-
verse beam separation observed during the November scan
session amounts to 0.75µm RMS. The resulting systematic
uncertainty in σvis is obtained by random Gaussian smear-
ing of the nominal separation by this amount, independently
at each scan step, in a series of simulated scans. The RMS
of the resulting fluctuations in fitted visible cross-section
yields a ±0.2% systematic uncertainty associated with beam-
position jitter.

5.2.3 Beam–beam corrections

For given values of the bunch intensity and transverse
convolved beam sizes, which are precisely measured, the
deflection-induced orbit distortion and the relative variation
of β� are both proportional to β� itself; they also depend on
the fractional tune. Assigning a ±20% uncertainty to each
β-function value at the IP and a ±0.01 upper limit to each
tune variation results in a ±0.28% uncertainty in σvis. This
uncertainty is computed with the conservative assumption
that β-function and tune uncertainties are correlated between
the horizontal and vertical planes, but uncorrelated between
the two LHC rings.

5.2.4 Fit model

The choice of the fit function is arbitrary, but guided by
the requirement that the fit provides faithful measurements
of the integral under the luminosity-scan curve and of the
rate at zero beam separation. The choice of functional form
therefore depends on the underlying shapes of the collid-
ing bunches, as manifested in the beam-separation depen-
dence of the luminosity. Scan sets I–VIII are best modelled
using a double Gaussian function plus a constant. The beam
shapes are different in scan sets X–XV [16]: here the best
fit is obtained using a Gaussian function multiplied by a
sixth-order polynomial. Additional fits are performed with
different model assumptions: a super-Gaussian function, and
a Gaussian function multiplied by a fourth-order polynomial
(plus a constant term in all cases). The maximum fractional
difference between the results of these different fits, across
scan sets XI–XV and across the BCM, LUCID and track-
counting algorithms, amounts to 0.5%. This value is assigned
as the uncertainty associated with the fit model.

5.2.5 Non-factorization correction

The non-factorization corrections extracted from the luminous-
region analysis (Sect. 4.8.2) and the non-factorizable vdM fits
(Sect. 4.8.3), are consistent to within 0.5% or less in all scan
sets. This value is chosen as the systematic uncertainty asso-
ciated with non-factorization biases in the November scans.

5.2.6 Emittance-growth correction

The uncertainty in the correction described in Sect. 4.9 is
estimated as the largest difference in the scan-averaged cor-
rection for extreme choices of reference times, and amounts
to ±0.1% in σ vis.

5.2.7 Consistency of bunch-by-bunch visible cross-sections

The calibratedσvis value associated with a given luminometer
and algorithm should be a universal scale factor independent
of beam conditions or BCID. The variation in σvis across
colliding-bunch pairs in a given scan set, as well as between
scan sets, is used to quantify the reproducibility and stability
of the calibration procedure during a scan session.

The comparison of Fig. 11a, b for scan sets XI, XIV and
XV suggests that some of the σvis variation from one bunch
pair to the next is not statistical in nature, but rather correlated
across bunch slots. The non-statistical component of this
variation, i.e. the difference in quadrature between the RMS
bunch-by-bunch variation of σvis within a given scan set and
the average statistical uncertainty affecting a single-BCID
σvis measurement, is taken as a systematic uncertainty in the
calibration technique. The largest such difference across scan
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Fig. 11 Bunch-by-bunch σvis values measured in scan sets XI, XIV,
and XV for the a LUCID_EventOR and b BCMH_EventOR algo-
rithm. The error bars are statistical only. The vertical lines represent the
weighted average over colliding-bunch pairs, separately for each scan

set. The shaded band indicates a ±0.4% variation from the average,
which is the sum in quadrature of the systematic uncertainties associ-
ated with bunch-by-bunch and scan-to-scan σvis consistency

sets XI–XV, evaluated using the measured LUCID_EventOR
visible cross-section, amounts to 0.23%. The RMS bunch-
by-bunch fluctuation of the BCM cross-sections is, in all
cases but one, slightly smaller than the corresponding bunch-
averaged statistical uncertainty, indicating that the statistical
sensitivity of the BCM algorithms is insufficient to provide
a reliable estimate of this uncertainty; the LUCID result is
therefore adopted as a measure of the σvis bunch-by-bunch
consistency.

5.2.8 Scan-to-scan reproducibility

The reproducibility of the visible cross-sections across the
selected November scan sets, as illustrated in Fig. 9a, is used
as a measure of the residual inconsistencies potentially asso-
ciated with imperfect correction procedures and unidentified
sources of non-reproducibility. The largest such difference in
visible cross-section between scan sets XI–XV, as reported
by any of the BCM_EventOR, LUCID_EventOR or track-
counting algorithms, amounts to ±0.31%.

5.3 Bunch-population product

The determination of this uncertainty (±0.24%) is discussed
in Sect. 4.10 and summarized in Table 4.

5.4 Summary of van der Meer calibration uncertainties

The systematic uncertainties affecting the November 2012
vdM calibration are summarized in Table 6; they apply
equally to all vdM-calibrated luminosity algorithms. The sta-
tistical uncertainties, in contrast, are algorithm dependent
(Table 5), but small by comparison.

The uncertainties affecting the April and July 2012 cal-
ibrations have not been evaluated in detail. Most of them
would be of comparable magnitude to their November coun-
terparts, except for additional sizeable contributions from
the non-factorization effects and scan-to-scan inconsisten-
cies discussed in Sect. 4.11.

6 Consistency of relative-luminosity measurements
during physics running

The calibration of σ vis was performed at only a few points
in time (Table 2), and at values of μ low compared to the
pile-up levels routinely encountered during physics opera-
tion (Fig. 12). In this section, the stability of the luminos-
ity measurement over the 2012 high-luminosity data sam-
ple is characterized from two distinct viewpoints: time sta-
bility of the relative response of various luminosity algo-
rithms across the entire running period (Sect. 6.1), and lin-
earity of the calibrated luminosity values with respect to
the actual pile-up parameter μ (Sect. 6.2). The relative con-
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Fig. 12 History of the peak bunch-averaged pile-up parameter 〈μ〉 dur-
ing 2012, restricted to stable-beam periods

sistency across all available luminosity detectors and algo-
rithms is used to assess the robustness of the results and to
quantify systematic variations in the response of the various
luminometers.

6.1 Relative stability of luminosity measurements over time

6.1.1 Consistency within individual luminometer
subsystems

Figure 13a illustrates the internal consistency of the lumi-
nosity values reported by independent bunch-by-bunch algo-
rithms during the 2012 running period, noise- and afterglow-
subtracted as described in Sect. 4.4, then summed over all
colliding bunches and integrated over the stable-beam period
in each ATLAS run. In order to better illustrate their rel-
ative time evolution, these run-integrated luminosity ratios
are shown anchored, i.e. normalized to the corresponding
ratio in a high-luminosity run close in time to the November
vdM-scan session.

During most of 2012, the ratio of the luminosity values
reported by the horizontal and vertical pairs of BCM sen-
sors is stable within a ±0.4% envelope, with the notable
exception of a sharp −0.6% step, lasting approximately
one month, during which the BCM was affected by elec-
tronic noise (Sect. 4.4). While during physics operation the
noise itself has a negligible impact on the measured lumi-
nosity, its onset was accompanied by step changes in the
response of individual diamond sensors; similar efficiency
shifts in the opposite direction were observed when the
noise disappeared, a few days after the November vdM
session.

The history of the luminosity ratio between the A and C
arms of LUCID exhibits two distinct bands, each with a peak-
to-peak scatter of up to ±0.8% and separated by 1.5% on the

average. The step change in late June 2012 is associated with
turning off two PMTs in the C arm, which were drawing
excessive current. To mitigate the impact of this operational
change on the LUCID performance, the LUCID luminosity
before (after) this step change is determined using the April
(November) 2012 vdM calibrations.

While relative efficiency variations among individual
BCM sensors, or between the two LUCID arms, can be
monitored using such internal luminosity ratios, quantify-
ing the associated shifts in their absolute calibration requires
an external reference. This can be provided, for instance, by
the calorimeter- or MPX-based hit-counting luminosity algo-
rithms presented in Sect. 3.3. Among these, the best internal
performance is offered by the EMEC and the TileCal: in the
high-luminosity regime, both achieve an arm-to-arm con-
sistency better than ±0.4% across the 2012 running period
(Fig. 13b). The two FCal arms display a relative drift of about
1% which is highly correlated among all channels in each
arm. The run-to-run spread of the MPX luminosity ratios
(Fig. 13c) lies in the 2% range.

While calorimeter algorithms lack sensitivity in the vdM-
calibration regime, the track-counting method can be abso-
lutely calibrated with a precision comparable to that of
the BCM and LUCID algorithms (Table 5). As demon-
strated below, it also offers competitive precision for the run-
integrated luminosity10 during physics operation, thereby
providing additional constraints on the performance of the
other bunch-by-bunch algorithms.

Figure 14 displays the history of the luminosity reported
by the two alternative track-counting working points intro-
duced in Sect. 3.2, normalized to that from the default WP.
In contrast to what is presented in Fig. 13, these ratios are
not anchored, but directly reflect the relative response of the
three algorithms as calibrated in the November 2012 vdM-
scan session. While the three working points are consistent
within 0.2% at the very beginning of the 2012 running period
(which corresponds to the April vdM-scan session), count-
ing vertex-associated tracks results, during most of the year,
in a luminosity value lower by about 1.3% compared to the
other two WPs. Comparison with the history of the mean
pile-up parameter (Fig. 12) suggests that this inconsistency
is not time-related but μ-dependent, as further discussed in
Sect. 6.2.

6.1.2 Consistency between luminometer subsystems

Figure 15 shows the ratio of the integrated luminosity per
ATLAS run as measured by a variety of luminosity algo-

10 Except for vdM-scan sessions, track–counting-based luminosity
measurements on shorter time scales (a few luminosity blocks), or on
a bunch-by-bunch basis, are statistically limited by the available data-
acquisition bandwidth.
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Fig. 13 a History of the ratio of the integrated luminosi-
ties per run reported by the BCM inclusive–OR algorithms
(BCMV_EventOR/BCMH_EventOR) and by the LUCID single-arm
algorithms (LUCID_EventA/LUCID_EventC), during routine physics
operation at high luminosity.bHistory of the ratio of the integrated lumi-
nosities per run reported by the A and C arms of the electromagnetic
endcap (EMEC), hadronic (TileCal) and forward (FCal) calorimeters.

c History of the ratio of the integrated luminosities per run reported by
five of the six individual MPX sensors, to that reported by the sixth sen-
sor in the same run. In all figures, each point shows the ratio for a single
run relative to that in a reference run taken on November 25, 2012 (LHC
fill 3323). Statistical uncertainties are negligible. The vertical arrows
indicate the time of the November 2012 vdM scan session

rithms, to that reported by the TileCal. Even though a sys-
tematic trend between the LAr and TileCal measurements is
apparent, the calorimeter algorithms are consistent to better
than ±0.7%. The TileCal luminosity is consistent with that
from the default track-counting algorithm to within ±0.4%
or less.

In contrast, both BCM and LUCID exhibit significant
variations in response over the course of 2012, which vary
from channel to channel and are attributed to, respectively,
radiation-induced lattice defects and PMT aging. Among
these, the BCMH_EventOR algorithm exhibits the least
severe deviation from its response at the time of the Novem-
ber vdM-scan session. Its long-term drift is, however, large
enough to warrant a time-dependent response correction that

is based on one of the more stable relative-luminosity moni-
tors shown in Fig. 15, and that is described in Sect. 7.3.2.

6.2 µ dependence

As the pile-up response of a given luminosity algorithm
is determined by the instrumental characteristics of the
luminometer considered, the BCMH_EventOR and BCMV_
EventOR algorithms are expected to exhibit little μ-depen-
dence with respect to each other, even if both may be affected
by a common non-linearity with respect to the actual instan-
taneous luminosity. The same applies to ratios of luminosity
values reported independently by the A and C arms of FCal,
EMEC, LUCID and TileCal.
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Fig. 14 History of the integrated-luminosity values reported by the two
alternative track-counting methods, normalized to that from the default
track selection, each as absolutely calibrated by the vdM method. Each
point represents the mean over a single ATLAS run. The error bars
reflect the systematic uncertainty associated with the simulation-based
fake-track subtraction. No track-counting data are available prior to the
first vdM-scan session (16 April 2012)

In contrast, the track-counting luminosities obtained using
the three track selections defined in Sect. 3.2 exhibit a notice-
able relative non-linearity (Fig. 16a). The pattern is consistent
with that observed in Fig. 14. At very low μ, the three work-
ing points are fully consistent, as expected from having been
vdM-calibrated at μ ∼ 0.5. As μ increases, loosening the
pixel-hole requirement on the selected tracks results, after
fake-track subtraction, in a residual positive non-linearity
of at most 0.7% in the reported 〈μ〉 value. In contrast, the
vertex-associated track count exhibits, also after fake-track
correction, a negative non-linearity with respect to the default
WP, which peaks at −1.3% and then decreases in magnitude.
Even though the simulation should account for the pile-up
dependence of the fake-track fraction and of the track- and
vertex-reconstruction efficiencies, it fails to explain the rela-
tive μ-dependence observed in the data between the three
track-counting selections. The onset of the discrepancies
appears to lie in the range 2 < μ < 10. However, only
very limited data, all from a single run with a small number
of isolated bunches, are available in that μ range, so that no
firm conclusions can be drawn. A conservative approach is
therefore adopted: the observed discrepancy between track-
counting WPs is used as a data-driven upper limit on a poten-
tial bias affecting the absolute track-based luminosity scale in
the high-μ regime. The impact of this systematic uncertainty
is discussed in Sect. 7.3.1.

In the absence of any absolute linearity reference, poten-
tial pile–up-dependent biases in the high-μ regime can be
constrained by the relative μ-dependence of the luminos-
ity values reported by luminometers based on very different
technologies (Fig. 16b). The relative non-linearity between
the BCMH_EventOR and the TileCal (the default track-

counting) algorithm does not exceed ±0.3% (±0.5%) over
the 〈μ〉 range accessible in this run; the root causes of the rela-
tive μ-dependence between these three luminometers remain
under investigation. An extensive analysis of the more severe
LUCID non-linearity indicates that under typical physics
operating conditions, the large currents drawn by the LUCID
PMTs significantly distort their response.

The run-averaged pile-up parameter changes from one run
to the next, because of variations both in the initial luminosity
and in the duration of LHC fills. Therefore, the larger the
relative μ-dependence between two algorithms, the larger
the fill-to-fill fluctuations in the ratio of the run-integrated
luminosities reported by these two algorithms. This effect
contributes significantly to the point-to-point scatter that is
apparent in Fig. 15.

7 Luminosity determination during physics running

To determine the integrated luminosity used in ATLAS
physics analyses, a single bunch-by-bunch algorithm is
selected as the baseline to provide the central value for
a certain time range (Sect. 7.1). The corresponding vdM-
calibrated luminosity values are first background-subtracted
(Sect. 7.2), and then corrected for rate- and time-dependent
biases that impact high-luminosity operation (Sect. 7.3). The
consistency of the various ATLAS luminosity measurements
after all corrections is quantified in Sect. 7.4, together with
the associated systematic uncertainty.

7.1 Baseline luminosity algorithm

The choice of algorithm is determined in part by the repro-
ducibility and long-term stability of its absolute calibration.
Figure 9 shows that in this respect, the BCMH_EventOR
and track-counting algorithms perform noticeably better than
BCMV_EventOR and LUCID. Studies of relative stabil-
ity during physics running (Fig. 15) and of μ dependence
(Fig. 16b) lead to the same conclusion. As track count-
ing is active only during stable-beam operation and is sta-
tistically marginal at the luminosity-block level, it is not
suitable for use as a baseline algorithm, but it is retained
as a reference method to assess systematic biases. The
BCMH_EventOR algorithm supplies the absolute luminosity
during most of the 2012 running period; it is supplemented
by the LUCID_EventA algorithm during the few runs where
the BCM is not available, and which represent less than 1%
of the 2012 integrated luminosity.

7.2 Background subtraction

During high-luminosity physics running, instrumental noise
and single-beam backgrounds become negligible by com-

123

177



Eur. Phys. J. C (2016) 76 :653 Page 27 of 45 653

Day in 2012
Mar 01 May 01 Jul 01 Aug 31 Oct 31 Dec 31

-1
 [%

]
T

ile
C

al
/L

A
lg

o
L

3−

2−

1−

0

1

2

3

4

FCal

EMEC

MPX

ATLAS

=8 TeVs

(a)

Day in 2012
Mar 01 May 01 Jul 01 Aug 31 Oct 31 Dec 31

-1
 [%

]
T

ile
C

al
/L

A
lg

o
L

3−

2−

1−

0

1

2

3

4

BCMH_EventOR
BCMV_EventOR
Track Counting

ATLAS
=8 TeVs

(b)

Day in 2012
Mar 01 May 01 Jul 01 Aug 31 Oct 31 Dec 31

-1
 [%

]
T

ile
C

al
/L

A
lg

o
L

3−

2−

1−

0

1

2

3

4

LUCID_EventA
LUCID_EventC

ATLAS
=8 TeVs

(c)

Fig. 15 History of the luminosity per run, compared to the value mea-
sured by TileCal, for a bunch-integrating, b BCM and track-counting,
and cLUCID algorithms, during routine physics operation at high lumi-
nosity. Each point shows for a single run the mean deviation from a ref-
erence run taken on November 25, 2012 (LHC fill 3323). The EMEC,
FCal and TileCal values are computed using the average of the luminosi-

ties reported by the A and C arms of the corresponding calorimeter; the
MPX values reflect the average over the six sensors. The step in LUCID
response is moderate thanks to the use of the April calibration for the
LUCID data recorded before July. The vertical arrows indicate the time
of the November vdM scan session

parison to the luminosity; only afterglow remains as a sig-
nificant background. With a 2012 bunch spacing of 50 ns
and typically over 1000 colliding bunches, it reaches a fairly
stable equilibrium after the first few bunches in a train. It
is observed to scale with the instantaneous luminosity and
typically amounts to 0.2–0.5% of the luminosity signal.

The bunch-by-bunch noise- and afterglow-subtraction
procedure described in Sect. 4.4 is applied to all BCM and
LUCID luminosity determinations. Since the afterglow level
in the BCID immediately following a colliding-bunch slot
may differ from that in the second BCID after this slot (i.e. in
the next colliding-bunch slot), BCIDs at the end of a bunch
train were used to evaluate a possible bias in the method.
This study suggests that the subtraction over-corrects the

BCMH_EventOR luminosity by approximately 0.2%. A sys-
tematic uncertainty of ±0.2% is therefore assigned to the
afterglow correction.

7.3 Corrections to the absolute calibration in the
high-luminosity regime

Extrapolating the curves of Fig. 16b to very low 〈μ〉 sug-
gests that for some algorithms, the vdM-based luminosity
scale may not be directly applicable in the pile-up regime
typical of physics operation. Percent-level corrections are
indeed required (Sect. 7.3.1) to transfer, at one point in
time, the absolute calibration of BCM and LUCID from
the low-luminosity regime of vdM scans (μ ∼ 0.5, L ∼
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Fig. 16 a Ratio of the bunch-averaged pile-up parameter 〈μ〉 reported
using different track-counting working points, to that from the default
WP, as a function of the 〈μ〉 value obtained using the default WP. The
data are averaged over all stable-beam runs.bFractional deviation of the
bunch-averaged pile-up parameter 〈μ〉, obtained using different algo-
rithms, from the TileCal value, as a function of 〈μ〉TileCal, during a
physics run selected to cover the widest possible 〈μ〉 range. The data
are normalized such that all algorithms yield the same integrated lumi-
nosity in the run considered

2×1030 cm−2s−1) to that of routine physics operation (μ ∼
20–25, L > 1033 cm−2s−1). In addition, a time-dependent
correction (Sect. 7.3.2) must be applied to the luminosity of
the baseline algorithm to compensate for the long-term drifts
apparent in Fig. 15.

7.3.1 Calibration transfer from the vdM regime to physics
conditions

The history of the instantaneous-luminosity values reported
during part of the November vdM-scan session by the track-
counting and LUCID_EventA algorithms, relative to the
BCMH_EventOR algorithm and using the calibrations listed

in Table 5, is presented in Fig. 17a. The ratio of the default
track-counting (LUCID) luminosity integrated over several
hours immediately before and after scan set XV, to that from
the BCMH_EventOR algorithm, is consistent with unity
within 0.5% (0.4%). The run-integrated luminosity values
associated, in that same fill, with the other two track selec-
tions (not shown) are consistent with the default track selec-
tion within less than one per mille.

However, at high luminosity these ratios differ from unity
by several percent (Fig. 17b), with all BCM (LUCID) algo-
rithms reporting a lower (higher) luminosity compared to
the track-counting method. In addition, the vertex-associated
track selection is no longer consistent with the other two, as
discussed in Sect. 6.

To provide consistent luminosity measurements, all algo-
rithms must be corrected to some common absolute scale
in the high-luminosity regime. As calorimeter-based lumi-
nometers lack sensitivity in the vdM-scan regime, only track
counting remains to quantify the relative shifts in response
of the BCM and LUCID algorithms between the vdM-scan
and high-luminosity regimes. First, the run-to-run fluctua-
tions in Fig. 17b are smoothed by parameterizing the lumi-
nosity ratios as a linear function of the cumulative integrated-
luminosity fraction, used here as a proxy for calendar time.
Then, for each BCM algorithm and for a given track selec-
tion, the difference between the fitted ratio in the high-
luminosity reference fill where the calibration transfer is
performed (LHC fill 3323), and the corresponding run-
integrated luminosity ratio under vdM conditions (LHC fill
3316), quantifies the shift in the BCM luminosity scale with
respect to track counting. The same procedure is applied to
LUCID.

The results are summarized in Table 7 for the default
track selection. The BCMH_EventOR efficiency drops by
2.5% with respect to track counting. Naively extrapolating
the relative μ-dependence of these two algorithms from the
high-μ regime (Fig. 16b) to μ ∼ 0.5 predicts a shift of
1.3%, about half of the effect observed.11 Similarly, the
μ-dependence of LUCID_EventC predicts a 3% increase
in response when going from the vdM-scan regime to the
high-luminosity regime, while the measured step amounts to
+3.9%. These observations suggest that while the measured
relative μ-dependence of the three algorithms is consistent
with the signs of the calibration shifts and appears to account
for a large fraction of their magnitude, other effects also play a
role. For instance, studies of the CMS diamond sensors [34]
suggest that the response of the BCM may depend on the

11 Since the mechanisms driving the μ-dependence are neither well
characterized nor understood, and in the absence of sufficient data link-
ing the μ range in routine physics operation (Fig. 16b) to that in the
vdM-scan regime (μ ∼ 0.5), such an extrapolation is indicative only:
it cannot be relied upon for a quantitative evaluation of the calibration-
transfer correction.
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Fig. 17 a History of the ratio of the instantaneous luminosity reported
by the default track-counting and LUCID_EventA algorithms to that
from the BCMH_EventOR algorithm under vdM-scan conditions, dur-
ing LHC fill 3316. The gap corresponds to scan set XV. The error bars
are statistical. b Evolution of the ratio of the integrated luminosity per
run reported by the three track-counting algorithms to that from the
BCMH_EventOR and LUCID_EventA algorithms, in the few weeks in
late 2012 during which the BCM response is approximately constant,
as a function of the cumulative delivered luminosity (normalized to the
2012 total). Each point shows the ratio for a single high-luminosity run.
The dashed lines are straight-line fits to the data. The reference run
(LHC fill 3323) took place the day following the November vdM-scan
session, which is indicated by the star

total instantaneous collision rate (i.e. on the product of 〈μ〉
and the total number of colliding bunches) through a polar-
ization mechanism associated with radiation-induced lattice
defects.

The track-counting results lie between BCM and LUCID,
and using the track scale as a proxy for the true scale is
consistent to within 0.5% with taking the average scale from
all the algorithms listed in Table 7. The choice of which
track selection to use as reference is somewhat arbitrary. The
default working point appears as the natural choice given that

Table 7 Measured fractional shift in luminosity scale between the vdM-
scan regime (LHC fill 3316) and a nearby high-luminosity ATLAS
run (LHC fill 3323), using the default track-counting algorithm as the
reference. The errors shown are statistical only; they are dominated by
track-counting statistics in the vdM-scan fill, and are therefore fully
correlated across the four ratios

Luminosity algorithm Calibration shift w.r.t.
track counting (%)

BCMH_eventOR −2.5 ± 0.1

BCMV_eventOR −2.9 ± 0.1

LUCID_eventA +3.5 ± 0.1

LUCID_eventC +3.9 ± 0.1

it exhibits the smallest relative μ-dependence with respect to
TileCal, suffers from the smallest uncertainty arising from the
simulation-based fake-track subtraction, and lies between the
extremes of the three track selections.

The systematic uncertainty in the calibration-transfer
corrections of Table 7 is estimated to be ±1.4%. It is
dominated by the 1.3% inconsistency (Figs. 16a, 17b)
between the default and the vertex-associated track selec-
tions. Additional contributions arise from the small incon-
sistency between the BCM-based and track-based luminos-
ity measurements during the vdM-scan fill (0.5%), from a
small deadtime correction that affects the vdM-scan track-
counting data only (0.2%), and from the track-counting statis-
tics during the vdM-scan fill (0.1%). The slight integrated-
luminosity (or time) dependence of the BCM to track-
counting luminosity ratio visible in Fig. 17b is accounted
for as part of the long-term drift correction, discussed
next.

7.3.2 Long-term drift correction

The second step in transferring the vdM-based calibrations
to an arbitrary high-luminosity physics run consists in cor-
recting for the long-term drifts apparent in Fig. 15, using one
of the more stable monitors (EMEC, FCal, TileCal or track
counting) as a reference. The absolute luminosity scale of the
selected reference monitor is first anchored to that of BCM
(or LUCID) in the high-luminosity reference run where the
calibration transfer is performed (LHC fill 3323). The run-
by-run luminosity ratio of the considered bunch-by-bunch
algorithm to the chosen reference is then parameterized as
a function of the cumulative integrated-luminosity fraction.
This choice of variable, instead of calendar time, is inspired
by (but not dependent upon) the assumption that detector
aging increases smoothly with integrated radiation dose; it
also simplifies the analysis by eliminating the gaps between
running periods (Fig. 15). A two-segment, piece-wise lin-
ear fit is used to smooth the run-to-run fluctuations, with
one segment covering the entire year except for the BCM
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Table 8 Impact of the long-term drift correction on the 2012 integrated luminosity

Reference algorithm Fractional change in integrated luminosity [%]

BCMH_EventOR BCMV_EventOR LUCID_EventA LUCID_EventC

EMEC −0.59 −1.26 −0.70 −0.49

FCal −0.70 −1.36 −0.68 −0.52

TileCal −0.44 −1.09 −0.54 −0.26

Track counting −0.45 −1.12 −0.57 −0.34
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Fig. 19 History of the fractional difference in run-integrated luminos-
ity between the TileCal algorithm and the drift-corrected a BCM and b
LUCID and MPX algorithms. The results of the other possible reference
monitors (EMEC, FCal and track counting) are taken from Fig. 15 and
included here for comparison. Each point shows the mean difference
for a single run compared to that in the reference fill indicated by the
arrow. The dashed horizontal lines delimit a ±0.5% window around
zero

9 Summary

The ATLAS luminosity scale for the 2012 LHC run has been
calibrated using data from dedicated beam-separation scans,
also known as van der Meer scans. The vdM-calibration

Table 9 Relative uncertainty in the calibrated luminosity scale, broken
down by source

Uncertainty source δL/L [%]

van der Meer calibration 1.2

Afterglow subtraction 0.2

Calibration transfer from
vdM-scan to high-luminosity regime

1.4

Long-term drift correction 0.3

Run-to-run consistency 0.5

Total 1.9

uncertainty is smaller than for the 2011 data set [3], thanks
to improved control of beam-dynamical effects (beam–beam
deflections, dynamic β, non-factorization) and to a refined
analysis of the non-reproducibility of beam conditions (orbit
drift, emittance growth). The total systematic uncertainty in
the delivered luminosity is no longer dominated by vdM-
calibration uncertainties. The largest contribution arises from
instrumental effects that require the transfer of the abso-
lute luminosity scale from the low-rate vdM-scan regime to
the high-luminosity conditions of routine physics operation;
residual run-to-run and long-term inconsistencies between
independent luminosity measurements also contribute sig-
nificantly.

The combination of these systematic uncertainties results
in a final uncertainty of δL/L = ±1.9% in the luminosity
measured by ATLAS during pp collisions at

√
s = 8 TeV

for the 22.7 fb−1 of data delivered to ATLAS in 2012. This
uncertainty applies to the high-luminosity data sample and
any subset thereof, but not necessarily to a few special runs
taken under very low pile-up conditions, such as those dedi-
cated to elastic-scattering measurements: the latter require a
separate analysis tailored to their specific experimental con-
ditions.
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C. M. Macdonald140, B. Maček77, J. Machado Miguens123,127b, D. Madaffari87, R. Madar36, H. J. Maddocks165,
W. F. Mader46, A. Madsen44, J. Maeda69, S. Maeland15, T. Maeno27, A. Maevskiy100, E. Magradze56, J. Mahlstedt108,
C. Maiani118, C. Maidantchik26a, A. A. Maier102, T. Maier101, A. Maio127a,127b,127d, S. Majewski117, Y. Makida68,
N. Makovec118, B. Malaescu82, Pa. Malecki41, V. P. Maleev124, F. Malek57, U. Mallik65, D. Malon6, C. Malone144,
S. Maltezos10, S. Malyukov32, J. Mamuzic167, G. Mancini49, B. Mandelli32, L. Mandelli93a, I. Mandić77, J. Maneira127a,127b,
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The top quark mass is measured in the tt̄ → dilepton channel (lepton = e, μ) using ATLAS data recorded 
in the year 2012 at the LHC. The data were taken at a proton–proton centre-of-mass energy of 

√
s = 8 TeV

and correspond to an integrated luminosity of about 20.2 fb−1. Exploiting the template method, and 
using the distribution of invariant masses of lepton–b-jet pairs, the top quark mass is measured to be 
mtop = 172.99 ± 0.41 (stat) ± 0.74 (syst) GeV, with a total uncertainty of 0.84 GeV. Finally, a combination 
with previous ATLAS mtop measurements from 

√
s = 7 TeV data in the tt̄ → dilepton and tt̄ → lepton +

jets channels results in mtop = 172.84 ±0.34 (stat)±0.61 (syst) GeV, with a total uncertainty of 0.70 GeV.
© 2016 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 

(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

The mass of the top quark (mtop) is an important parameter of 
the Standard Model (SM) of particle physics. Precise measurements 
of mtop provide crucial information for global fits of electroweak 
parameters [1–3] which help assess the internal consistency of the 
SM and to probe its extensions. In addition, the value of mtop
affects the stability of the SM Higgs potential, which has cosmo-
logical implications [4–6]. Many measurements of mtop have been 
performed by the Tevatron and LHC Collaborations. Combining a 
selection of those, the first Tevatron+LHC mtop result is mtop =
173.34 ± 0.27 (stat) ± 0.71 (syst) GeV, with a total uncertainty of 
0.76 GeV [7]. Meanwhile, a number of new results have become 
available [8–13], some of which are more precise than the above 
combination. The latest ATLAS results in the tt̄ → lepton + jets
and tt̄ → dilepton decay channels, both with electrons (e) and 
muons (μ) in the final state [14], are mtop = 172.33 ± 0.75 (stat) ±
1.02 (syst) GeV and mtop = 173.79 ± 0.54 (stat) ± 1.30 (syst) GeV, 
respectively.

This Letter presents a new measurement of mtop obtained in the 
tt̄ → dilepton decay channel using 2012 data taken at a proton–
proton (pp) centre-of-mass energy of 

√
s = 8 TeV, with an inte-

grated luminosity of about 20.2 fb−1. The analysis exploits the de-
cay tt̄ → W +W −bb̄ → �+�−νν̄bb̄, which is realised when both W
bosons decay into a charged lepton and its corresponding neutrino. 
In the analysis, the tt̄ decay channels ee, eμ and μμ (including 
τ → e, μ) are combined and referred to as the dilepton channel. 
Single-top-quark events with the same lepton final states are in-

� E-mail address: atlas.publications@cern.ch.

cluded in the signal. Given the larger data sample compared to 
Ref. [14], the event selection was optimised to achieve the smallest 
total uncertainty. The measurement is based on the implemen-
tation of the template method described in Ref. [14], which is 
calibrated using signal Monte Carlo (MC) samples. Consequently, 
the top quark mass measured in this way corresponds to the mass 
definition used in the MC program.

2. ATLAS detector

The ATLAS experiment [15] at the LHC is a multi-purpose parti-
cle detector with a forward–backward symmetric cylindrical geom-
etry and a near 4π coverage in solid angle.1 It consists of an inner 
tracking detector surrounded by a thin superconducting solenoid 
providing a 2 T axial magnetic field, electromagnetic and hadron 
calorimeters, and a muon spectrometer. The inner tracking detec-
tor covers the pseudorapidity range |η| < 2.5. It consists of silicon 
pixel, silicon microstrip, and transition radiation tracking detectors. 
Lead/liquid-argon (LAr) sampling calorimeters provide electromag-
netic (EM) energy measurements with high granularity. A hadronic 
(steel/scintillator-tile) calorimeter covers the central pseudorapid-
ity range (|η| < 1.7). The end-cap and forward regions are instru-
mented with LAr calorimeters for EM and hadronic energy mea-

1 ATLAS uses a right-handed coordinate system with its origin at the nominal in-
teraction point (IP) in the centre of the detector and the z-axis along the beam pipe. 
The x-axis points from the IP to the centre of the LHC ring, and the y-axis points 
upwards. Cylindrical coordinates (r, φ) are used in the transverse plane, φ being 
the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of 
the polar angle θ as η = − ln tan(θ/2). Angular distance is measured in units of 

R ≡ √

(
η)2 + (
φ)2.

http://dx.doi.org/10.1016/j.physletb.2016.08.042
0370-2693/© 2016 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
SCOAP3.

196



The ATLAS Collaboration / Physics Letters B 761 (2016) 350–371 351

surements up to |η| = 4.9. The muon spectrometer surrounds the 
calorimeters and is based on three large air–core toroid supercon-
ducting magnets with eight coils each. Its bending power is in the 
range from 2.0 to 7.5 T m. It includes a system of precision track-
ing chambers and fast detectors for triggering. A three-level trigger 
system is used to select events. The first-level trigger is imple-
mented in hardware and uses a subset of the detector information 
to reduce the accepted event rate to at most 75 kHz. This is fol-
lowed by two software-based trigger levels that together reduce 
the accepted rate to 400 Hz on average depending on the data-
taking conditions during 2012.

3. Data and MC samples

This analysis is based on pp collision data recorded in 2012 at √
s = 8 TeV. The integrated data luminosity amounts to 20.2 fb−1

with an uncertainty of 1.9% determined with the procedures de-
scribed in Ref. [16].

The modelling of tt̄ and single-top-quark signal events and of 
most background processes relies on MC simulations. For the sim-
ulation of signal events the Powheg-Box program [17–19] is used. 
The simulation of the top quark pair [20] and single-top-quark 
production in the W t-channel [21] uses matrix elements at next-
to-leading order (NLO) in the strong coupling constant αS, with 
the NLO CT10 [22] parton distribution function (PDF) and the pa-
rameter hdamp = ∞. The hdamp parameter sets the resummation 
scale, which controls the transition from the matrix element to the 
parton shower (PS) simulation. Given that the event selection de-
scribed below requires leptonic decay products of two W bosons, 
single-top-quark events in the s-channel and t-channel are found 
not to contribute to the sample.

The Pythia (v6.425) program [23] with the P2011C [24] set of 
tuned parameters (tune) and the corresponding CTEQ6L1 PDF [25]
are employed to provide the parton shower, hadronisation and 
underlying-event modelling. The uncertainties due to QCD initial-
and final-state radiation (ISR/FSR) modelling are estimated with 
samples generated with the Powheg-Box program interfaced to 
the Pythia program for which the parameters of the generation 
are varied to span the ranges compatible with the results of mea-
surements of tt̄ production in association with jets [26–28].

For mtop hypothesis testing, the tt̄ and single-top-quark event 
samples are generated for five values of mtop in the range 167.5 to 
177.5 GeV in steps of 2.5 GeV. For each mtop value, the MC sam-
ples are normalised according to the best available cross-section 
calculations, which for mtop = 172.5 GeV are σtt̄ = 253+13

−15 pb
[29–34] for tt̄ production and σW t = 22.4 ± 1.5 pb [35] for single-
top-quark production in the W t-channel. The PDF + αS-induced 
uncertainties in these cross-sections are calculated using the 
PDF4LHC prescription [36] with the MSTW2008 68% CL NNLO PDF 
[37,38], CT10 NNLO PDF [22,39] and NNPDF2.3 5f FFN PDF [40], 
and are added in quadrature with the uncertainties due to the 
choices of the factorisation and renormalisation scales.

The simulation of W ± or Z boson production in association 
with jets is performed with the Alpgen (v2.13) program [41] inter-
faced to the Pythia6 program using the CTEQ6L1 PDF and the cor-
responding AUET2 tune [42]. Diboson production processes (W W , 
W Z and Z Z ) are simulated using the Alpgen program interfaced 
to the Herwig (v6.520) program [43] with the AUET2 tune and to 
the Jimmy (v4.31) program [44]. All samples are simulated taking 
into account the effects of multiple soft pp interactions (pile-up) 
registered in the 2012 data. These interactions are modelled by 
overlaying simulated hits from events with exactly one inelastic 
(signal) collision per bunch crossing with hits from minimum-bias 
events that are produced with the Pythia (v8.160) program [45]

using the A2M tune [46] and the MSTW2008 LO PDF. For this anal-
ysis, the observed values of the pile-up-related quantities 〈μ〉, the 
mean number of interactions per bunch crossing, and nvtx, the av-
erage number of vertices per event, are 〈μ〉 = 20.7 and nvtx = 9.2.

Finally, the samples undergo a simulation of the ATLAS detec-
tor [47] based on Geant4 [48], and are then processed through the 
same reconstruction software as the data. A number of samples 
used to assess systematic uncertainties are produced with a faster 
version of the simulation which, in addition to the full simulation 
of the tracking, uses smearing functions and interpolates particle 
behaviour and calorimeter response, based on resolution functions 
measured in full-simulation studies, to approximate the results of 
the full simulation.

4. Data selection and event reconstruction

Triggers based on isolated single electrons or muons with en-
ergy or momentum thresholds of 24 GeV are used. The detector 
objects resulting from the top quark pair decay are electron and 
muon candidates, jets and missing transverse momentum (Emiss

T ). 
In the following, the term lepton is used for charged leptons (ex-
cluding τ leptons) exclusively.

Electron candidates [49] are required to have a transverse 
energy of ET > 25 GeV, a pseudorapidity of the corresponding 
EM cluster of |ηcluster| < 2.47, with the transition region 1.37 <
|ηcluster| < 1.52 between the barrel and the end-cap calorimeter 
excluded. The muon candidates [50] are required to have trans-
verse momentum pT > 25 GeV and |η| < 2.5. To reduce the con-
tamination by leptons from heavy-flavour decays inside jets or 
from photon conversions, referred to as non-prompt (NP) leptons, 
strict isolation criteria are applied to the amount of activity in the 
vicinity of the lepton candidate [49,50].

Jets are built from topological clusters of calorimeter cells [51]
with the anti-kt jet clustering algorithm [52] using a radius pa-
rameter of R = 0.4. Jets are reconstructed using the local clus-
ter weighting (LCW) and global sequential calibration (GSC) algo-
rithms [53–55] and required to satisfy pT > 25 GeV and |η| < 2.5. 
Muons reconstructed within a 
R = 0.4 cone around the axis of a 
jet with pT > 25 GeV are not considered as charged-lepton candi-
dates. In addition, jets within a 
R = 0.2 cone around an electron 
candidate are removed and finally electrons within a 
R = 0.4
cone around any of the remaining jets are discarded. The identi-
fication of jets containing b-hadrons, b-tagging, is used for event 
reconstruction and background suppression. In the following, ir-
respective of their origin, jets tagged by the b-tagging algorithm 
are referred to as b-tagged jets, whereas those not tagged are 
referred to as untagged jets. Similarly, whether they are tagged 
or not, jets originating from bottom quarks are referred to as 
b-jets and those from (u, d, c, s)-quarks or gluons as light jets. The 
working point of the neural-network-based MV1 b-tagging algo-
rithm [56] corresponds to an average b-tagging efficiency of 70%
for b-jets in simulated tt̄ events and rejection factors of 5 for jets 
containing a c-hadron and 137 for jets containing only lighter-
flavour hadrons. To match the b-tagging performance in the data, 
pT- and η-dependent scale factors [56], obtained from dijet and 
tt̄ → dilepton events, are applied to MC jets depending on their 
true flavour. The reconstruction of the Emiss

T is based on the vec-
tor sum of energy deposits in the calorimeters, projected onto the 
transverse plane. Muons are included in the Emiss

T using their re-
constructed momentum in the tracking detectors [57].

The contribution of events wrongly reconstructed as tt̄ →
dilepton events due to the presence of objects misidentified as 
leptons (fake leptons), is estimated from data [58]. The technique 
employed uses fake-lepton and real-lepton efficiencies that depend 
on η and pT, measured in a background-enhanced control region 
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Table 1
The observed numbers of events in data after the pre-selection and the final selec-
tion. In addition, the expected numbers of signal events for mtop = 172.5 GeV and 
background events corresponding to the integrated data luminosity are given. Two 
significant digits are used for the uncertainties of the predicted numbers of events 
explained in the text. The lower rows report the matching performance evaluated 
for mtop = 172.5 GeV, using one significant digit for the statistical uncertainties.

Selection Pre-selection Final selection

Data 36 359 9426

tt̄ signal 34 300 ±2700 9670 ±770
Single-top-quark signal 1690 ±110 363 ±23
Fake leptons 240 ±240 31 ±31
Z + jets 212 ±83 20.6±8.5
W W /W Z/Z Z 57 ±21 10.2±3.8
Signal + background 36 600 ±2800 10 100 ±770

Expected background fraction 0.01±0.01 0.01±0.00
Data/(Signal + background) 0.99±0.07 0.93±0.07

Matching efficiency [%] 78.4 ±0.2 95.3 ±0.4
Selection purity [%] 51.6 ±0.1 69.8 ±0.3
Unmatched events [%] 34.2 ±0.1 26.7 ±0.1
Wrongly matched events [%] 14.2 ±0.1 3.4±0.0

with low Emiss
T and from events with dilepton masses around the 

Z peak [59].
The selection from Ref. [14] is applied as a pre-selection as fol-

lows:

1. Events are required to have a signal from the single-electron 
or single-muon trigger and at least one primary vertex with at 
least five associated tracks.

2. Exactly two oppositely charged leptons are required, with at 
least one of them matching the reconstructed object that fired 
the corresponding trigger.

3. In the same-lepton-flavour channels, ee and μμ, Emiss
T >

60 GeV is required. In addition, the invariant mass of the 
lepton pair must satisfy m�� > 15 GeV, and must not be com-
patible with the Z mass within 10 GeV.

4. In the eμ channel the scalar sum of pT of the two selected 
leptons and all jets is required to be larger than 130 GeV.

5. The presence of at least two jets with pT > 25 GeV and 
|η| < 2.5 is required, and at least one of these jets has to be 
b-tagged.

The observed numbers of events in the data after this pre-
selection, together with the expected numbers of signal and back-
ground events corresponding to the integrated data luminosity, are 
given in Table 1. Assuming a top quark mass of mtop = 172.5 GeV, 
the predicted number of events is consistent with the one ob-
served in the data within uncertainties. For all predictions, the 
uncertainties are estimated as the sum in quadrature of the statis-
tical uncertainty, a 1.9% uncertainty in the integrated luminosity, 
and a number of additional components. For the signal, these 
are a 5.4% uncertainty in the tt̄ cross-section, or a 6.0% uncer-
tainty in the single-top-quark cross-section, as given in Sect. 3. 
Finally, global 4.1%, 2.2% and 2.8% uncertainties are added, cor-
responding to the envelopes of the results from the eigenvector 
variations of the jet energy scale (JES), the relative b-to-light-jet 
energy scale (bJES) and the b-tagging scale factors, respectively. 
The background uncertainties contain jet-multiplicity-dependent 
uncertainties of about 40% in the normalisation of the Z + jets 
background and a 100% uncertainty in the normalisation of fake-
lepton background.

The two jets carrying the highest MV1 weight are taken as the 
two b-jets originating from the decays of the two top quarks, and 
the two leptons are taken as the leptons from the leptonic W de-

cays. From the two possible assignments of the two pairs, the com-
bination leading to the lowest average invariant mass of the two 
lepton–b-jet pairs (m�b) is retained. To estimate the performance 
of this algorithm in MC simulated samples, the reconstruction-level 
objects are matched to the closest generator-level object based on 
a maximum allowed 
R , being 0.1 for leptons and 0.3 for jets. 
A matched object is defined as a reconstruction-level object that 
falls within 
R of any generator-level object of that type, and a 
correct match means that this generator-level object is the one 
it originated from. Due to acceptance losses and reconstruction 
inefficiency, not all reconstruction-level objects can successfully 
be matched to their generator-level counterparts, resulting in un-
matched events. The matching efficiency is the fraction of correctly 
matched events among all the matched events, and the selec-
tion purity is the fraction of correctly matched events among all 
events, regardless of whether they could be matched or not. The 
corresponding numbers for mtop = 172.5 GeV are reported in Ta-
ble 1.

Starting from this pre-selection, an optimisation of the total un-
certainty in mtop is performed. A phase-space restriction based on 
the average pT of the two lepton–b-jet pairs (pT,�b) is used to 
obtain the smallest total uncertainty in mtop. The corresponding 
pT,�b distribution is shown in Fig. 1(a). The smallest uncertainty 
in mtop corresponds to pT,�b > 120 GeV. The difference in shape 
between data and prediction is covered by the systematic un-
certainty as detailed in Sect. 6. This restriction is found to also 
increase the fraction of correctly matched events in the tt̄ sam-
ple, and reduces the number of unmatched or wrongly matched 
events.

To perform the template parameterisation described in Sect. 5, 
an additional selection criterion is applied, restricting the recon-
structed m�b value (mreco

�b ) to the range 30 GeV < mreco
�b < 170 GeV. 

Applying both restrictions, the numbers of predicted and observed 
events resulting from the final selection are reported in Table 1. 
Using this optimisation, the matching efficiency and the sample 
purity are much improved as reported in the bottom rows of 
Table 1, while retaining about 26% of the events. Using this se-
lection, and the objects assigned to the two lepton–b-jet pairs, 
the kinematic distributions in the data are well described by the 
predictions, as shown in Fig. 1 for the transverse momenta of 
b-jets and leptons, and for the 
R�b of the two lepton–b-jet
pairs.

5. Template fit and results in the data

The implementation of the template method used in this anal-
ysis is described in Ref. [14]. For this analysis, the templates are 
simulated distributions of mreco

�b , constructed for a number of dis-
crete values of mtop. Appropriate functions are fitted to these tem-
plates, interpolating between different input mtop. The remaining 
parameters of the functions are fixed by a simultaneous fit to all 
templates, imposing linear dependences of the parameters on mtop. 
The resulting template fit function has mtop as the only free pa-
rameter and an unbinned likelihood maximisation gives the value 
of mtop that best describes the data. Statistically independent sig-
nal templates, comprising tt̄ and single-top-quark events, are con-
structed as a function of the top quark mass used in the MC gen-
erator. Within the statistical uncertainties, the sum of a Gaussian 
distribution and a Landau function gives a good description of the 
shape of the mreco

�b distribution as shown in Fig. 2(a) for three val-
ues of mtop. With this signal choice, the background distribution is 
independent of mtop, and a Landau function is fitted to it. The sum 
of the signal template at mtop = 172.5 GeV and the background is 
compared to data in Fig. 2(b). It gives a good description of the 
data except for differences that can be accounted for by a different 
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Fig. 1. Kinematic distributions obtained from the objects assigned to the two lepton–b-jet pairs for (a) the pre-selection, or (b)–(d) the final selection. The average pT of the 
two lepton–b-jet pairs, denoted by pT,�b , is shown in (a). The pT,�b requirement for the final selection is indicated by the vertical dashed line. The remaining distributions 
show the pT of the b-jets in (b), the pT of the leptons in (c), and the 
R�b of the lepton and the b-jet for the two lepton–b-jet pairs in (d). The rightmost bin contains 
the overflow, if present. For all distributions, the number of predicted events is normalised to the one observed in the data. The hatched area corresponds to the statistical 
uncertainties in the prediction, the uncertainty bars to the statistical uncertainties in the data. For each figure, the ratio of data and prediction is also presented.

top quark mass. In this distribution, the correctly matched events 
are concentrated in the central part, whereas the remainder is less 
peaked and accounts for most of the tails.

In this analysis the expected statistical precision as well as 
all systematic uncertainties are obtained from pseudo-experiments 
generated from MC simulated samples mimicking ATLAS data. 
To verify the internal consistency of the method, 1000 pseudo-
experiments per mass point are performed, correcting for oversam-
pling [60]. Within uncertainties, and for all mtop values, the resid-
uals and pull means are consistent with zero and the pull widths 
are consistent with unity, i.e. the estimator is unbiased and uncer-
tainties are calculated properly. The expected statistical uncertainty 
is obtained from the distribution of the statistical uncertainty in 
the fitted mtop of the pseudo-experiments. For mtop = 172.5 GeV
and the data luminosity it amounts to 0.41 ± 0.03 GeV, where the 
quoted precision is statistical. The mreco

�b distribution in the data is 
shown in Fig. 2(c) together with the corresponding fitted probabil-
ity density functions for the background alone and for the sum of 
signal and background. The value obtained fixing the background 
contribution to its prediction is mtop = 172.99 ± 0.41 (stat) GeV. 
The statistical uncertainty in mtop is taken from the parabolic 
approximation of the logarithm of the likelihood as shown in 
Fig. 2(d). The observed and predicted values of the statistical un-
certainty agree.

6. Uncertainties affecting the mtop determination

The same systematic uncertainty sources as in Ref. [14] are in-
vestigated. Their impact on the analysis is mostly evaluated from 
pairs of samples expressing a particular systematic uncertainty, by 
constructing the corresponding templates and measuring the aver-
age difference in mtop of the pair from 1000 pseudo-experiments. 
To facilitate a combination with other results, every systematic un-
certainty is assigned a statistical uncertainty, taking into account 
the statistical correlation of the considered samples. Following 
Ref. [61], the resulting uncertainty components are given in Ta-
ble 2 irrespective of their statistical significance. The uncertainty 
sources are constructed so as to be uncorrelated with each an-
other and thus the total uncertainty squared is calculated as the 
sum in quadrature of all components. The various sources of sys-
tematic uncertainties and the evaluation of their effect on mtop are 
briefly described in the following. The values are given in Table 2.

Method: The mean value of the differences between the fitted and 
generated mtop for the MC samples at various input top quark 
masses is assigned as the method calibration uncertainty. This also 
covers effects from limited numbers of MC simulated events in the 
templates.
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Fig. 2. Simulated signal templates (histograms) for different values of mtop together with the template fits (curves) are given in (a). The mreco
�b distribution observed in data 

in comparison to the prediction is shown in (b). Both figures show statistical uncertainties only. In (b) the background contributions are too small to be distinguished. The 
mreco

�b distribution is shown in (c) for data with statistical uncertainties together with the fitted probability density functions for the background alone (barely visible at the 
bottom of the figure) and for the sum of signal and background. The uncertainty band corresponds to the total uncertainty in mtop. Finally, the corresponding logarithm of 
the likelihood as a function of mtop is displayed in (d).

Signal Monte Carlo generator: The difference in mtop between the 
event sample produced with the MC@NLO program [62,63] and the 
default Powheg sample, both generated at mtop = 172.5 GeV and 
using the Herwig program for parton shower, hadronisation and 
underlying event, is quoted as a systematic uncertainty.
Hadronisation: The difference in mtop between samples produced 
with the Powheg-Box program and showered with either the
Pythia6 program using the P2011C tune or the Herwig and
Jimmy programs using the ATLAS AUET2 tune [42] is quoted 
as a systematic uncertainty. This includes different approaches 
in parton-shower modelling and hadronisation, namely the Lund 
string model [64,65] and the cluster model [66]. The difference 
in shape between data and prediction observed for the pT,�b dis-
tribution shown in Fig. 1(a) is much reduced when using the
Powheg+Herwig sample and therefore covered by this uncertainty. 
As a check to assess the maximum possible difference in mtop

caused by the mismodelling of the pT,�b distribution, the predicted 
distribution is reweighted to the data distribution and the fit is re-
peated. The observed difference in mtop from the nominal sample 
is about 0.2 GeV, well below the statistical uncertainty in the data. 
Consequently, no additional uncertainty is applied. Finally, the cali-
bration of the JES and bJES, discussed below, is also partially based 
on a comparison of jet energy responses in event samples pro-
duced with the Herwig++ [67] and Pythia6 programs. However, it 

was verified [68] that the amount of double-counting of JES and 
hadronisation effects for the tt̄ → lepton + jets channel is small.
Initial- and final-state QCD radiation (ISR/FSR): The uncertainty 
due to this effect is evaluated by comparing two dedicated samples 
generated with the Powheg-Box and Pythia6 programs that differ 
in several parameters, namely: the QCD scale QCD, the transverse 
momentum scale for space-like parton-shower evolution Q 2

max and 
the hdamp parameter [69]. Half the observed difference between 
the up variation and the down variation is quoted as a systematic 
uncertainty. For comparison, using the signal samples generated at 
mtop = 172.5 GeV, and only changing the hdamp parameter but us-
ing a much larger range, i.e. from ∞ to mtop, the measured mtop is 
lowered by 0.23 ± 0.13 GeV, where the uncertainty is statistical.
Underlying event (UE): The difference in UE modelling is assessed 
by comparing Powheg samples based on the same partonic events 
generated with the CT10 PDFs. The difference in mtop for a sample 
with the Perugia 2012 tune (P2012) and a sample with the P2012 
mpiHi tune [24] is assigned as a systematic uncertainty.
Colour reconnection (CR): This systematic uncertainty is estimated 
using samples with the same partonic events as for the UE un-
certainty evaluation, but with the P2012 tune and the P2012 loCR 
tune [24] for PS and hadronisation. The difference in mtop is quoted 
as a systematic uncertainty.
Parton distribution function (PDF): The PDF systematic uncer-
tainty is the sum in quadrature of three contributions. These are: 
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Table 2
The three measured values of mtop together with their statistical and systematic uncertainty components are shown on the left. The middle part reports the estimated correlations ρij per pair of measurements, with 0, 1
and 2 denoting the � + jets and dilepton measurements at √s = 7 TeV (from Ref. [14]) and the dilepton measurement at √s = 8 TeV, respectively. Finally, the right part lists the mtop results for the combinations of the two 
measurements at √s = 7 TeV, the two measurements in the dilepton channel and all measurements. For the individual measurements, the systematic uncertainty in mtop and its associated statistical uncertainty is given for 
each source of uncertainty. Assigned correlations are given as integer values, determined correlations as real values. The last line refers to the sum in quadrature of the statistical and systematic uncertainty components or the 
total correlations, respectively.

√
s = 7 TeV

√
s = 8 TeV Correlations Combinations

m�+jets
top [GeV] mdil

top [GeV] mdil
top [GeV] ρ01 ρ02 ρ12 m7 TeV

top [GeV] mdil
top [GeV] mall

top [GeV]

Results 172.33 173.79 172.99 172.99 173.04 172.84

Statistics 0.75 0.54 0.41 0 0 0 0.48 0.38 0.34
Method 0.11 ± 0.10 0.09 ± 0.07 0.05 ± 0.07 0 0 0 0.07 0.05 0.05

Signal Monte Carlo generator 0.22 ± 0.21 0.26 ± 0.16 0.09 ± 0.15 +1.00 +1.00 +1.00 0.24 0.10 0.14
Hadronisation 0.18 ± 0.12 0.53 ± 0.09 0.22 ± 0.09 +1.00 +1.00 +1.00 0.34 0.24 0.23
Initial- and final-state QCD radiation 0.32 ± 0.06 0.47 ± 0.05 0.23 ± 0.07 −1.00 −1.00 +1.00 0.04 0.24 0.08
Underlying event 0.15 ± 0.07 0.05 ± 0.05 0.10 ± 0.14 −1.00 −1.00 +1.00 0.06 0.10 0.02
Colour reconnection 0.11 ± 0.07 0.14 ± 0.05 0.03 ± 0.14 −1.00 −1.00 +1.00 0.01 0.03 0.01
Parton distribution function 0.25 ± 0.00 0.11 ± 0.00 0.05 ± 0.00 +0.57 −0.29 +0.03 0.17 0.04 0.08

Background normalisation 0.10 ± 0.00 0.04 ± 0.00 0.03 ± 0.00 +1.00 +0.23 +0.23 0.07 0.03 0.04
W /Z + jets shape 0.29 ± 0.00 0.00 ± 0.00 0 0 0.16 0.00 0.09
Fake leptons shape 0.05 ± 0.00 0.01 ± 0.00 0.08 ± 0.00 +0.23 +0.20 −0.08 0.03 0.07 0.05

Jet energy scale 0.58 ± 0.11 0.75 ± 0.08 0.54 ± 0.04 −0.23 +0.06 +0.35 0.41 0.52 0.41
Relative b-to-light-jet energy scale 0.06 ± 0.03 0.68 ± 0.02 0.30 ± 0.01 +1.00 +1.00 +1.00 0.34 0.32 0.25
Jet energy resolution 0.22 ± 0.11 0.19 ± 0.04 0.09 ± 0.05 −1.00 0 0 0.03 0.08 0.08
Jet reconstruction efficiency 0.12 ± 0.00 0.07 ± 0.00 0.01 ± 0.00 +1.00 +1.00 +1.00 0.10 0.01 0.04
Jet vertex fraction 0.01 ± 0.00 0.00 ± 0.00 0.02 ± 0.00 −1.00 +1.00 −1.00 0.00 0.02 0.02
b-tagging 0.50 ± 0.00 0.07 ± 0.00 0.03 ± 0.02 −0.77 0 0 0.25 0.03 0.15
Leptons 0.04 ± 0.00 0.13 ± 0.00 0.14 ± 0.01 −0.34 −0.52 +0.96 0.05 0.14 0.09
Emiss

T 0.15 ± 0.04 0.04 ± 0.03 0.01 ± 0.01 −0.15 +0.25 −0.24 0.08 0.01 0.05
Pile-up 0.02 ± 0.01 0.01 ± 0.00 0.05 ± 0.01 0 0 0 0.01 0.05 0.03

Total systematic uncertainty 1.03 ± 0.31 1.31 ± 0.23 0.74 ± 0.29 0.77 0.74 0.61

Total 1.27 ± 0.33 1.41 ± 0.24 0.84 ± 0.29 −0.07 0.00 0.51 0.91 0.84 0.70
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the sum in quadrature of the differences in mtop for the 26 eigen-
vector variations of the CTEQ PDF [25] and two differences in 
mtop obtained from reweighting the central CT10 PDF set to the 
MSTW2008 PDF [37] and the NNPDF23 PDF [40].
Background normalisation: The normalisations are varied simul-
taneously for the MC-based and the data-driven background esti-
mates according to the above mentioned uncertainties.
Background shapes: Given the negligible uncertainty in the dilep-
ton channel observed in Ref. [14], no shape uncertainty is evalu-
ated for the MC-based background. For the data-driven background 
the shape uncertainty is obtained from the estimate of fake-lepton 
events using the matrix method [58].
Jet energy scale (JES): Mean jet energies are measured with a rel-
ative precision of about 1% to 4%, typically falling with jet pT and 
rising with jet |η| [70,71]. The large number of subcomponents 
of the total JES uncertainty are reduced by a matrix diagonalisa-
tion of the full JES covariance matrix. For each of the resulting 25 
significant nuisance parameters [54] the corresponding uncertainty 
in mtop is calculated. The total JES-induced uncertainty in mtop is 
obtained by the sum in quadrature of the results for the subcom-
ponents.
Relative b-to-light-jet energy scale (bJES): The bJES is an addi-
tional uncertainty for the remaining differences between b-jets and 
light jets after the global JES is applied and therefore the cor-
responding uncertainty is uncorrelated with the JES uncertainty. 
Jets containing b-hadrons are assigned an additional uncertainty of 
0.2% to 1.2%, with lowest uncertainties for high-pT b-jets [54].
Jet energy resolution (JER): The JER uncertainty is determined by 
the sum in quadrature of the mtop differences between the varied 
samples and the nominal sample or, where applicable, half the fit-
ted difference between the up variation and the down variation of 
the components of the eigenvector decomposition.
Jet reconstruction efficiency (JRE): The JRE uncertainty is evalu-
ated by randomly removing 2% of the jets with pT < 30 GeV from 
the MC simulated events prior to the event selection to reflect the 
precision with which the data-to-MC JRE ratio is known [53]. The 
mtop difference with respect to the nominal sample is taken as a 
systematic uncertainty.
Jet vertex fraction (JVF): When summing the scalar pT of all tracks 
in a jet, the JVF is the fraction contributed by tracks originating 
at the primary vertex. The uncertainty is evaluated by varying the 
requirement on the JVF within its uncertainty [72].
b-tagging: Mismodelling of the b-tagging efficiency and mistag 
rate is accounted for by the application of scale factors which 
depend on jet pT and jet η to MC simulated events [56]. The 
eigenvector decomposition [56,73] accounts for the uncertainties in 
the b-tagging, c/τ -tagging and mistagging scale factors. The final 
b-tagging uncertainty is the sum in quadrature of these uncorre-
lated components.
Lepton uncertainties: The lepton uncertainties measured in
J/ψ → �� and Z → �� events are related to the electron energy 
or muon momentum scales and resolutions, and the trigger and 
identification efficiencies [49,50,74]. For each component, the cor-
responding uncertainty is propagated to the analysis including the 
recalculation of the Emiss

T .
Missing transverse momentum (Emiss

T ): The remaining contribu-
tion to the Emiss

T uncertainty stems from the uncertainties in 
calorimeter cell energies associated with low-pT jets (7 GeV <

pT < 20 GeV), without any corresponding reconstructed physics 
object or from pile-up interactions. Their impact is accounted for 
as described in Ref. [57].
Pile-up: Besides the component treated in the JES, the residual de-
pendence of the fitted mtop on the amount of pile-up activity and 
a possible MC mismodelling is determined. The mtop dependence 
as functions of nvtx and 〈μ〉 is found to be consistent in data and 

simulation. The corresponding uncertainty evaluated from the re-
maining difference is small.

The systematic uncertainties quoted in Table 2 carry statisti-
cal uncertainties. The statistical precision of a single sample fit is 
about 100 MeV. The statistical correlation of the samples is cal-
culated from the fraction of shared events. Pairs of samples with 
only a change in a single parameter have high correlation and cor-
respondingly low statistical uncertainty in the difference in mtop, 
while a pair of statistically independent samples results in a larger 
uncertainty.

In summary, the result in the dilepton channel at 
√

s = 8 TeV
of mtop = 172.99 ± 0.41 (stat) ± 0.74 (syst) GeV is about 40% more 
precise than the one obtained from the 

√
s = 7 TeV data and the 

most precise single result in this decay channel to date. The in-
creased precision is partly driven by a better knowledge of the JES 
and bJES. In addition, the applied optimisation procedure signif-
icantly reduces the total systematic uncertainty, mostly due to a 
lower impact of the JES and theory modelling uncertainties.

7. Combination with previous ATLAS measurements

The combination of the mtop results follows the approach de-
veloped for the combination of the 

√
s = 7 TeV measurements in 

Ref. [14] including the evaluation of the correlations. For com-
bining the measurements from data at different centre-of-mass 
energies a mapping of uncertainty categories is performed. Com-
plex cases are the uncertainty components involving eigenvector 
decompositions such as the JES, the JER and the b-tagging scale 
factor uncertainties. The 

√
s = 7 and 8 TeV measurements are 

treated as uncorrelated for the nuisance parameters of the JER and 
the b-tagging, c/τ -tagging and mistagging uncertainties. A corre-
lated treatment of the estimators for the flavour-tagging nuisance 
parameters results in an insignificant change in the combination. 
The total JES uncertainty consists of about 20 eigenvector compo-
nents, which partly differ for the analyses of 

√
s = 7 and 8 TeV

data, which make use of the EM+JES and the LCW+GSC [70] jet 
calibrations, respectively. For the combination, a mapping between 
uncertainty components at the different centre-of-mass energies 
is employed to identify the corresponding ones. The combination 
was found to be stable against variations of the assumptions for 
ambiguous cases.

The combination is performed using the best linear unbiased 
estimate (BLUE) method [75,76], implying Gaussian probability 
density functions for all uncertainties, using the implementation 
described in Ref. [77]. The central values, the list of uncertainty 
components and the correlations ρ of the estimators for each 
uncertainty component have to be provided. For the statistical, 
method calibration, MC-based background shape at 

√
s = 7 TeV, 

and pile-up uncertainties in mtop the measurements are assumed 
to be uncorrelated. For the remaining uncertainties in mtop, when 
using ±1σ variations of a systematic effect, e.g. when changing 
the bJES by ±1σ , there are two possibilities. When simultane-
ously applying a variation for a systematic uncertainty, e.g. +1σ
for the bJES to a pair of analyses, e.g. the dilepton measurements 
at 

√
s = 7 and 8 TeV, both analyses can result in a larger or smaller 

mtop value than what is obtained for the nominal case (full corre-
lation, ρ = +1), or one analysis can obtain a larger and the other a 
smaller value (full anti-correlation, ρ = −1). Consequently, an un-
certainty from a source only consisting of a single variation, such 
as the uncertainty related to the choice of MC generator for signal 
events, results in a correlation of ρ = ±1. The estimator correla-
tions for composite uncertainties are evaluated by adding the co-
variance terms of the subcomponents i with ρi = ±1 and dividing 
by the total uncertainties for that source. The resulting estimator 
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Fig. 3. The pairwise differences in mtop when simultaneously varying both analyses for a systematic uncertainty. Each cross indicates the statistical precisions of the systematic 
uncertainty. The red full points indicate ρ = 1, the blue open points ρ = −1.

correlation per uncertainty is quoted in Table 2 and used in the 
combination.

The evaluated uncertainties in mtop for the uncertainty compo-
nents for the two dilepton analyses, denoted by 
mdil

top, are shown 
in Fig. 3(a). Each point represents a systematic uncertainty together 
with a cross, indicating the respective statistical precision of the 
systematic uncertainty in the two analyses. The red full points in-
dicate ρ = 1, the blue open points ρ = −1. Given the similarity of 
the analyses, a positive estimator correlation is observed for most 
uncertainty components of the two measurements in the dilepton
channel. The corresponding distribution for the � + jets measure-
ment at 

√
s = 7 TeV and the dilepton measurement at 

√
s = 8 TeV

is given in Fig. 3(b). In this figure, the estimates are anti-correlated 
for several significant uncertainties. This is caused by the in-situ 
measurement of the jet energy scale factor (JSF) and relative b-to-
light-jet energy scale factor (bJSF) in the three-dimensional � + jets
analysis, detailed in Ref. [14]. The resulting total correlation for this 
pair is very low as shown in Table 2. The combination strongly 
profits from this.

The central values of the three measurements, their uncertainty 
components, the determined correlations per pair of measure-
ments and the results of the combinations are given in Table 2. 
The pairwise differences in the three measurements are 0.75σ for 
the 

√
s = 7 TeV measurements, 0.43σ for the � + jets measure-

ment at 
√

s = 7 TeV and the dilepton measurement at 
√

s = 8 TeV
and 0.66σ for the two dilepton measurements. For all three cases 
σ denotes the one standard deviation of the respective mtop differ-
ence. The combined result in the dilepton channel alone is mdil

top =
173.04 ±0.38 (stat)±0.74 (syst) GeV = 173.04 ±0.84 GeV, provid-
ing no significant improvement with respect to the more precise 
result at 

√
s = 8 TeV which carries a BLUE combination weight of 

0.94. This is a mere consequence of the measurement correlation 
of 0.51, which is close to the ratio of uncertainties (see Ref. [76]). 
The χ2 probability of the combination is 51%. The stability of the 
combination is assessed from the results of 1000 combinations 
for which all input uncertainties are varied within their statistical 
uncertainties, which for some cases also result in different correla-
tions (see Fig. 3). The corresponding distributions of the central 
values and uncertainties of the combinations are approximately 
Gaussian, with a width of 0.03 GeV and of 0.04 GeV, respectively.

The combination of all three measurements provides a 17%
improvement with respect to the most precise single input mea-
surement. The combined result is mall

top = 172.84 ± 0.34 (stat) ±

0.61 (syst) GeV = 172.84 ± 0.70 GeV. The χ2 probability of the 
combination is 73% and the BLUE combination weights of the 
� + jets and dilepton measurements at 

√
s = 7 TeV and the dilepton

measurement at 
√

s = 8 TeV are 0.30, 0.07 and 0.63, respectively. 
Again, the central value and the combined total uncertainty are 
both stable at the level of 0.03 GeV.

8. Conclusion

The top quark mass is measured in the tt̄ → dilepton chan-
nel from about 20.2 fb−1 of 

√
s = 8 TeV proton–proton collision 

data recorded by the ATLAS detector at the LHC. Compared to the 
latest ATLAS measurement in this decay channel, the event selec-
tion is refined exploiting the average pT of the lepton–b-jet pairs 
to enhance the fraction of correctly reconstructed events, thereby 
reducing the systematic uncertainties. Using the optimal point in 
terms of total uncertainty observed in a phase-space scan of this 
variable as an additional event selection criterion, the measured 
value of mtop is

mtop = 172.99 ± 0.41 (stat) ± 0.74 (syst) GeV,

with a total uncertainty of 0.84 GeV. The precision is mainly lim-
ited by systematic uncertainties, mostly by the calibration of the 
jet energy scale, and to a lesser extent by the calibration of the 
relative b-to-light-jet energy scale and by the Monte Carlo mod-
elling of signal events.

This measurement is combined with the ATLAS measurements 
in the tt̄ → lepton + jets and tt̄ → dilepton decay channels from √

s = 7 TeV data. The correlations of the measurements are eval-
uated for all sources of the systematic uncertainty. Using a ded-
icated mapping of uncertainty categories, the combination of the 
three measurements results in

mtop = 172.84 ± 0.34 (stat) ± 0.61 (syst) GeV,

with a total uncertainty of 0.70 GeV, i.e. a relative precision of 
0.4%. The result is mostly limited by the calibration of the jet en-
ergy scales and by the Monte Carlo modelling of signal events.
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The cross-section for the production of two jets in association with a leptonically decaying Z boson 
(Z j j) is measured in proton–proton collisions at a centre-of-mass energy of 13 TeV, using data recorded 
with the ATLAS detector at the Large Hadron Collider, corresponding to an integrated luminosity of 
3.2 fb−1. The electroweak Z j j cross-section is extracted in a fiducial region chosen to enhance the 
electroweak contribution relative to the dominant Drell–Yan Z j j process, which is constrained using 
a data-driven approach. The measured fiducial electroweak cross-section is σ Zjj

EW = 119 ± 16 (stat.) ±
20 (syst.)±2 (lumi.) fb for dijet invariant mass greater than 250 GeV, and 34.2 ±5.8 (stat.)±5.5 (syst.)±
0.7 (lumi.) fb for dijet invariant mass greater than 1 TeV. Standard Model predictions are in agreement 
with the measurements. The inclusive Z j j cross-section is also measured in six different fiducial regions 
with varying contributions from electroweak and Drell–Yan Z j j production.

© 2017 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

At the Large Hadron Collider (LHC) events containing a Z boson 
and at least two jets (Z j j) are produced predominantly via initial-
state QCD radiation from the incoming partons in the Drell–Yan 
process (QCD-Z j j), as shown in Fig. 1(a). In contrast, the produc-
tion of Z j j events via t-channel electroweak gauge boson exchange 
(EW-Z j j events), including the vector-boson fusion (VBF) process 
shown in Fig. 1(b), is a much rarer process. Such VBF processes for 
vector-boson production are of great interest as a ‘standard candle’ 
for other VBF processes at the LHC: e.g., the production of Higgs 
bosons or the search for weakly interacting particles beyond the 
Standard Model.

The kinematic properties of Z j j events allow some discrimina-
tion between the QCD and EW production mechanisms. The emis-
sion of a virtual W boson from the quark in EW-Z j j events results 
in the presence of two high-energy jets, with moderate transverse 
momentum (pT), separated by a large interval in rapidity (y)1 and 

� E-mail address: atlas.publications@cern.ch.
1 ATLAS uses a right-handed coordinate system with its origin at the nominal 

interaction point in the centre of the detector and the z-axis along the beam 
pipe. In the transverse plane, the x-axis points from the interaction point to the 
centre of the LHC ring, the y-axis points upward, and φ is the azimuthal angle 
around the z-axis. The pseudorapidity is defined in terms of the polar angle θ as 
η = − ln tan(θ/2). The rapidity is defined as y = 0.5 ln[(E + pz)/(E − pz)], where E
and pz are the energy and longitudinal momentum respectively. An angular separa-

therefore with large dijet mass (m jj ) that characterises the EW-Z j j
signal. A consequence of the exchange of a vector boson in Fig. 1(b) 
is that there is no colour connection between the hadronic sys-
tems produced by the break-up of the two incoming protons. As a 
result, EW-Z j j events are less likely to contain additional hadronic 
activity in the rapidity interval between the two high-pT jets than 
corresponding QCD-Z j j events.

The first studies of EW-Z j j production were performed [1] in 
pp collisions at a centre-of-mass energy (

√
s) of 7 TeV by the CMS 

Collaboration, where the background-only hypothesis was rejected 
at the 2.6σ level. The first observation of the EW-Z j j process was 
performed by the ATLAS Collaboration at a centre-of-mass energy 
(
√

s) of 8 TeV [2]. The cross-section measurement is in agreement 
with predictions from the Powheg-box event generator [3–5] and 
allowed limits to be placed on anomalous triple gauge couplings. 
The CMS Collaboration has also observed and measured [6] the 
cross-section for EW-Z j j production at 8 TeV. This Letter presents 
measurements of the cross-section for EW-Z j j production and in-
clusive Z j j production at high dijet invariant mass in pp collisions 
at 

√
s = 13 TeV using data corresponding to an integrated luminos-

ity of 3.2 fb−1 collected by the ATLAS detector at the LHC. These 
measurements allow the dependence of the cross-section on 

√
s

tion between two objects is defined as �R = √
(�φ)2 + (�η)2, where �φ and �η

are the separations in φ and η respectively. Momentum in the transverse plane is 
denoted by pT.

https://doi.org/10.1016/j.physletb.2017.10.040
0370-2693/© 2017 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
SCOAP3.
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Fig. 1. Examples of leading-order Feynman diagrams for the two production mech-
anisms for a leptonically decaying Z boson and at least two jets (Z j j) in proton–
proton collisions: (a) QCD radiation from the incoming partons (QCD-Z j j) and 
(b) t-channel exchange of an EW gauge boson (EW-Z j j).

to be studied. The increased 
√

s allows exploration of higher dijet 
masses, where the EW-Z j j contribution to the total Z j j rate be-
comes more pronounced.

2. ATLAS detector

The ATLAS detector is described in detail in Refs. [7,8]. It con-
sists of an inner detector for tracking, surrounded by a thin super-
conducting solenoid, electromagnetic and hadronic calorimeters, 
and a muon spectrometer incorporating three large superconduct-
ing toroidal magnet systems. The inner detector is immersed in a 
2 T axial magnetic field and provides charged-particle tracking in 
the range |η| < 2.5.

The calorimeters cover the pseudorapidity range |η| < 4.9. 
Electromagnetic calorimetry is provided by barrel and end-cap 
lead/liquid-argon (LAr) calorimeters in the region |η| < 3.2. Within 
|η| < 2.47 the calorimeter is finely segmented in the lateral di-
rection of the showers, allowing measurement of the energy 
and position of electrons, and providing electron identification 
in conjunction with the inner detector. Hadronic calorimetry 
is provided by the steel/scintillator-tile calorimeter, segmented 
into three barrel structures within |η| < 1.7, and two hadronic 
end-cap calorimeters. A copper/LAr hadronic calorimeter covers 
the 1.5 < |η| < 3.2 region, and a forward copper/tungsten/LAr 
calorimeter with electromagnetic-shower identification capabilities 
covers the 3.1 < |η| < 4.9 region.

The muon spectrometer comprises separate trigger and high-
precision tracking chambers. The tracking chambers cover the re-
gion |η| < 2.7 with three layers of monitored drift tubes, comple-
mented by cathode strip chambers in part of the forward region, 
where the hit rate is highest. The muon trigger system covers the 
range |η| < 2.4 with resistive plate chambers in the barrel region, 
and thin gap chambers in the end-cap regions.

A two-level trigger system is used to select events of inter-
est [9]. The Level-1 trigger is implemented in hardware and uses 
a subset of the detector information to reduce the event rate to 
around 100 kHz. This is followed by the software-based high-level 
trigger system which reduces the event rate to about 1 kHz.

3. Monte Carlo samples

The production of EW-Z j j events was simulated at next-
to-leading-order (NLO) accuracy in perturbative QCD using the
Powheg-box v1 Monte Carlo (MC) event generator [4,5,10] and, 
alternatively, at leading-order (LO) accuracy in perturbative QCD 
using the Sherpa 2.2.0 event generator [11]. For modelling of the 
parton shower, fragmentation, hadronisation and underlying event 
(UEPS), Powheg-box was interfaced to Pythia 8 [12] with a ded-
icated set of parton-shower-generator parameters (tune) denoted
AZNLO [13] and the CT10 NLO parton distribution function (PDF) 
set [14]. The renormalisation and factorisation scales were set to 

the Z boson mass. Sherpa predictions used the Comix [15] and
OpenLoops [16] matrix element event generators, and the CKKW 
method was used to combine the various final-state topologies 
from the matrix element and match them to the parton shower 
[17]. The matrix elements were merged with the Sherpa parton 
shower [18] using the ME+PS@LO prescription [19,20], and using
Sherpa’s native dynamical scale-setting algorithm to set the renor-
malisation and factorisation scales. Sherpa predictions used the
NNPDF30NNLO PDF set [21].

The production of QCD-Z j j events was simulated using three 
event generators, Sherpa 2.2.1, Alpgen 2.14 [22] and
MadGraph5_aMC@NLO 2.2.2 [23]. Sherpa provides Z + n-parton 
predictions calculated for up to two partons at NLO accuracy and 
up to four partons at LO accuracy in perturbative QCD. Sherpa

predictions used the NNPDF30NLO PDF set together with the tun-
ing of the UEPS parameters developed by the Sherpa authors using 
the ME+PS@NLO prescription [19,20]. Alpgen is an LO event gener-
ator which uses explicit matrix elements for up to five partons and 
was interfaced to Pythia 6.426 [24] using the Perugia2011C tune 
[25] and the CTEQ6L1 PDF set [26]. Only matrix elements for light-
flavour production in Alpgen are included, with heavy-flavour con-
tributions modelled by the parton shower. MadGraph5_aMC@NLO 
2.2.2 (MG5_aMC) uses explicit matrix elements for up to four par-
tons at LO, and was interfaced to Pythia 8 with the A14 tune [27]
and using the NNPDF23LO PDF set [28]. For reconstruction-level 
studies, total Z boson production rates predicted by all three event 
generators used to produce QCD-Z j j predictions are normalised 
using the next-to-next-to-leading-order (NNLO) predictions calcu-
lated with the FEWZ 3.1 program [29–31] using the CT10 NNLO

PDF set [14]. However, when comparing particle-level theoretical 
predictions to detector-corrected measurements, the normalisation 
of quoted predictions is provided by the event generator in ques-
tion rather than an external NNLO prediction.

The production of a pair of EW vector bosons (diboson), where 
one decays leptonically and the other hadronically, or where both 
decay leptonically and are produced in association with two or 
more jets, through W Z or Z Z production with at least one 
Z boson decaying to leptons, was simulated separately using
Sherpa 2.1.1 and the CT10 NLO PDF set.

The largest background to the selected Z j j samples arises from 
tt̄ and single-top (W t) production. These were generated using
Powheg-box v2 and Pythia 6.428 with the Perugia2012 tune [25], 
and normalised using the cross-section calculated at NNLO+NNLL 
(next-to-next-to-leading log) accuracy using the Top++2.0 pro-
gram [32].

All the above MC samples were fully simulated through the
Geant 4 [33] simulation of the ATLAS detector [34]. The effect of 
additional pp interactions (pile-up) in the same or nearby bunch 
crossings was also simulated, using Pythia v8.186 with the A2 tune 
[35] and the MSTW2008LO PDF set [36]. The MC samples were 
reweighted so that the distribution of the average number of pile-
up interactions per bunch crossing matches that observed in data. 
For the data considered in this Letter, the average number of inter-
actions is 13.7.

4. Event preselection

The Z bosons are measured in their dielectron and dimuon de-
cay modes. Candidate events are selected using triggers requiring 
at least one identified electron or muon with transverse momen-
tum thresholds of pT = 24 GeV and 20 GeV respectively, with 
additional isolation requirements imposed in these triggers. At 
higher transverse momenta, the efficiency of selecting candidate 
events is improved through the use of additional electron and 
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muon triggers without isolation requirements and with thresholds 
of pT = 60 GeV and 50 GeV respectively.

Candidate electrons are reconstructed from clusters of energy in 
the electromagnetic calorimeter matched to inner-detector tracks 
[37]. They must satisfy the Medium identification requirements de-
scribed in Ref. [37] and have pT > 25 GeV and |η| < 2.47, exclud-
ing the transition region between the barrel and end-cap calorime-
ters at 1.37 < |η| < 1.52. Candidate muons are identified as tracks 
in the inner detector matched and combined with track segments 
in the muon spectrometer. They must satisfy the Medium identifi-
cation requirements described in Ref. [38], and have pT > 25 GeV
and |η| < 2.4. Candidate leptons must also satisfy a set of isola-
tion criteria based on reconstructed tracks and calorimeter activity. 
Events are required to contain exactly two leptons of the same 
flavour but of opposite charge. The dilepton invariant mass must 
satisfy 81 < m�� < 101 GeV.

Candidate hadronic jets are required to satisfy pT > 25 GeV 
and |y| < 4.4. They are reconstructed from clusters of energy in 
the calorimeter [39] using the anti-kt algorithm [40,41] with ra-
dius parameter R = 0.4. Jet energies are calibrated by applying 
pT- and y-dependent corrections derived from Monte Carlo sim-
ulation with additional in situ correction factors determined from 
data [42]. To reduce the impact of pile-up contributions, all jets 
with |y| < 2.4 and pT < 60 GeV are required to be compatible 
with having originated from the primary vertex (the vertex with 
the highest sum of track p2

T), as defined by the jet vertex tag-
ger algorithm [43]. Selected electrons and muons are discarded if 
they lie within �R = 0.4 of a reconstructed jet. This requirement 
is imposed to remove non-prompt non-isolated leptons produced 
in heavy-flavour decays or from the decay in flight of a kaon or 
pion.

5. Measurement of inclusive Z jj fiducial cross-sections

5.1. Definition of particle-level cross-sections

Cross-sections are measured for inclusive Z j j production that 
includes the EW-Z j j and QCD-Z j j processes, as well as diboson 
events. The particle-level production cross-section for inclusive Z j j
production in a given fiducial region f is given by

σ f = N f
obs − N f

bkg

L · C f
, (1)

where N f
obs is the number of events observed in the data pass-

ing the selection requirements of the fiducial region under study 
at detector level, N f

bkg is the corresponding number of expected 
background (non-Z j j) events, L is the integrated luminosity corre-
sponding to the analysed data sample, and C f is a correction factor 
applied to the observed data yields, which accounts for experimen-
tal efficiency and detector resolution effects, and is derived from 
MC simulation with data-driven efficiency and energy/momentum 
scale corrections. This correction factor is calculated as:

C f = N f
det

N f
particle

,

where N f
det is the number of signal events that satisfy the fidu-

cial selection criteria at detector level in the MC simulation, and 
N f

particle is the number of signal events that pass the equivalent se-
lection but at particle level. These correction factors have values 
between 0.63 and 0.77, depending on the fiducial region.

With the exception of background from multijet and W + jets
processes (henceforth referred to together simply as multijet pro-
cesses), contributions to N f

bkg are estimated using the Monte Carlo 

samples described in Section 3. Background from multijet events 
is estimated from the data by reversing requirements on lepton 
identification or isolation to derive a template for the contribu-
tion of jets mis-reconstructed as lepton candidates as a function 
of dilepton mass. Non-multijet background is subtracted from the 
template using simulation. The normalisation is derived by fitting 
the nominal dilepton mass distribution in each fiducial region with 
the sum of the multijet template and a template comprising sig-
nal and background contributions determined from simulation. The 
multijet contribution is found to be less than 0.3% in each fiducial 
region. The contribution from W + jets processes was checked us-
ing MC simulation and found to be much smaller than the total 
multijet background as determined from data.

At particle level, only final-state particles with proper lifetime 
cτ > 10 mm are considered. Prompt leptons are dressed using the 
four-momentum combination of an electron or muon and all pho-
tons (not originating from hadron decays) within a cone of size 
�R = 0.1 centred on the lepton. These dressed leptons are re-
quired to satisfy pT > 25 GeV and |η| < 2.47. Events are required 
to contain exactly two dressed leptons of the same flavour but of 
opposite charge, and the dilepton invariant mass must satisfy 81 <
m�� < 101 GeV. Jets are reconstructed using the anti-kt algorithm 
with radius parameter R = 0.4. Prompt leptons and the photons 
used to dress these leptons are not included in the particle-level 
jet reconstruction. All remaining final-state particles are included 
in the particle-level jet clustering. Prompt leptons with a separa-
tion �R j,� < 0.4 from any jet are rejected.

The cross-section measurements are performed in the six 
phase-space regions defined in Table 1. These regions are chosen 
to have varying contributions from EW-Z j j and QCD-Z j j processes.

5.2. Event selection

Following Ref. [2], events are selected in six detector fiducial 
regions. As far as possible, these are defined with the same kine-
matic requirements as the six phase-space regions in which the 
cross-section is measured (Table 1). This minimises systematic un-
certainties in the modelling of the acceptance.

The baseline fiducial region represents an inclusive selection of 
events containing a leptonically decaying Z boson and at least two 
jets with pT > 45 GeV, at least one of which satisfies pT > 55 GeV. 
The two highest-pT (leading and sub-leading) jets in a given 
event define the dijet system. The baseline region is dominated 
by QCD-Z j j events. The requirement of 81 < m�� < 101 GeV sup-
presses other sources of dilepton events, such as tt̄ and Z → ττ , 
as well as the multijet background.

Because the energy scale of the dijet system is typically higher 
in events produced by the EW-Z j j process than in those produced 
by the QCD-Z j j process, two subsets of the baseline region are de-
fined which probe the EW-Z j j contribution in different ways: in 
the high-mass fiducial region a high value of the invariant mass of 
the dijet system (m jj > 1 TeV) is required, and in the high-pT fidu-
cial region the minimum pT of the leading and sub-leading jets is 
increased to 85 GeV and 75 GeV respectively. The EW-Z j j process 
typically produces harder jet transverse momenta and results in a 
harder dijet invariant mass spectrum than the QCD-Z j j process.

Three additional fiducial regions allow the separate contribu-
tions from the EW-Z j j and QCD-Z j j processes to be measured. The 
EW-enriched fiducial region is designed to enhance the EW-Z j j
contribution relative to that from QCD-Z j j, particularly at high 
m jj . The EW-enriched region is derived from the baseline re-
gion requiring m jj > 250 GeV, a dilepton transverse momentum 
of p��

T > 20 GeV, and that the normalised transverse momentum 
balance between the two leptons and the two highest transverse 
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Table 1
Summary of the particle-level selection criteria defining the six fiducial regions (see text for details).

Fiducial region

Object Baseline High-mass High-pT EW-enriched EW-enriched, QCD-enriched

m jj > 1 TeV

Leptons |η| < 2.47, pT > 25 GeV, �R j,� > 0.4

Dilepton pair 81 < m�� < 101 GeV

– p��
T > 20 GeV

Jets |y| < 4.4

p j1
T > 55 GeV p j1

T > 85 GeV p j1
T > 55 GeV

p j2
T > 45 GeV p j2

T > 75 GeV p j2
T > 45 GeV

Dijet system – m jj > 1 TeV – m jj > 250 GeV m jj > 1 TeV m jj > 250 GeV

Interval jets – N interval
jet (pT>25 GeV)

= 0 N interval
jet (pT>25 GeV)

≥ 1

Z jj system – pbalance
T < 0.15 pbalance,3

T < 0.15

momentum jets satisfy pbalance
T < 0.15. The latter quantity is given 

by

pbalance
T =

∣∣∣�p �1
T + �p �2

T + �p j1
T + �p j2

T

∣∣∣
∣∣∣�p �1

T

∣∣∣ +
∣∣∣�p �2

T

∣∣∣ +
∣∣∣�p j1

T

∣∣∣ +
∣∣∣�p j2

T

∣∣∣
, (2)

where �p i
T is the transverse momentum vector of object i, �1 and 

�2 label the two leptons that define the Z boson candidate, and j1
and j2 refer to the leading and sub-leading jets. These require-
ments help remove events in which the jets arise from pile-up 
or multiple parton interactions. The requirement on pbalance

T also 
helps suppress events in which the pT of one or more jets is 
badly measured and it enhances the EW-Z j j contribution, where 
the lower probability of additional radiation causes the Z boson 
and the dijet system to be well balanced. The EW-enriched re-
gion requires a veto [44] on any jets with pT > 25 GeV recon-
structed within the rapidity interval bounded by the dijet sys-
tem (N interval

jet (pT>25 GeV)
= 0). A second fiducial region, denoted EW-

enriched (m jj > 1 TeV), has identical selection criteria, except for a 
raised m jj threshold of 1 TeV which further enhances the EW-Z j j
contribution to the total Z j j signal rate.

In contrast, the QCD-enriched fiducial region is designed to sup-
press the EW-Z j j contribution relative to QCD-Z j j by requiring at 
least one jet with pT > 25 GeV to be reconstructed within the ra-
pidity interval bounded by the dijet system (N interval

jet (pT>25 GeV)
≥ 1). 

In the QCD-enriched region, the definition of the normalised trans-
verse momentum balance is modified from that given in Eq. (2) to 
include in the calculation of the numerator and denominator the 
pT of the highest pT jet within the rapidity interval bounded by 
the dijet system (pbalance,3

T ). In all other respects, the kinematic re-
quirements in the EW-enriched region and QCD-enriched region 
are identical.

5.3. Detector-level results

In the baseline region, 30 686 events are selected in the dielec-
tron channel and 36 786 events are selected in the dimuon chan-
nel. The total observed yields are in agreement with the expected 
yields within statistical uncertainties in each dilepton channel. The 
largest deviation across all fiducial regions is a 2σ (statistical) dif-
ference between the expected to observed ratio in the electron 
versus muon channel in the high-pT region.

The expected composition of the selected data samples in the 
six Z j j fiducial regions is summarised in Table 2, averaging across 
the dielectron and dimuon channels as these compositions in the 

two dilepton channels are in agreement within statistical uncer-
tainties. The numbers of selected events in data and expectations 
from total signal plus background estimates are also given for each 
region. The largest discrepancy between observed and expected 
yields is seen in the high-mass region, and results from a mismod-
elling of the m jj spectrum in the QCD-Z j j MC simulations used, 
which is discussed below and accounted for in the assessment of 
systematic uncertainties in the measurement.

5.4. Systematic uncertainties in the inclusive Z j j fiducial cross-sections

Experimental systematic uncertainties affect the determination 
of the C f correction factor and the background estimates. The 
dominant systematic uncertainty in the inclusive Z j j fiducial cross-
sections arises from the calibration of the jet energy scale and 
resolution. This uncertainty varies from around 4% in the EW-
enriched region to around 12% in the QCD-enriched region. The 
larger uncertainty in the QCD-enriched region is due to the higher 
average jet multiplicity (an average of 1.7 additional jets in ad-
dition to the leading and sub-leading jets) compared with the 
EW-enriched region (an average of 0.4 additional jets). Other ex-
perimental systematic uncertainties arising from lepton efficiencies 
related to reconstruction, identification, isolation and trigger, and 
lepton energy/momentum scale and resolution as well as from the 
effect of pile-up, amount to a total of around 1–2%, depending on 
the fiducial region.

The systematic uncertainty arising from the MC modelling of 
the m jj distribution in the QCD-Z j j and EW-Z j j signal processes 
is around 3% in the EW-enriched region, around 1% in the QCD-
enriched region, 2% in the high-mass region, and below 1% else-
where. This is assessed by comparing the correction factors ob-
tained by using the different MC event generators listed in Sec-
tion 3 and by performing a data-driven reweighting of the QCD-Z j j
MC sample to describe the m jj distribution of the observed data in 
a given fiducial region. Additional contributions arise from varying 
the QCD renormalisation and factorisation scales up and down by 
a factor of two independently, and from the propagation of un-
certainties in the PDF sets. The normalisation of the diboson con-
tribution is varied according to PDF and scale variations in these 
predictions [45], and results in up to a 0.1% effect on the measured 
Z j j cross-sections depending on the fiducial region. The uncer-
tainty from varying the normalisation and shape in m jj of the esti-
mated background from top-quark production is at most 1% (in the 
high-mass region), arising from changes in the extracted Z j j cross-
sections when using modified top-quark background MC samples 
with PDF and scale variations, suppressed or enhanced additional 
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Table 2
Estimated composition (in percent) of the data samples selected in the six Z j j fiducial regions for the dielectron and dimuon chan-
nels combined, using the EW-Z j j sample from Powheg, and the QCD-Z j j sample from Sherpa (normalised using NNLO predictions 
for the inclusive Z cross-section calculated with FEWZ). Uncertainties in the sample contributions are statistical only. Also shown 
are the total expected yields and the total observed yields in each fiducial region. Uncertainties in the total expected yields are 
statistical (first) and systematic (second), see Section 5.4 for details.

Process Composition [%]

Baseline High-mass High-pT EW-enriched EW-enriched, QCD-enriched

m jj > 1 TeV

QCD-Z jj 94.2 ±0.4 86.8±1.6 92.3 ±0.4 93.4 ±0.9 72.9±2.1 95.4 ±0.8

EW-Z jj 1.5± < 0.1 10.6±0.2 2.6 ± < 0.1 4.8± < 0.1 26.1±0.5 1.6± < 0.1

Diboson 1.6± < 0.1 1.5±0.7 2.0 ±0.5 1.0 ±0.5 0.8±0.4 1.8±0.4

tt̄ 2.6± < 0.1 1.1±0.1 3.1 ±0.1 0.7± < 0.1 0.1±0.1 1.2±0.1

Single-t <0.2 <0.2 <0.2 <0.1 <0.1 <0.1

Multijet <0.3 <0.3 <0.3 <0.3 <0.3 <0.3

Total expected 64800 2220 21900 11100 640 7120

± 130 ± 5220 ± 20 ± 200 ± 40 ± 1210 ± 50 ± 520 ± 10 ± 40 ± 30 ± 880

Total observed 67472 1471 22461 11630 490 6453

radiation (generated with the Perugia2012radHi/Lo tunes [25]), 
or using an alternative top-quark production sample from Mad-

Graph5_aMC@NLO interfaced to Herwig++ v2.7.1 [23,46].
The systematic uncertainty in the integrated luminosity is 2.1%. 

This is derived following a methodology similar to that detailed 
in Ref. [47], from a calibration of the luminosity scale using x–y
beam-separation scans performed in June 2015.

5.5. Inclusive Z j j results

The measured cross-sections in the dielectron and dimuon 
channels are combined and presented here as a weighted aver-
age (taking into account total uncertainties) across both channels. 
These cross-sections are determined using each of the correction 
factors derived from the six combinations of the three QCD-Z j j
(Alpgen, MG5_aMC, and Sherpa) and two EW-Z j j (Powheg and
Sherpa) MC samples. For a given fiducial region (Table 1) the cross-
section averaged over all six variations is presented in Table 3. 
The envelope of variation between QCD-Z j j and EW-Z j j models 
is assigned as a source of systematic uncertainty (1% in all regions 
except the EW-enriched region where the variation is 3% and the 
high-mass region where the variation is 2%).

The theoretical predictions from Sherpa (QCD-Z j j) + Powheg

(EW-Z j j), MG5_aMC (QCD-Z j j) + Powheg (EW-Z j j), and Alpgen

(QCD-Z j j) + Powheg (EW-Z j j) are found to be in agreement with 
the measurements in most cases. The uncertainties in the theoreti-
cal predictions are significantly larger than the uncertainties in the 
corresponding measurements.

The largest differences between predictions and measurement 
are in the high-mass and EW-enriched (m jj > 250 GeV and 
> 1 TeV) regions. Predictions from Sherpa (QCD-Z j j) + Powheg

(EW-Z j j) and MG5_aMC (QCD-Z j j) + Powheg (EW-Z j j) exceed 
measurements in the high-mass region by 54% and 34% respec-
tively, where the predictions have relative uncertainties with re-
spect to the measurement of 36% and 32%. For the EW-enriched 
region, Sherpa (QCD-Z j j) + Powheg (EW-Z j j) describes the ob-
served rates well, but MG5_aMC (QCD-Z j j) + Powheg (EW-Z j j) 
overestimates measurements by 28% with a relative uncertainty of 
11%. In the EW-enriched (m jj > 1 TeV) region the same predic-
tions overestimate measured rates by 33% and 57%, with relative 
uncertainties of 16% and 15%. Some of these differences arise from 
a significant mismodelling of the QCD-Z j j contribution, as inves-
tigated and discussed in detail in Section 6.1. Predictions from

Alpgen (QCD-Z j j) + Powheg (EW-Z j j) are in agreement with the 
data for the high-mass and EW-enriched (m jj > 250 GeV and 
> 1 TeV) regions.

6. Measurement of EW-Z jj fiducial cross-sections

The EW-enriched fiducial region (defined in Table 1) is used 
to measure the production cross-section of the EW-Z j j process. 
The EW-enriched region has an overall expected EW-Z j j signal 
fraction of 4.8% (Table 2) and this signal fraction grows with in-
creasing m jj to 26.1% for m jj > 1 TeV. The QCD-enriched region 
has an overall expected EW-Z j j signal fraction of 1.6% increasing 
to 4.4% for m jj > 1 TeV. The dominant background to the EW-Z j j
cross-section measurement is QCD-Z j j production. It is subtracted 
in the same way as non-Z j j backgrounds in the inclusive measure-
ment described in Section 5. Although diboson production includes 
contributions from purely EW processes, in this measurement it is 
considered as part of the background and is estimated from simu-
lation.

A particle-level production cross-section measurement of
EW-Z j j production in a given fiducial region f is thus given by

σ
f

EW = N f
obs − N f

QCD-Zjj − N f
bkg

L · C f
EW

, (3)

with the same notations as in Eq. (1) and where N f
QCD-Zjj is the 

expected number of QCD-Z j j events passing the selection require-
ments of the fiducial region at detector level, N f

bkg is the expected 

number of background (non-Z j j and diboson) events, and C f
EW is 

a correction factor applied to the observed background-subtracted 
data yields that accounts for experimental efficiency and detector 
resolution effects, and is derived from EW-Z j j MC simulation with 
data-driven efficiency and energy/momentum scale corrections. For 
the m jj > 250 GeV (m jj > 1 TeV) region this correction factor 
is determined to be 0.66 (0.67) when using the Sherpa EW-Z j j
prediction, and 0.67 (0.68) when using the Powheg EW-Z j j pre-
diction.

Detector-level comparisons of the m jj distribution between data 
and simulation in (a) the EW-enriched region and (b) the QCD-
enriched region are shown in Fig. 2. It can be seen in Fig. 2(a)
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Table 3
Measured and predicted inclusive Z j j production cross-sections in the six fiducial regions defined in Table 1. For the measured cross-sections, the 
first uncertainty given is statistical, the second is systematic and the third is due to the luminosity determination. For the predictions, the statistical 
uncertainty is added in quadrature to the systematic uncertainties arising from the PDFs and factorisation and renormalisation scale variations.

Fiducial region Inclusive Z jj cross-sections [pb]

Measured Prediction

value ± stat. ± syst. ± lumi. Sherpa (QCD-Z jj) MG5_aMC (QCD-Z jj) Alpgen (QCD-Z jj)

+Powheg (EW-Z jj) +Powheg (EW-Z jj) +Powheg (EW-Z jj)

Baseline 13.9 ± 0.1 ± 1.1 ± 0.3 13.5± 1.9 15.2 ±2.2 11.7±1.7

High-pT 4.77 ± 0.05 ± 0.27 ± 0.10 4.7± 0.8 5.5 ±0.9 4.2±0.7

EW-enriched 2.77 ± 0.04 ± 0.13 ± 0.06 2.7± 0.2 3.6 ±0.3 2.4±0.2

QCD-enriched 1.34 ± 0.02 ± 0.17 ± 0.03 1.5± 0.4 1.4 ±0.3 1.1±0.3

High-mass 0.30 ± 0.01 ± 0.03 ± 0.01 0.46± 0.11 0.40 ±0.09 0.27±0.06

EW-enriched (m jj > 1 TeV) 0.118 ± 0.008 ± 0.006 ± 0.002 0.156± 0.019 0.185 ±0.023 0.120±0.015

Fig. 2. Detector-level comparisons of the dijet invariant mass distribution between data and simulation in (a) the EW-enriched region and (b) the QCD-enriched region, for the 
dielectron and dimuon channel combined. Uncertainties shown on the data are statistical only. The EW-Z j j simulation sample comes from the Powheg event generator and 
the QCD-Z j j MC sample comes from the Sherpa event generator. The lower panels show the ratio of simulation to data for three QCD-Z j j models, from Alpgen, MG5_aMC, 
and Sherpa. The hatched band centred at unity represents the size of statistical and experimental systematic uncertainties added in quadrature.

that in the EW-enriched region the EW-Z j j component becomes 
prominent at large values of m jj . However, Fig. 2(b) demonstrates 
that the shape of the m jj distribution for QCD-Z j j production is 
poorly modelled in simulation. The same trend is seen for all three 
QCD-Z j j event generators listed in Section 3. Alpgen provides the 
best description of the data over the whole m jj range. In com-
parison, MG5_aMC and Sherpa overestimate the data by 80% and 
120% respectively, for m jj = 2 TeV, well outside the uncertainties 
on these predictions described in Table 3. These discrepancies have 
been observed previously in Z j j [2,48] and Wj j [49–51] produc-
tion at high dijet invariant mass and at high jet rapidities. For the 
purpose of extracting the cross-section for EW-Z j j production, this 
mismodelling of QCD-Z j j is corrected for using a data-driven ap-
proach, as discussed in the following.

6.1. Corrections for mismodelling of QCD-Z j j production and fitting 
procedure

The normalisation of the QCD-Z j j background is extracted from 
a fit of the QCD-Z j j and EW-Z j j m jj simulated distributions to 
the data in the EW-enriched region, after subtraction of non-Z j j
and diboson background, using a log-likelihood maximisation [52]. 
Following the procedure adopted in Ref. [2], the data in the QCD-

enriched region are used to evaluate detector-level shape correc-
tion factors for the QCD-Z j j MC predictions bin-by-bin in m jj . 
These data-to-simulation ratio correction factors are applied to the 
simulation-predicted shape in m jj of the QCD-Z j j contribution in 
the EW-enriched region. This procedure is motivated by two ob-
servations:

(a) the QCD-enriched region and EW-enriched region are designed 
to be kinematically very similar, differing only with regard to 
the presence/absence of jets reconstructed within the rapidity 
interval bounded by the dijet system,

(b) the contribution of EW-Z j j to the region of high m jj is sup-
pressed in the QCD-enriched region (4.4% for m jj > 1 TeV) rel-
ative to that in the EW-enriched region (26.1% for m jj > 1 TeV) 
(also illustrated in Fig. 2); the impact of the residual EW-Z j j
contamination in the QCD-enriched region is assigned as a 
component of the systematic uncertainty in the QCD-Z j j back-
ground.

The shape correction factors in m jj obtained using the three 
different QCD-Z j j MC samples are shown in Fig. 3(a). These are 
derived as the ratio of the data to simulation in bins of m jj af-
ter normalisation of the total yield in simulation to that observed 
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Fig. 3. Binned data-to-simulation normalised ratio shape correction factors as a function of dijet invariant mass in the QCD-enriched region. (a) Ratio for three different 
QCD-Z j j MC samples with uncertainties corresponding to the combined statistical uncertainties in the data and QCD-Zjj MC samples added in quadrature. Scale and PDF 
uncertainties in Sherpa predictions are indicated by the shaded bands. Lines represent fits to the ratios using a linear fit. (b) Ratio for subregions of the QCD-enriched region 
for the Alpgen MC sample. Curves represent the result of fits with a quadratic function for the various subregions.

in data in the QCD-enriched region. A binned fit to the correction 
factors derived in dijet invariant mass is performed with a linear 
fit function (and also with a quadratic fit function) to produce a 
continuous correction factor. The linear fit is illustrated overlaid on 
the binned correction factors in Fig. 3(a). The nominal value of the 
EW-Z j j cross-section corresponding to a particular QCD-Z j j event 
generator template is determined using the correction factors from 
the linear fit. The change in resultant EW-Z j j cross-section from 
using binned correction factors directly is assessed as a system-
atic uncertainty. The change in the extracted EW-Z j j cross-section 
when using a quadratic fit was found to be negligible. The vari-
ations observed between event generators may be partly due to 
differences in the modelling of QCD radiation within the rapidity 
interval bounded by the dijet system, which affects the extrap-
olation from the central-jet-enriched QCD-enriched region to the 
central-jet-suppressed EW-enriched region. The variation between 
event generators is much larger than the effect of PDF and scale 
uncertainties in a particular prediction (indicated in Fig. 3(a) by a 
shaded band on the predictions from Sherpa). Estimating the un-
certainties associated with QCD-Z j j mismodelling from PDF and 
scale variations around a single generator prediction would thus 
result in an underestimate of the true theoretical uncertainty as-
sociated with this mismodelling. In this measurement, the span 
of resultant EW-Z j j cross-sections extracted from the use of each 
of the three QCD-Z j j templates is assessed as a systematic uncer-
tainty. The variation in the EW-Z j j cross-section measurement due 
to a change in the EW-Z j j signal template used in the derivation 
of the m jj correction factors (from Powheg to Sherpa) is found to 
be negligible.

To test the dependence of the QCD-Z j j correction factors on 
the modelling of any additional jet emitted in the dijet rapidity 
interval, the QCD-enriched control region is divided into pairs of 
mutually exclusive subsets according to the |y| of the highest pT
jet within the rapidity interval bounded by the dijet system, the 
pT of that jet, or the value of N interval

jet (pT>25 GeV)
. The continuous cor-

rection factors are determined from each subregion using both a 
linear and a quadratic fit to the data. Correction factors derived in 
the subregions using quadratic fits result in the largest variation 
in the extracted cross-sections. These fits are shown in Fig. 3(b) 
for the Alpgen QCD-Z j j sample, which displays the largest vari-
ation between subregions of the three event generators used to 
produce QCD-Z j j predictions. Within statistical uncertainties the 
measured EW-Z j j cross-sections are not sensitive to the definition 
of the control region used.

The normalisations of the corrected QCD-Z j j templates and the 
EW-Z j j templates are allowed to vary independently in a fit to the 
background-subtracted m jj distribution in the EW-enriched region. 
The measured electroweak production cross-section is determined 
from the data minus the QCD-Z j j contribution determined from 
these fits (Eq. (3)). As the choice of EW-Z j j template can influence 
the normalisation of the QCD-Z j j template in the EW-enriched 
region fit, the measured EW-Z j j cross-section determination is re-
peated for each QCD-Z j j template using either the Powheg or
Sherpa EW-Z j j template in the fit. The central value of the result 
quoted is the average of the measured EW-Z j j cross-sections de-
termined with each of the six combinations of the three QCD-Z j j
and two EW-Z j j templates, with the envelope of measured re-
sults from these variations taken as an uncertainty associated with 
the dependence on the modelling of the templates in the EW-
enriched region. Separate uncertainties are assigned for the deter-
mination of the QCD-Z j j correction factors in the QCD-enriched 
region and their propagation into the EW-enriched region. The 
measurement of the EW-Z j j cross-section in the EW-enriched re-
gion for m jj > 1 TeV is extracted from the same fit procedure, with 
data and QCD-Z j j yields integrated for m jj > 1 TeV.

Fig. 4(a) shows a comparison in the EW-enriched region of 
the fitted EW-Z j j and m jj -reweighted QCD-Z j j templates to the 
background-subtracted data, from which the measured EW-Z j j
cross-section is extracted. Fig. 4(b) demonstrates how the data in 
the EW-enriched region is modelled with the fitted EW-Z j j and 
m jj-reweighted QCD-Z j j templates, for the three different QCD-Z j j
event generators (and their corresponding correction factors de-
rived in the QCD-enriched region shown in Fig. 3(a)). Despite 
significantly different modelling of the m jj distribution between 
event generators, and different models for additional QCD radia-
tion, the results of the combined correction and fit procedure give 
a consistent description of the data.

6.2. Systematic uncertainties in the EW-Z j j fiducial cross-section

The total systematic uncertainty in the cross-section for EW-Z j j
production in the EW-enriched fiducial region is 17% (16% in the 
EW-enriched m jj > 1 TeV region). The sources and size of each 
systematic uncertainty are summarised in Table 4.

Systematic uncertainties associated with the EW-Z j j signal 
template used in the fit and EW-Z j j signal extraction are obtained 
from the variation in the measured cross-section when using ei-
ther of the individual EW-Z j j MC samples (Powheg and Sherpa) 
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Fig. 4. (a) Comparison in the EW-enriched region of the sum of EW-Z j j and m jj -reweighted QCD-Z j j templates to the data (minus the non-Z j j backgrounds). The normal-
isation of the templates is adjusted to the results of the fit (see text for details). The EW-Z j j MC sample comes from the Powheg event generator and the QCD-Z j j MC 
sample comes from the Alpgen event generator. (b) The ratio of the sum of the EW-Z j j and m jj -reweighted QCD-Z j j templates to the background-subtracted data in the 
EW-enriched region, for three different QCD-Z j j MC predictions. The normalisation of the templates is adjusted to the results of the fit. Error bars represent the statistical 
uncertainties in the data and combined QCD-Z j j plus EW-Z j j MC samples added in quadrature. The hatched band represents experimental systematic uncertainties in the 
m jj distribution.

Table 4
Systematic uncertainties contributing to the measurement of the EW-Z j j cross-sections for m jj > 250 GeV and 
m jj > 1 TeV. Uncertainties are grouped into EW-Z j j signal modelling, QCD-Z j j background modelling, QCD-EW 
interference, non-Z j j backgrounds, and experimental sources.

Source Relative systematic uncertainty [%]

σ
m jj>250 GeV
EW σ

m jj>1 TeV
EW

EW-Z jj signal modelling (QCD scales, PDF and UEPS) ± 7.4 ± 1.7

EW-Z jj template statistical uncertainty ± 0.5 ± 0.04

EW-Z jj contamination in QCD-enriched region −0.1 −0.2

QCD-Z jj modelling (m jj shape constraint / third-jet veto) ± 11 ± 11

Stat. uncertainty in QCD control region constraint ± 6.2 ± 6.4

QCD-Z jj signal modelling (QCD scales, PDF and UEPS) ± 4.5 ± 6.5

QCD-Z jj template statistical uncertainty ± 2.5 ± 3.5

QCD-EW interference ± 1.3 ± 1.5

t̄t and single-top background modelling ± 1.0 ± 1.2

Diboson background modelling ± 0.1 ± 0.1

Jet energy resolution ± 2.3 ± 1.1

Jet energy scale +5.3/−4.1 +3.5/−4.2

Lepton identification, momentum scale, trigger, pile-up +1.3/−2.5 +3.2/−1.5

Luminosity ± 2.1 ± 2.1

Total ± 17 ± 16

compared to the average of the two, taken as the central value. Un-
certainties in the EW-Z j j templates due to variations of the QCD 
scales, of the PDFs, and of the UEPS model are also included as are 
statistical uncertainties in the templates themselves.

Following the extraction of the EW-Z j j cross-section in the EW-
enriched regions, the normalisations of the EW-Z j j MC samples are 
modified to agree with the measurements and the potential EW 
contamination of the QCD-enriched region is recalculated, which 
leads to a modification of the QCD-Z j j correction factors. The 
EW-Z j j cross-section measurement is repeated with these mod-
ified QCD-Z j j templates and the change in the resultant cross-
sections is assigned as a systematic uncertainty associated with 
the EW-Z j j contamination of the QCD-enriched region.

As discussed in Section 6.1, the use of a QCD-enriched region 
provides a way to correct for QCD-Z j j modelling issues and also 
constrains theoretical and experimental uncertainties associated 
with observables constructed from the two leading jets. Neverthe-

less, the largest contribution to the total uncertainty arises from 
modelling uncertainties associated with propagation of the m jj

correction factors for QCD-Z j j in the QCD-enriched region into the 
EW-enriched region, and these correction factors depend on the 
modelling of the additional jet activity in the QCD-Z j j MC samples 
used in the measurement. The uncertainty is assessed by repeat-
ing the EW-Z j j cross-section measurement with m jj -reweighted 
QCD-Z j j MC templates from Alpgen, MG5_aMC, and Sherpa, and 
assigning the variation of the measured cross-sections from the 
central EW-Z j j result as a systematic uncertainty. Statistical un-
certainties from data and simulation in the m jj correction factors 
derived in the QCD-enriched region are also propagated through 
to the measured EW-Z j j cross-section as a systematic uncertainty. 
Uncertainties associated with QCD renormalisation and factori-
sation scales, PDF error sets, and UEPS modelling are assessed 
by studying the change in the extracted EW-Z j j cross-sections 
when repeating the measurement procedure, including rederiving 
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m jj correction factors in the QCD-enriched region and repeating 
fits in the EW-enriched region, using modified QCD-Z j j MC tem-
plates. Statistical uncertainties in the QCD-Z j j template in the EW-
enriched region are also propagated as a systematic uncertainty in 
the EW-Z j j cross-section measurement.

Potential quantum-mechanical interference between the
QCD-Z j j and EW-Z j j processes is assessed using MG5_aMC to de-
rive a correction to the QCD-Z j j template as a function of m jj . The 
impact of interference on the measurement is determined by re-
peating the EW-Z j j measurement procedure twice, either applying 
this correction to the QCD-Z j j template only in the QCD-enriched 
region or only in the EW-enriched region and taking the maximum 
change in the measured EW-Z j j cross-section as a symmetrised 
uncertainty. This approach assumes the interference affects only 
one of the two fiducial regions and therefore has a maximal im-
pact on the signal extraction. Potential interference between the 
Z j j and diboson processes was found to be negligible.

Normalisation and shape uncertainties in the estimated back-
ground from top-quark and diboson production are assessed with 
varied background templates as described in Section 5.4, albeit 
with significantly larger uncertainties in the EW-enriched fiducial 
region compared to the baseline region.

Experimental systematic uncertainties arising from the jet en-
ergy scale and resolution, from lepton efficiencies related to re-
construction, identification, isolation and trigger, and lepton en-
ergy/momentum scale and resolution, and from pile-up modelling, 
are independently assessed by repeating the EW-Z j j measure-
ment procedure using modified QCD-Z j j and EW-Z j j templates. 
Here, the QCD-enriched QCD-Z j j template constraint procedure 
described in Section 6.1 has the added benefit of significantly re-
ducing the jet-based experimental uncertainties, as can be seen in 
Table 4 from their small impact on the total systematic uncertainty.

6.3. Electroweak Z j j results

As in the inclusive Z j j cross-section measurements, the quoted 
EW-Z j j cross-section measurements are the average of the cross-
sections determined with each of the six combinations of the three 
QCD-Z j j MC templates and two EW-Z j j MC templates. The mea-
sured cross-sections for the EW production of a leptonically de-
caying Z boson and at least two jets satisfying the fiducial require-
ments for the EW-enriched regions as given in Table 1 with the re-
quirements m jj > 250 GeV and m jj > 1 TeV are shown in Table 5, 
where they are compared to predictions from Powheg+Pythia. The 
use of a differential template fit in m jj to extract the EW-Z j j signal 
allows systematic uncertainties on the EW-Z j j cross-section mea-
surements to be constrained by the bins with the most favourable 
balance of EW-Z j j signal purity and minimal shape and normali-
sation uncertainty. For the m jj > 250 GeV region, although all m jj

bins contribute to the fit, the individually most-constraining m jj

interval is the 900–1000 GeV bin. The use of this method results in 
very similar relative systematic uncertainties in the EW-Z j j cross-
section measurements at the two different m jj thresholds, despite 
the measured relative EW-Z j j contribution to the total Z j j rate for 
m jj > 1 TeV being more than six times the relative contribution of 
EW-Z j j for m jj > 250 GeV.

The EW-Z j j cross-sections at 
√

s = 13 TeV are in agreement 
with the predictions from Powheg+Pythia for both m jj > 250 GeV 
and m jj > 1 TeV. The effect on the measurement of inclusive 
Z j j production rates (Section 5.5) from correcting the EW-Z j j pro-
duction rates predicted by Powheg+Pythia to the measured rates 
presented here was found to be negligible. Modifications to the 
m jj distribution shape are already accounted for as a systematic 
uncertainty in the inclusive Z j j measurements.

Fig. 5. Fiducial cross-sections for a leptonically decaying Z boson and at least two 
jets (solid data points) and EW-Z j j production (open data points) at 13 TeV (cir-
cles) compared to equivalent results at 8 TeV [2] (triangles) and to theoretical 
predictions (shaded/hatched bands). Measurements of Z j j at 13 TeV are compared 
to predictions from Sherpa (QCD-Z j j) + Powheg (EW-Z j j), MG5_aMC (QCD-Z j j) +
Powheg (EW-Z j j), and Alpgen (QCD-Z j j) + Powheg (EW-Z j j), while measurements 
of EW-Z j j production are compared to Powheg (EW-Z j j). Results at 8 TeV are com-
pared to predictions from Powheg+Pythia (QCD-Z j j + EW-Z j j). The bottom panel 
shows the ratio of the various theory predictions to data as shaded bands. Relative 
uncertainties in the measured data are represented by an error bar centred at unity.

Fig. 6. Measurements of the EW-Z j j process presented in this Letter at a centre-
of-mass energy of 13 TeV, compared with previous measurements at 8 TeV [2], for 
two different dijet invariant mass thresholds, m jj > 0.25 TeV and m jj > 1 TeV. The 
error bars on the measurements represent statistical and systematic uncertainties 
added in quadrature. Predictions from the Powheg event generator with their total 
uncertainty are also shown.

Fig. 5 shows a summary of the fiducial cross-sections for a 
leptonically decaying Z boson and at least two jets at 13 TeV 
compared to equivalent results at 8 TeV [2] and to theoretical pre-
dictions with their uncertainties. A significant rise in cross-section 
is observed between 

√
s = 8 TeV and 

√
s = 13 TeV within each 

fiducial region. In the EW-enriched region, for m jj thresholds of 
250 GeV and 1 TeV, the measured EW-Z j j cross-sections at 13 TeV 
are found to be respectively 2.2 and 3.2 times as large as those 
measured at 8 TeV, as illustrated in Fig. 6.
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Table 5
Measured and predicted EW-Z j j production cross-sections in the EW-enriched fiducial regions with and 
without an additional kinematic requirement of m jj > 1 TeV. For the measured cross-sections, the first 
uncertainty given is statistical, the second is systematic and the third is due to the luminosity determi-
nation. For the predictions, the quoted uncertainty represents the statistical uncertainty, plus systematic 
uncertainties from the PDFs and factorisation and renormalisation scale variations, all added in quadra-
ture.

Fiducial region EW-Z jj cross-sections [fb]

Measured Powheg+Pythia

EW-enriched, m jj > 250 GeV 119 ± 16 ± 20 ± 2 125.2 ±3.4

EW-enriched, m jj > 1 TeV 34.2 ± 5.8 ± 5.5 ± 0.7 38.5 ±1.5

7. Summary

Fiducial cross-sections for the electroweak production of two 
jets in association with a leptonically decaying Z boson in proton–
proton collisions are measured at a centre-of-mass energy of 
13 TeV, using data corresponding to an integrated luminosity of 
3.2 fb−1 recorded with the ATLAS detector at the Large Hadron 
Collider. The EW-Z j j cross-section is extracted in a fiducial region 
chosen to enhance the EW contribution relative to the dominant 
QCD-Z j j process, which is constrained using a data-driven ap-
proach. The measured fiducial EW cross-section is σ Zjj

EW = 119 ±
16 (stat.)± 20 (syst.)± 2 (lumi.) fb for dijet invariant mass greater 
than 250 GeV, and 34.2 ± 5.8 (stat.) ± 5.5 (syst.) ± 0.7 (lumi.) fb 
for dijet invariant mass greater than 1 TeV. A comparison with pre-
viously published measurements at 

√
s = 8 TeV is presented, with 

measured EW-Z j j cross-sections at 
√

s = 13 TeV found to be 2.2 
(3.2) times as large as those measured at 

√
s = 8 TeV in the low 

(high) dijet mass EW-enriched regions. Relative to measurements 
at 

√
s = 8 TeV, the increased 

√
s allows a region of higher dijet 

mass to be explored, in which the EW-Z j j signal is more promi-
nent. The Standard Model predictions are in agreement with the 
EW-Z j j measurements.

The inclusive Z j j cross-section is also measured in six differ-
ent fiducial regions with varying contributions from EW-Z j j and 
QCD-Z j j production. At higher dijet invariant masses (> 1 TeV), 
particularly crucial for precision measurements of EW-Z j j produc-
tion and for searches for new phenomena in vector-boson fusion 
topologies, predictions from Sherpa (QCD-Z j j) + Powheg (EW-Z j j) 
and MG5_aMC (QCD-Z j j) + Powheg (EW-Z j j) are found to sig-
nificantly overestimate the observed Z j j production rates in data.
Alpgen (QCD-Z j j) + Powheg (EW-Z j j) provides a better descrip-
tion of the m jj shape.
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Abstract Measurements of the production cross section of
a Z boson in association with jets in proton–proton colli-
sions at

√
s = 13 TeV are presented, using data correspond-

ing to an integrated luminosity of 3.16 fb−1 collected by the
ATLAS experiment at the CERN Large Hadron Collider in
2015. Inclusive and differential cross sections are measured
for events containing a Z boson decaying to electrons or
muons and produced in association with up to seven jets
with pT > 30 GeV and |y| < 2.5. Predictions from different
Monte Carlo generators based on leading-order and next-
to-leading-order matrix elements for up to two additional
partons interfaced with parton shower and fixed-order pre-
dictions at next-to-leading order and next-to-next-to-leading
order are compared with the measured cross sections. Good
agreement within the uncertainties is observed for most of
the modelled quantities, in particular with the generators
which use next-to-leading-order matrix elements and the
more recent next-to-next-to-leading-order fixed-order pre-
dictions.
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1 Introduction

The measurement of the production of a Z boson1 in asso-
ciation with jets, Z + jets, constitutes a powerful test of per-
turbative quantum chromodynamics (QCD) [1,2]. The large
production cross section and easily identifiable decays of the
Z boson to charged leptonic final states offer clean exper-
imental signatures which can be precisely measured. Such
processes also constitute a non-negligible background for
studies of the Higgs boson and in searches for new phenom-
ena; typically in these studies, the multiplicity and kinematics
of the jets are exploited to achieve a separation of the signal
of interest from the Standard Model (SM) Z + jets process.
These quantities are often measured in control regions and
subsequently extrapolated to the signal region with the use
of Monte Carlo (MC) generators, which are themselves sub-
ject to systematic uncertainty and must be tuned and validated
using data. Predictions from the most recent generators com-
bine next-to-leading-order (NLO) multi-leg matrix elements
with a parton shower (PS) and a hadronisation model. Fixed-
order parton-level predictions for Z+jets production at next-
to-next-to-leading order (NNLO) are also available [3–6].

The Z + jets production differential cross section was
previously measured by the ATLAS [7], CMS [8], and

1 Throughout this paper, Z/γ ∗-boson production is denoted simply by
Z -boson production.
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LHCb [9] collaborations at the CERN Large Hadron Collider
(LHC) [10] at centre-of-mass energies of

√
s = 7 TeV [11–

15] and 8 TeV [16–18], and by the CDF and D0 collaborations
at the Tevatron collider at

√
s = 1.96 TeV [19,20]. In this

paper, proton–proton (pp) collision data corresponding to an
integrated luminosity of 3.16 fb−1, collected at

√
s = 13 TeV

with the ATLAS detector during 2015, are used for measure-
ments of the Z -boson production cross section in associa-
tion with up to seven jets within a fiducial region defined by
the detector acceptance. The Z boson is identified using its
decays to electron or muon pairs (Z → e+e−, Z → μ+μ−).
Cross sections are measured separately for these two chan-
nels, and for their combination, as a function of the inclusive
and exclusive jet multiplicity Njets and the ratio of successive
inclusive jet multiplicities (Njets + 1)/Njets, the transverse

momentum of the leading jet pjet
T for several jet multiplic-

ities, the jet rapidity yjet, the azimuthal separation between
the two leading jets �φjj, the two leading jet invariant mass
mjj, and the scalar sum HT of the transverse momenta of all
selected leptons and jets.

The paper is organised as follows. Section 2 contains a
brief description of the ATLAS detector. The data and simu-
lated samples as well as the Z + jets predictions used in the
analysis are described in Sect. 3. The event selection and its
associated uncertainties are presented in Sect. 4, while the
methods employed to estimate the backgrounds are shown
in Sect. 5. Comparisons between data and Monte Carlo pre-
dictions for reconstructed distributions are found in Sect. 6,
while the unfolding procedure is described in Sect. 7. Sec-
tion 8 presents the analysis results, the comparisons to pre-
dictions, and a discussion of their interpretation. Conclusions
are provided in Sect. 9.

2 The ATLAS detector

The ATLAS experiment at the LHC is a multi-purpose parti-
cle detector with a forward-backward symmetric cylindrical
geometry and nearly 4π coverage in solid angle.2 It consists
of an inner tracking detector, electromagnetic and hadronic
calorimeters, and a muon spectrometer. The inner tracker is

2 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-
axis along the beam pipe. The x-axis points from the IP to the centre of
the LHC ring, and the y-axis points upwards. Cylindrical coordinates
(r, φ) are used in the transverse plane, φ being the azimuthal angle
around the z-axis. The pseudorapidity is defined in terms of the polar
angle θ as η = − ln tan(θ/2). Angular distance is measured in units of
�R ≡ √

(�η)2 + (�φ)2. When dealing with massive jets and particles,

the rapidity y = 1
2 ln

(
E+pz
E−pz

)
is used, where E is the jet/particle energy

and pz is the z-component of the jet/particle momentum.

surrounded by a thin superconducting solenoid magnet and
provides precision tracking of charged particles and momen-
tum measurements in the pseudorapidity range |η| < 2.5.
This region is matched to a high-granularity electromag-
netic (EM) sampling calorimeter covering the pseudorapid-
ity range |η| < 3.2, and a coarser granularity calorimeter
up to |η| = 4.9. The hadronic calorimeter system covers
the entire pseudorapidity range up to |η| = 4.9. The muon
spectrometer consists of three large superconducting toroids
each containing eight coils, a system of trigger chambers,
and precision tracking chambers, which provide trigger and
tracking capabilities in the range |η| < 2.4 and |η| < 2.7,
respectively. A two-level trigger system [21] is used to select
events. The first-level trigger is implemented in hardware and
uses a subset of the detector information. This is followed
by the software-based high-level trigger system, which runs
offline reconstruction, reducing the event rate to approxi-
mately 1 kHz.

3 Data set, simulated event samples, and predictions

3.1 Data set

The data used in this analysis were collected by the ATLAS
detector during August to November 2015. During this
period, the LHC circulated 6.5 TeVproton beams with a 25 ns
bunch spacing. The peak delivered instantaneous luminos-
ity was L = 5 × 1033 cm−2 s1 and the mean number of pp
interactions per bunch crossing (hard scattering and pile-up
events) was 〈μ〉 = 13. The data set used in this measurement
corresponds to a total integrated luminosity of 3.16 fb−1.

3.2 Simulated event samples

Monte Carlo simulations, normalised to higher-order calcu-
lations, are used to estimate most of the contributions from
background events, to unfold the data to the particle level, and
to compare with the unfolded data distributions. All samples
are processed with a Geant4-based simulation [22] of the
ATLAS detector [23]. An overview of all signal and back-
ground processes considered and of the generators used for
the simulation is given in Table 1. Total production cross sec-
tions for the samples, their respective uncertainties (mainly
coming from parton distribution function (PDF) and factori-
sation and renormalisation scale variations), and references
to higher-order QCD corrections, where available, are also
listed in Table 1.

Signal events (i.e. containing a Z boson with associated
jets) are simulated using the Sherpa v2.2.1 [31] generator,
denoted by Sherpa 2.2. Matrix elements (ME) are calcu-
lated for up to two additional partons at NLO and up to
four partons at leading order (LO) using the Comix [34]

123

242



Eur. Phys. J. C (2017) 77 :361 Page 3 of 31 361

Table 1 Signal and background Monte Carlo samples and the genera-
tors used in the simulation. Each sample is normalised to the appropri-
ate production cross section σ and multiplied by the relevant branching
ratios (BR) per lepton flavour for this sample, as shown in the third
column. For W -boson and top-quark production, contributions from
higher-order QCD corrections were calculated following the references
given in the fifth column for the stated order. Similarly, for Z -boson pro-
duction, higher-order QCD corrections were evaluated in the dilepton
invariant mass range 66 < m

 < 116 GeV following the references

given in the fifth column for the stated order, and extrapolation scaling
factors were applied to match mass ranges used by each simulation as
given in the first column. The theory uncertainties as given in the final
column correspond to PDF and scale variations. The diboson samples
include on-shell and off-shell WW , WZ and Z Z production. Recently,
NNLO QCD predictions have been made available for the diboson pro-
cesses [32,33]. However, these higher-order corrections have a negligi-
ble impact on this analysis

Process Generator (σ · BR) [pb] Normalisation
order

References Theory
uncert.
(%)

Z(→ 
+
−) + jets
(
 = e, μ;m

 > 40 GeV)

Sherpa 2.2 2106 NNLO [24–27] 5

Z(→ 
+
−) + jets
(
 = e, μ, τ ;m

 > 40 GeV)

MG5_aMC@NLO+Py8 2103 NNLO [24–27] 5

W → 
ν (
 = e, μ) MG5_aMC@NLO+Py8 20, 080 NNLO [24–27] 5

t t (mt = 172.5 GeV)

Perugia2012(radHi/radLo) Powheg+Py6 831 NNLO+NNLL [28] 6

UE- EE- 5 MG5_aMC@NLO+Herwig++ 831 NNLO+NNLL [28] 6

Single top quark (Wt) Powheg+Py6 72 NLO+NNLL [29] 6

Single top quark (t-channel) Powheg+Py6 136 NLO+NNLL [30] 6

Single top anti-quark (t-channel) Powheg+Py6 81 NLO+NNLL [30] 6

Dibosons Sherpa 2.1 97 NLO [31] 6

and OpenLoops [35] matrix element generators. They are
merged with theSherpa parton shower [36] (with a matching
scale of 20 GeV) using the ME+PS@NLO prescription [37].
A five-flavour scheme is used for these predictions. The
NNPDF30NLO PDF set [38] is used in conjunction with a
dedicated set of parton-shower-generator parameters (tune)
developed by the Sherpa authors. This sample is used for the
nominal unfolding of the data distributions, to compare to the
cross-section measurements, and to estimate the systematic
uncertainties.

A simulated sample of Z + jets production is also pro-
duced with the MADGRAPH_aMC@NLO (denoted by
MG5_aMC@NLO) v2.2.2 generator [39], using matrix
elements including up to four partons at leading order
and employing the NNPDF30NLO PDF set, interfaced to
Pythia v8.186 [40] to model the parton shower, using the
CKKWL merging scheme [41] (with a matching scale of
30 GeV). A five-flavour scheme is used. TheA14 [42] parton-
shower tune is used together with the NNPDF23LO PDF
set [43]. The sample is denoted by MG5_aMC+Py8CKKWL
and is used to provide cross-checks of the systematic uncer-
tainty in the unfolding and to model the small Z → ττ back-
ground. In addition, a MG5_aMC@NLO sample with matrix
elements for up to two jets and with parton showers beyond
this, employing the NNPDF30NLO PDF set and interfaced
to Pythia v8.186 to model the parton shower, is generated
using the FxFx merging scheme [44] (with a matching scale
of 25 GeV [45]) and is denoted by MG5_aMC+Py8 FxFx.

This sample also uses a five-flavour scheme and the A14

parton-shower tune with the NNPDF23LO PDF set. Both
MG5_aMC@NLO samples are used for comparison with
the unfolded cross-section measurements.

The measured cross sections are also compared to predic-
tions from the leading-order matrix element generator Alp-
gen v2.14 [46] interfaced toPythia v6.426 [47] to model the
parton shower, denoted by Alpgen+Py6, using the Peru-

gia2011C [48] parton-shower tune and the CTEQ6L1 PDF
set [49]. A four-flavour scheme is used. Up to five additional
partons are modelled by the matrix elements merged with the
MLM prescription [46] (with a matching scale of 20 GeV).
The matrix elements for the production of Z +bb̄ and Z +cc̄
events are explicitly included and a heavy-flavour overlap
procedure is used to remove the double counting of heavy
quarks from gluon splitting in the parton shower.

The Z -boson samples are normalised to the NNLO pre-
diction calculated with the Fewz 3.1 program [24–27] with
CT10nnlo PDFs [50].

Contributions from the top-quark, single-boson, and dibo-
son components of the background (described in Sect. 5)
are estimated from the following Monte Carlo samples.
Samples of top-quark pair and single top-quark produc-
tion are generated at NLO with the Powheg-Box genera-
tor [51–53] [versions v2 (r3026) for top-quark pairs and v1
for single top quarks (r2556 and r2819 for t-and Wt-
channels, respectively)] and Pythia v6.428 (Perugia2012
tune [48]). Samples with enhanced or suppressed additional
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radiation are generated with the Perugia2012radHi/Lo
tunes [48]. An alternative top-quark pair sample is pro-
duced using the MG5_aMC@NLO generator interfaced with
Herwig++ v2.7.1 [39,54], using the UE- EE- 5 tune [55].
The samples are normalised to the cross section calcu-
lated at NNLO+NNLL (next-to-next-to-leading log) with the
Top++2.0 program [28].

The W -boson backgrounds are modelled using the
MG5_aMC+Py8 CKKWL v2.2.2 generator, interfaced to
Pythia v8.186 and are normalised to the NNLO val-
ues given in Table 1. Diboson processes with fully lep-
tonic and semileptonic decays are simulated [56] using the
Sherpa v2.1.1 generator with the CT10nlo PDF set. The
matrix elements contain the doubly resonant WW , WZ
and Z Z processes, and all other diagrams with four elec-
troweak vertices. They are calculated for one or zero addi-
tional partons at NLO and up to three additional partons at
LO and merged with the Sherpa parton shower using the
ME+PS@NLO prescription.

Events involving semileptonic decays of heavy quarks,
hadrons misidentified as leptons, and, in the case of the elec-
tron channel, electrons from photon conversions are referred
to collectively as “multijet events”. The multijet background
was estimated using data-driven techniques, as described in
Sect. 5.

Multiple overlaid pp collisions are simulated with the soft
QCD processes of Pythia v.8.186 using theA2 tune [57] and
the MSTW2008LO PDF set [58]. All Monte Carlo samples
are reweighted so that the pile-up distribution matches that
observed in the data.

3.3 Fixed-order predictions

In addition to these Monte Carlo samples, parton-level fixed-
order predictions at NLO are calculated by the Black-

Hat+Sherpa collaboration for the production of Z bosons
with up to four partons [59,60]. The BlackHat+Sherpa

predictions use the CT14 PDF set [61] including variations
of its eigenvectors at the 68% confidence level, rescaled from
90% confidence level using a factor of 1/1.645. The nomi-
nal predictions use a factorisation and renormalisation scale
of HT/2 with uncertainties derived from the envelope of a
common variation of the scales by factors of 0.5, 1/

√
2,

√
2,

and 2. The effects of PDF and scale uncertainties range from
1 to 4% and from 0.1 to 10%, respectively, for the cross sec-
tions of Z -boson production in association with at least one
to four partons, and are included in the predictions which are
provided by the BlackHat+Sherpa authors for the fidu-
cial phase space of this analysis. Since these predictions are
defined before the decay leptons emit photons via final-state
radiation (Born-level FSR), corrections to the dressed level
(where all photons found within a cone of size �R = 0.1 of
the lepton from the decay of the Z boson are included) are

derived from MG5_aMC+Py8 CKKWL, separately for each
kinematic observable used to measure cross sections, with
associated systematic uncertainties obtained by comparing
to the Alpgen+Py6 generator. This correction is needed in
order to match the prediction to the lepton definition used
in the measurements. The average size of these corrections
is approximately −2%. To bring the prediction from parton
to particle level, corrections for the non-perturbative effects
of hadronisation and the underlying event are also calculated
separately for each observable using the Sherpa v2.2 gen-
erator by turning on and off in the simulation both the frag-
mentation and the interactions between the proton remnants.
The net size of the corrections is up to approximately 10%
at small values of pjet

T and vanishes for large values of pjet
T .

An uncertainty of approximately 2% for this correction is
included in the total systematic uncertainty of the prediction.

Calculations of cross sections at NNLO QCD have
recently become available [3–6]. In this paper, the results are
compared to the calculation, denoted by Z+ ≥ 1 jet Njetti
NNLO [3,4], which uses a new subtraction technique based
on N -jettiness [62] and relies on the theoretical formalism
provided in soft-collinear effective theory. The predictions,
which are provided by the authors of this calculation for the
fiducial phase space of this analysis, use a factorisation and

renormalisation scale of

√

m2


 + ∑(

pjet
T

)2
(where m

 is

the invariant mass of the dilepton system) and the CT14 PDF
set. The QCD renormalisation and factorisation scales were
jointly varied by a common factor of two, and are included
in the uncertainties. Non-perturbative and FSR corrections
and their associated uncertainties as discussed above are also
included in the predictions.

4 Event selection

Electron- and muon-candidate events are selected using
triggers which require at least one electron or muon with
transverse momentum thresholds of pT = 24 GeV or
20 GeV, respectively, with some isolation requirements for
the muon trigger. To recover possible efficiency losses at high
momenta, additional electron and muon triggers which do not
make any isolation requirements are included with thresholds
of pT ≥ 60 GeV and pT = 50 GeV, respectively. Candidate
events are required to have a primary vertex, defined as the
vertex with the highest sum of track p2

T, with at least two
associated tracks with pT > 400 MeV.

Electron candidates are required to have pT > 25 GeV and
to pass “medium” likelihood-based identification require-
ments [63,64] optimised for the 2015 operating conditions,
within the fiducial region of |η| < 2.47, excluding candi-
dates in the transition region between the barrel and endcap
electromagnetic calorimeters, 1.37 < |η| < 1.52. Muons
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are reconstructed for |η| < 2.4 with pT > 25 GeV and must
pass “medium” identification requirements [65] also opti-
mised for the 2015 operating conditions. At least one of the
lepton candidates is required to match the lepton that trig-
gered the event. The electrons and muons must also satisfy
pT-dependent cone-based isolation requirements, using both
tracking detector and calorimeter information (described in
Refs. [66,67], respectively). The isolation requirements are
tuned so that the lepton isolation efficiency is at least 90%
for pT > 25 GeV, increasing to 99% at 60 GeV. Both the
electron and muon tracks are required to be associated with
the primary vertex, using constraints on the transverse impact
parameter significance |d0|/�d0, where d0 is the transverse
impact parameter and �d0 is its uncertainty, and on the lon-
gitudinal impact parameter z0 corrected for the reconstructed
position of the primary vertex. The transverse impact param-
eter significance is required to be less than five for electrons
and three for muons, while the absolute value of the corrected
z0 multiplied by the sine of the track polar angle is required
to be less than 0.5 mm.

Jets of hadrons are reconstructed with the anti-kt algo-
rithm [68] with radius parameter R = 0.4 using topological
clusters of energy deposited in the calorimeters [69]. Jets
are calibrated using a simulation-based calibration scheme,
followed by in situ corrections to account for differences
between simulation and data [70]. In order to reduce the
effects of pile-up contributions, jets with pseudorapidity
|η| < 2.4 and pT < 60 GeV are required to have a sig-
nificant fraction of their tracks with an origin compatible
with the primary vertex, as defined by the jet vertex tagger
algorithm [71]. In addition, the expected average energy con-
tribution from pile-up clusters is subtracted according to the
η–φ catchment area of the jet [72]. Jets used in the analy-
sis are required to have pT greater than 30 GeV and rapidity
|y| < 2.5.

The overlap between leptons and jets is removed in a two-
step process. The first step removes jets closer than�R = 0.2
to a selected electron, and jets closer than �R = 0.2 to
a selected muon, if they are likely to be reconstructed from
photons radiated by the muon. In a second step, electrons and
muons are discarded if they are located closer than �R = 0.4
to a remaining selected jet. This requirement effectively
removes events with leptons and jets which are not reliably
simulated in the Monte Carlo simulation.

Events containing a Z -boson candidate are selected by
requiring exactly two leptons of the same flavour but of
opposite charge with dilepton invariant mass in the range
71 < m

 < 111 GeV. The expected and observed num-
bers of Z -boson candidates selected for each inclusive jet
multiplicity, for Njets ≥ 0 − 7, are summarised in Table 2,
separately for the Z → e+e− and the Z → μ+μ− chan-
nels. The background evaluation that appears in this table
is discussed in Sect. 5. After all requirements, 248,816 and

311,183 Z+ ≥ 1 jet events are selected in the electron and
muon channels, respectively.

4.1 Correction factors and related systematic uncertainties

Some of the object and event selection efficiencies as well
as the energy and momentum calibrations modelled by the
simulation must be corrected with simulation-to-data correc-
tion factors to better match those observed in the data. These
corrections and their corresponding uncertainties fall into the
following two categories: dependent and not dependent on
lepton flavour.

The corrections and uncertainties specific to each leptonic
final state (Z → e+e− and Z → μ+μ−) are as follows:

• Trigger:The lepton trigger efficiency is estimated in sim-
ulation, with a separate data-driven analysis performed
to obtain the simulation-to-data trigger correction factors
and their corresponding uncertainties [21].

• Lepton reconstruction, identification, and isolation:
The lepton selection efficiencies as determined from sim-
ulation are also corrected with simulation-to-data correc-
tion factors, with corresponding uncertainties [64,65].

• Energy, momentum scale/resolution: Uncertainties in
the lepton calibrations are estimated [65] because they
can cause a change of acceptance because of migration
of events across the pT threshold and m

 boundaries.

The corrections and uncertainties common to the electron
and muon final states are as follows:

• Jet energy scale and resolution: Uncertainties in the jet
energy-scale calibration and resolution have a significant
impact on the measurements, especially for the higher jet
multiplicities. The jet energy-scale calibration is based
on 13 TeV simulation and on in situ corrections obtained
from data [70]. The uncertainties are estimated using a
decorrelation scheme, resulting in a set of 19 indepen-
dent parameters which cover all of the relevant calibra-
tion uncertainties. The jet energy scale is the dominant
systematic uncertainty for all bins with at least one jet.
The jet energy-resolution uncertainty is derived by over-
smearing the jet energy in the simulation and using the
symmetrised variations as the uncertainty.

• Jet vertex tagger: The modelling of the output variable
from the jet vertex tagger is validated using data events
where the Z boson recoils against a jet. A percent-level
correction is derived and its statistical and systematic
uncertainties are used as additional uncertainties in the
efficiency to select jets from the primary vertex [71].

• Pile-up: The imperfect modelling of the effects of pile-
up leads to acceptance changes at the percent level for
different jet multiplicities. To assess this uncertainty, the
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Table 2 Fraction of signal and background processes in % in the final selection and expected and observed numbers of events for the various
inclusive jet multiplicities considered in the electron (top) and muon (bottom) channels

+ ≥ 0 jets + ≥ 1 jets + ≥ 2 jets + ≥ 3 jets + ≥ 4 jets + ≥ 5 jets + ≥ 6 jets + ≥ 7 jets

Electron channel

Z → e+e− (%) 99.3 97.6 93.9 90.3 87.3 85.2 83.3 81.2

Top quark (%) 0.2 1.2 3.8 6.5 8.6 9.7 10.5 11.6

Diboson (%) 0.2 0.8 1.6 2.4 3.4 4.4 5.5 6.6

Z → τ+τ− (%) <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

W → eν (%) <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

Multijet (%) 0.2 0.4 0.6 0.7 0.7 0.7 0.7 0.7

Expected 1,327,900 239,500 57,310 14,080 3637 978 252 63

Observed 1,347,900 248,816 59,998 14,377 3587 898 217 48

Muon channel

Z → μ+μ− (%) 99.3 97.5 94.0 90.7 88.3 86.7 84.8 84.6

Top quark (%) 0.2 1.1 3.6 6.0 7.7 8.1 8.7 7.7

Diboson (%) 0.2 0.7 1.6 2.4 3.4 4.5 5.9 7.0

Z → τ+τ− (%) <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

W → μν (%) <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

Multijet (%) 0.3 0.6 0.9 0.9 0.7 0.7 0.7 0.7

Expected 1,693,000 300,600 71,230 17,740 4523 1187 307 76

Observed 1,708,602 311,183 74,510 17,865 4387 1081 240 57

average number of interactions per bunch crossing 〈μ〉
is varied in simulation so that the behaviour of variables
sensitive to pile-up matches that observed in data.

• Luminosity: The cross sections have a 2.1% uncer-
tainty from the measurement of the integrated luminos-
ity, which is derived, following a methodology similar to
that detailed in Refs. [73,74], from a calibration of the
luminosity using x–y beam-separation scans performed
in August 2015.

5 Background estimation

Contributions from the electroweak (single boson and dibo-
son) and top-quark (single top-quark and top-quark pair)
components of the background are estimated using the Monte
Carlo samples described in Sect. 3 with corresponding uncer-
tainties as listed in Table 1. Contributions from multijet
events are evaluated with data-driven techniques as described
below. A summary of the composition and relative impor-
tance of the backgrounds in the candidate Z + jets events is
given in Table 2. The overall purity of the Z + jets selections
(fraction of signal events in the final selection) ranges from
99% in the inclusive sample to 80–85% in the ≥ 7 jets bin.

5.1 Top-quark and electroweak backgrounds

The dominant contribution to the background at high jet mul-
tiplicities comes from t t production, with the subsequent
leptonic decays of the W bosons originating from the top
quarks and is evaluated from simulation. An overall uncer-
tainty of 6%, corresponding to the PDF and scale variations
on the theoretical predictions of the inclusive cross sections,
is assigned (see Table 1). The t t background estimate is vali-
dated through a cross-section measurement of t t production
in the dilepton channel at

√
s = 13 TeV [75] as a func-

tion of the jet multiplicity, and the modelling of the addi-
tional parton radiation in t t events by Powheg+Py6 was
found to be in good agreement with this measurement. In
addition, a systematic uncertainty in the modelling of the
shape of the distributions is derived by modifying the parton-
shower intensity in the nominal simulation sample and by
comparing to the predictions from the alternative genera-
tor MG5_aMC@NLO+Herwig++ (both listed in Table 1).
The small contribution from single-top-quark events is also
estimated using Powheg+Py6 samples and assigned a 6%
uncertainty.

Diboson production in leptonic and semileptonic final
states with at least two leptons of the same flavour consti-
tutes a co-dominant background for high jet multiplicities
(see Table 2). The production of WZ bosons in association
with jets at

√
s = 13 TeV was found to be well modelled by
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the Sherpa 2.1 generator [76]. A 6% uncertainty, again cor-
responding to PDF and scale variations on the predictions, is
assessed. Since in Ref. [76] the measurement is limited by
the statistical precision for dibosons + ≥ 4 jets (resulting in
≥ 6 hadronic jets for semileptonic diboson decays), an addi-
tional systematic uncertainty of 50% in the normalisation of
the diboson background is added for Z+ ≥ 6 jets.

Minor background contributions also arise from single-
W -boson production decaying to leptonic final states and
from single-Z -boson production in the Z → τ+τ− process,
both estimated with simulation and assigned a 5% uncertainty
(as given in Table 1).

5.2 Multijet background

Background-enriched data control regions are used to esti-
mate the multijet contribution in both the electron and muon
channels. They are constructed by loosening the lepton iden-
tification and isolation requirements. Templates are built
from the dilepton invariant mass distribution, a variable that
shows discrimination between multijet background and other
processes in regions of its kinematic range, but is largely
uncorrelated with the variables used to build the multijet con-
trol regions. The templates are subsequently normalised to
events passing the Z -boson signal selection.

In the electron channel, the multijet templates are built
for each jet multiplicity from events with two same-charge
leptons with no isolation requirement, whose identification
criteria are looser than those of the signal selection, which
the leptons must not satisfy. In the muon channel, the con-
trol region is similarly built from events with two leptons
which are selected with looser identification requirements
than the signal selection and also fail the nominal isolation
requirement. In both cases, dedicated triggers better suited
to this purpose are used to populate the templates. The small
electroweak and top-quark contamination is subtracted using
simulated events.

The normalisation of the multijet template is estimated
with a log-likelihood fit to the measured dilepton invariant
mass distribution for the inclusive Z selection, using tem-
plates for Z → 
+
− and for the electroweak and top-quark
background derived from simulation. The fit is performed
in the invariant mass windows of 52 < mee < 148 GeV
and 40 < mμμ < 80 GeV for the electron and muon chan-
nels, respectively, in order to benefit from the larger multijet
contribution in the mass sidebands. The normalisation of the
multijet template is allowed to float freely while the remain-
ing non-multijet templates are constrained to be within 6%
of the predicted cross sections for these processes as given
in Table 1. The multijet fractions are evaluated separately for
each jet multiplicity, except for very high jet multiplicities
where the templates are statistically limited, and so these frac-

tions are taken from the estimates of the ≥ 5 jets and ≥ 4 jets
bins in the electron and muon channels, respectively.

The systematic uncertainties on the multijet background
are derived by varying the mass range and bin width of the
nominal fit, using the lepton transverse impact parameter d0

as the fitting variable instead of the invariant mass, using
alternative simulation samples for the templates, allowing the
normalisations of the non-multijet components to vary inde-
pendently or within a wider range, and varying the lepton
resolution and energy/momentum scales. In addition, given
the multiple sources of multijet background in the electron
channel, an alternative template is constructed by requiring
that the electrons fail to meet an isolation criterion instead of
failing to meet the nominal signal selection electron identi-
fication criterion.

The resulting estimated multijet fractions in each jet mul-
tiplicity bin are given in Table 2. Their corresponding total
uncertainties are dominated by their systematic components.
These systematic components are approximately 70% of the
multijet fraction as estimated in the electron and muon chan-
nels.

6 Kinematic distributions

The level of agreement between data and predictions is eval-
uated from the comparison of kinematic distributions. Fig-
ure 1, which presents the dilepton mass for the Z+ ≥ 1 jet
topology and the inclusive jet multiplicity, shows how well
the Sherpa 2.2 and MG5_aMC+Py8 CKKWL predictions
agree with data. The uncertainty bands shown in these dis-
tributions include the statistical uncertainties due to the
simulation sample sizes, the event-selection uncertainties
described in Sect. 4.1 (omitting the common 2.1% luminosity
uncertainty), and the background normalisation uncertainties
described in Sect. 5.

7 Unfolding of detector effects

The cross-section measurements presented in this paper are
performed within the fiducial acceptance region defined by
the following requirements:

• p

T > 25 GeV, |η
| < 2.5

• pjet
T > 30 GeV, |yjet| < 2.5

• �R(
, jet) > 0.4
• 71 < m

 < 111 GeV.

The cross sections are defined at particle (“truth”) level,
corresponding to dressed electrons and muons from the Z
bosons. The particle level also includes jets clustered using
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Fig. 1 Dilepton invariant mass for Z+ ≥ 1 jet (top) and inclusive
jet multiplicity (bottom) in the Z(→ e+e−) + jets (left) and the
Z(→ μ+μ−) + jets (right) channels. All backgrounds and the sig-
nal samples are stacked to produce the figures. Systematic uncertainties

for the signal and background distributions are combined in the hatched
band, and the statistical uncertainty is shown on the data points. The
uncertainty in the luminosity and the theory uncertainty in the signal
prediction are not included in the uncertainty band

the anti-kt algorithm [68] with radius parameter R = 0.4 for
final-state particles with decay length cτ > 10 mm, exclud-
ing the dressed Z -boson decay products.

The fiducial cross sections are estimated from the recon-
structed kinematic observables: jet multiplicity, pjet

T for dif-
ferent jet multiplicities, yjet, �φjj,mjj, and HT, for events that
pass the selection described in Sect. 4. The expected back-
ground components as described in Sect. 5 are subtracted
from the distributions in data. A variable-width binning of
these observables is used, such that the purity is at least 50%
in each bin and the size of the statistical uncertainty in most
of the bins remains below 10%.

An iterative Bayesian unfolding technique [77], as imple-
mented in the RooUnfold package [78], is used to unfold the
measurements to the particle level, thereby accounting for
detector effects related to inefficiencies, resolution, and sys-
tematic biases in the central values of the kinematic variables
describing both the leptons and the jets. The iterative unfold-
ing technique updates the initial estimators for the generated
(“truth”) distribution in consecutive steps, using Bayes’ the-
orem in each iteration to derive an unfolding matrix from
the initial response matrix (which relates truth and recon-
structed distributions of given observables) and the current
truth estimator.
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The response matrices are constructed using the
Sherpa 2.2 Z(→ 
+
−) + jets samples. Sherpa 2.2 is
also used to derive the initial truth estimator. In order to enter
the response matrix, events must pass the Z -boson selection
at generator level and at detector level and contain the num-
ber of jets required by the preselection for a given observ-
able at both generator and detector level. Reconstructed jets
are required to match the corresponding generator-level jets
within a cone of size �R = 0.4 for all distributions except
global quantities such as the jet multiplicity and HT. A given
bin (i, j) in the response matrix therefore corresponds to the
probability that a true jet object in bin j is reconstructed in
bin i of the distribution. Figure 2 illustrates two examples
of response matrices. The resulting ratios of detector-level
to truth-level event yields are typically 0.65 and 0.8 for the
electron and muon channels, respectively.

The background-subtracted data are corrected for the
expected fraction of events with reconstructed objects
unmatched to any generator object before entering the itera-

tive unfolding. The number of iterations used for the iterative
unfolding of each distribution (two) is chosen by unfolding
the Sherpa 2.2 samples reweighted to data and comparing
to the generated reweighted distribution. The unfolded event
yields are divided by the integrated luminosity of the data
sample and the bin width of the distribution in question to
provide the final fiducial cross sections. The final result is
given by

σi = 1

εi L

∑

j

Ui j N
data
j

(
1 − f unmatched

j

)
, (1)

where L is the integrated luminosity, εi is the reconstruction
efficiency for truth bin i , N data

j corresponds to the number of

events observed in data in reconstructed bin j and f unmatched
j

is its fraction of unmatched events calculated from simula-
tion, and Ui j is the unfolding matrix calculated after two
iterations, using the updated prior from the first iteration and
the response matrix.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

jetsDetector level N

je
ts

Pa
rti

cl
e 

le
ve

l N

0

1

2

3

4

5

6

7

8 ATLAS Simulation
Response matrix

 2.2HERPAS
) + jets−e+ e→*(γZ/

 = 13 TeVs

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 [GeV]TDetector level H

0 1 2 3 4 5 6 7 8 200 400 600 800 1000 1200 1400 1600

 [G
eV

]
T

Pa
rti

cl
e 

le
ve

l H

200

400

600

800

1000

1200

1400

1600
ATLAS Simulation
Response matrix

 2.2HERPAS
 1 jet≥) + −μ+μ→*(γZ/

 = 13 TeVs

Fig. 2 Response matrices corresponding to the exclusive jet multiplicity for Z + jets events in the electron channel (left) and to the HT for
Z+ ≥ 1 jet events in the muon channel (right). The sum of the entries in each row is normalised to unity. Both matrices are obtained from
Sherpa 2.2

Table 3 Measured fiducial cross sections in the electron and muon channels for successive inclusive jet multiplicities. The total statistical and
systematic uncertainties are given, along with the uncertainty in the luminosity

Jet multiplicity Measured cross section ± (stat.)± (syst.)± (lumi.) [pb]

Z → ee Z → μμ

≥0 jets 743± 1± 24± 16 738± 1± 23± 16

≥1 jets 116.6± 0.3± 9.9± 2.5 115.7± 0.2± 9.7± 2.5

≥2 jets 27.1± 0.1± 2.9± 0.6 27.0± 0.1± 2.8± 0.6

≥3 jets 6.20± 0.06± 0.82± 0.14 6.22± 0.05± 0.83± 0.14

≥4 jets 1.49± 0.03± 0.23± 0.04 1.48± 0.03± 0.23± 0.04

≥5 jets 0.357± 0.013± 0.069± 0.009 0.354± 0.012± 0.068± 0.009

≥6 jets 0.082± 0.006± 0.019± 0.002 0.076± 0.005± 0.019± 0.002

≥7 jets 0.0180± 0.0029± 0.0051± 0.0005 0.0166± 0.0027± 0.0060± 0.0004
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7.1 Systematic uncertainties associated with the unfolding
procedure

The limited size of a simulation sample can create biases in
the distributions. Systematic uncertainties account for pos-
sible residual biases in the unfolding procedure due to, e.g.
modelling of the hadronisation in the simulation, migrations
into other kinematic distributions not explicitly part of the
unfolding, or the finite bin width used in each distribution.
The following uncertainties arise from the unfolding proce-
dure.

• The statistical uncertainties of the response matrices
derived from Sherpa 2.2 are propagated to the unfolded
cross sections with a toy simulation method. A total of
5000 ensembles (pseudo-experiments) of unfolded sam-
ples are generated. For each sample, the number of recon-
structed events in each bin is generated randomly accord-
ing to a Gaussian distribution, where the mean is the nom-
inal number of events before unfolding and the width
is its corresponding statistical uncertainty. Unfolding is

performed for each ensemble. The widths of resulting
distributions are taken as a systematic uncertainty of the
unfolding.

• The Sherpa 2.2 samples are reweighted at generator
level, such that the distribution of the leading jet pT at
detector level matches that observed in the data. The mod-
ified Sherpa 2.2 samples are then used to unfold the data
again and the variations in the resulting cross sections are
used to derive a systematic uncertainty.

• An additional check is performed by unfolding recon-
structed MG5_aMC+Py8 CKKWL events using
Sherpa 2.2 response matrices. The residual non-closure
is accounted for by an additional flat uncertainty of 3%
for all distributions.

8 Results

The measured cross sections, presented in Sect. 8.1, are cal-
culated in the electron and muon channels separately and the
compatibility of the results of the two channels is evaluated.

Table 4 Relative statistical and systematic uncertainties (in %) in the measured cross sections of Z + jets production for successive inclusive jet
multiplicities in the electron (top) and muon (bottom) channels

Systematic source Relative uncertainty in σ(Z(→ 
+
−)+ ≥ Njets) (%)

+ ≥ 0 jets + ≥ 1 jets + ≥ 2 jets + ≥ 3 jets + ≥ 4 jets + ≥ 5 jets + ≥ 6 jets + ≥ 7 jets

Z → e+e−

Electron trigger 0.1 0.1 0.1 0.2 0.2 0.2 0.3 0.3

Electron selection 1.2 1.6 1.8 1.9 2.3 2.7 2.9 3.8

Jet energy scale <0.1 6.6 9.2 11.5 13.8 17.3 20.6 23.7

Jet energy resolution <0.1 3.7 3.7 4.4 5.3 5.2 6.2 7.3

Jet vertex tagger <0.1 1.3 2.1 2.8 3.6 4.5 5.5 6.3

Pile-up 0.4 0.2 0.1 0.2 0.2 0.1 0.4 0.8

Luminosity 2.1 2.1 2.2 2.3 2.4 2.5 2.6 2.8

Unfolding 3.0 3.0 3.0 3.0 3.0 3.1 3.1 3.2

Background 0.1 0.3 0.6 1.0 1.6 3.3 6.0 11.6

Total syst. Uncertainty 3.9 8.7 11.0 13.4 15.9 19.5 23.6 28.7

Stat. uncertainty 0.1 0.2 0.5 0.9 1.9 3.7 7.7 15.9

Z → μ+μ−

Muon trigger 0.4 0.5 0.4 0.5 0.4 0.5 0.9 0.6

Muon selection 0.8 0.9 1.0 1.0 1.0 1.5 4.2 16.6

Jet energy scale <0.1 6.8 9.1 11.9 14.0 17.0 20.9 23.7

Jet energy resolution <0.1 3.6 3.6 4.1 5.0 5.9 6.2 9.3

Jet vertex tagger <0.1 1.3 2.1 3.1 3.6 4.4 5.6 6.6

Pile-up 0.4 0.1 <0.1 0.3 0.5 0.1 0.4 0.9

Luminosity 2.1 2.1 2.2 2.3 2.4 2.5 2.6 2.7

Unfolding 3.0 3.0 3.0 3.0 3.0 3.1 3.1 3.2

Background 0.2 0.4 0.6 0.9 1.7 4.0 7.4 12.9

Total syst. Uncertainty 3.8 8.7 10.8 13.6 16.0 19.4 24.6 36.3

Stat. uncertainty 0.1 0.2 0.4 0.8 1.7 3.4 7.2 16.3
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Fig. 3 Measured fiducial cross section as a function of the inclusive
jet multiplicity (left) and the leading jet pT for inclusive Z+ ≥ 1 jet
events (right) in the electron and the muon channels and compared
to their combined value. The ratios of the two measurements to the

combined results are also shown in the bottom panels. The error bars
indicate the statistical uncertainty, and the hatched bands the statistical
and the flavour-uncorrelated systematic uncertainties of the combined
result, added in quadrature

Table 5 Measured combined fiducial cross sections for successive
inclusive jet multiplicities. The statistical, systematic, and luminosity
uncertainties are given

Jet multiplicity Measured cross section
± (stat.)± (syst.)± (lumi.)
[pb]
Z → 



≥0 jets 740 ± 1 ± 23 ± 16

≥1 jets 116.0 ± 0.3 ± 9.7 ± 2.5

≥2 jets 27.0 ± 0.1 ± 2.8 ± 0.6

≥3 jets 6.20 ± 0.04 ± 0.82 ± 0.14

≥4 jets 1.48 ± 0.02 ± 0.23 ± 0.04

≥5 jets 0.36 ± 0.01 ± 0.07 ± 0.01

≥6 jets 0.079 ± 0.004 ± 0.018 ± 0.002

≥7 jets 0.0178 ± 0.0019 ± 0.0049 ± 0.0005

In order to improve the precision of the measurement, these
results are then combined, taking into account the correla-
tions of the systematic uncertainties. The comparisons of the
combined results to the predictions are presented in Sect. 8.2.

8.1 Results in the individual channels and the combination

The fiducial cross-section measurements in the Z(→ e+e−)+
jets and Z(→ μ+μ−) + jets channels as a function of the

inclusive jet multiplicities are presented in Table 3. The data

Table 6 Measured combined ratios of the fiducial cross sections for
successive inclusive jet multiplicities. The statistical, systematic, and
luminosity uncertainties are given

Jet multiplicity Measured cross-section ratio
± (stat.)± (syst.)± (lumi.)
Z → 



≥1 jets/≥0 jets 0.1568 ± 0.0004 ± 0.0131 ± 0.0001

≥2 jets/≥1 jets 0.2327 ± 0.0011 ± 0.0093 ± 0.0002

≥3 jets/≥2 jets 0.2299 ± 0.0018 ± 0.0095 ± 0.0002

≥4 jets/≥3 jets 0.2390 ± 0.0035 ± 0.0094 ± 0.0002

≥5 jets/≥4 jets 0.2397 ± 0.0068 ± 0.0111 ± 0.0002

≥6 jets/≥5 jets 0.2213 ± 0.0127 ± 0.0123 ± 0.0003

≥7 jets/≥6 jets 0.2240 ± 0.0264 ± 0.0222 ± 0.0003

statistical uncertainties are propagated through the unfolding
by using pseudo-experiments. As mentioned in Sect. 7, the
systematic uncertainties are propagated through the unfold-
ing via the migration matrices and via the variation of the
subtracted background. Table 4 shows the resulting total rel-
ative statistical and systematic uncertainties as well as the
systematic components [lepton trigger, lepton selection, jet
energy scale and resolution, jet vertex tagging, pile-up, lumi-
nosity (all described in Sect. 4.1)], unfolding (described in
Sect. 7), and background (described in Sect. 5) as a func-
tion of the inclusive jet multiplicity, presented separately for
the electron and muon channels. The jet energy scale is the
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dominant systematic uncertainty for all bins with at least one
jet.

Figure 3 shows a comparison of the electron and muon
channels for the measured fiducial cross section as a func-
tion of the inclusive jet multiplicity and of the leading jet pT

for inclusive Z+ ≥ 1 jet events. This figure demonstrates
that the results in the electron and muon channels are com-
patible and hence can be combined to improve the precision
of the measurement. This figure also shows the result of this
combination described below.

The results from the electron and muon channels are com-
bined at dressed level for each distribution separately: inclu-
sive and exclusive jet multiplicities, ratio for successive inclu-
sive jet multiplicities, leading jet pT for Z+ ≥ 1, 2, 3, 4 jet
events and jet pT for exclusive Z + 1 jet events, leading jet
rapidity for inclusive Z+ ≥ 1 jet events, HT, �φjj, and mjj.
A χ2 function whose sum runs over all measurement sets
(electrons and muons), measurement points, and some of
the uncertainty sources, is used for the combination [79,80]
and distinguishes between bin-to-bin correlated and uncorre-
lated sources of uncertainties, the latter comprising the sta-
tistical uncertainty of the data and the statistical unfolding
uncertainty. Uncertainties specific to the lepton flavour and

to the background are included in the χ2 function, while
the remaining, flavour-uncorrelated, systematic uncertainties
related to jets, pile-up, luminosity, and unfolding are aver-
aged after the combination.

8.2 Comparisons of results to predictions

The cross-section measurement for different inclusive Z +
jets multiplicities and their ratios obtained from the combi-
nation are found in Tables 5 and 6. Figure 4 shows the com-
parison of these results with the NLO QCD fixed-order cal-
culations from BlackHat+Sherpa and with the predictions
from Sherpa 2.2,Alpgen+Py6, MG5_aMC+Py8CKKWL,
and MG5_aMC+Py8 FxFx. The plots show the particle-level
cross section with the generator predictions normalised to
the inclusive NNLO cross sections in the top panel, accom-
panied by the ratios of the various predictions with respect to
the data in the bottom panels. Uncertainties from the parton
distribution functions and QCD scale variations are included
in the BlackHat+Sherpa predictions, as described in
Sect. 3.3. A constant 5% theoretical uncertainty is used
for Sherpa 2.2, Alpgen+Py6, MG5_aMC+Py8 CKKWL,
and MG5_aMC+Py8 FxFx, as described in Table 1. The
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Fig. 4 Measured cross section as a function of the inclusive jet
multiplicity (left) and ratio for successive inclusive jet multiplicities
(right) for inclusive Z + jets events. The data are compared to the
predictions from BlackHat+Sherpa, Sherpa 2.2, Alpgen+Py6,
MG5_aMC+Py8 CKKWL, and MG5_aMC+Py8 FxFx. The error bars
correspond to the statistical uncertainty, and the hatched bands to

the data statistical and systematic uncertainties (including luminos-
ity) added in quadrature. A constant 5% theoretical uncertainty is
used for Sherpa 2.2, Alpgen+Py6, MG5_aMC+Py8 CKKWL, and
MG5_aMC+Py8 FxFx. Uncertainties from the parton distribution func-
tions and QCD scale variations are included in the BlackHat+Sherpa
predictions, as described in Sect. 3.3
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Fig. 5 Measured cross section as a function of the leading jet pT for
inclusive Z+ ≥ 1, 2, 3, 4 jet events (left) and absolute value of the
leading jet rapidity for inclusive Z+ ≥ 1 jet events (right). The data
are compared to the predictions from Z+ ≥ 1 jet Njetti NNLO,Black-
Hat+Sherpa, Sherpa 2.2,Alpgen+Py6, MG5_aMC+Py8CKKWL,
and MG5_aMC+Py8 FxFx. The error bars correspond to the statisti-
cal uncertainty, and the hatched bands to the data statistical and sys-

tematic uncertainties (including luminosity) added in quadrature. The
details of the prediction uncertainties are given in the text. For clar-
ity, uncertainty bands are not shown for the Monte Carlo predictions
in the left-hand plot. Uncertainties from the QCD scale variations for
the Z+ ≥ 1 jet Njetti NNLO predictions are included, as described in
Sect. 3.3
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tainties are given in the text
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inclusive jet multiplicity decreases logarithmically while the
ratio is flat in the presence of at least one jet. The pre-
dictions are in agreement with the observed cross sections
and their ratios, except for Sherpa 2.2, Alpgen+Py6 and
MG5_aMC+Py8 FxFx for high jet multiplicity, where a non-
negligible fraction of the jets are produced by the parton
shower.

The jet transverse momentum is a fundamental observ-
able of the Z + jets process and probes pQCD over a wide
range of scales. Moreover, understanding the kinematics
of jets in events with vector bosons associated with sev-
eral jets is essential for the modelling of backgrounds for
other SM processes and searches beyond the SM. The lead-
ing jet pT distribution (which is correlated with the pT of
the Z boson) in inclusive Z+ ≥ 1, 2, 3, 4 jet events is
shown in Fig. 5 and ranges up to 700 GeV. The LO gen-
erator MG5_aMC+Py8 CKKWL models a too-hard jet pT

spectrum. This feature is known from studies of LO gener-
ators in pp collisions at lower centre-of-mass energies [11],

and can be interpreted as an indication that the dynamic
factorisation and renormalisation scale used in the genera-
tion is not appropriate for the full jet pT range. In contrast,
the predictions from BlackHat+Sherpa, Sherpa 2.2, and
MG5_aMC+Py8 FxFx, which are based on NLO matrix
elements, are in agreement with the measured cross sec-
tion within the systematic uncertainties over the full lead-
ing jet pT range. Alpgen+Py6 also shows good agreement
with the measured data. The Z+ ≥ 1 jet Njetti NNLO pre-
diction models the spectrum for the Z+ ≥ 1 jet events
well. Uncertainties from the QCD scale variations for
the Z+ ≥ 1 jet Njetti NNLO predictions are included in
the uncertainty band, as described in Sect. 3.3. For the
leading jet rapidity distribution in inclusive Z+ ≥ 1 jet
events, also shown in this figure, all predictions show good
agreement with the measured data within the uncertain-
ties.

The exclusive jet pT distribution probes the validity of
Z + 1 jet predictions at increasing QCD scales represented
by the jet pT in the presence of a jet veto at a constant low
scale; for a jet pT range of several hundred GeV, accessi-
ble with the current data set, the jet scale is of order ten
times larger than the veto scale (30 GeV). Figure 6 demon-
strates that all predictions studied are consistent with the data
within systematic uncertainties over the full jet pT range (up
to 500 GeV). This figure also shows the measured cross sec-
tion as a function of the exclusive jet multiplicity, which
decreases logarithmically. Similar trends as for the inclusive
jet multiplicity (Fig. 4) are observed.

Quantities based on inclusive pT sums of final-state
objects, such as HT, the scalar pT sum of all visible objects
in the final state, are often employed in searches for physics
beyond the Standard Model, to enrich final states result-
ing from the decay of heavy particles. The values HT or
HT/2 are also commonly used choices for scales for higher-
order perturbative QCD calculations. Large values for this
quantity can result either from a small number of very ener-
getic particles or from a large number of less energetic par-
ticles. Figure 7 shows the measured cross sections as a func-
tion of the HT distribution (up to 1400 GeV) in inclusive
Z+ ≥ 1 jet events. The predictions from Sherpa 2.2, Alp-
gen+Py6 and MG5_aMC+Py8 FxFx describe well the HT

distribution. The prediction from MG5_aMC+Py8 CKKWL
describes well the turn-over in the softer part of the HT spec-
trum, but overestimates the contribution at large values of HT,
in line with the overestimate of the cross sections for hard
jets. The fixed-order Z+ ≥ 1 jet prediction from Black-

Hat+Sherpa underestimates the cross section for values
of HT > 300 GeV, as observed in similar measurements at
lower centre-of-mass energies [11,81], due to the missing
contributions from events with higher parton multiplicities,
which for large values of HT constitute a substantial portion
of the data. Agreement is recovered by adding higher orders
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Fig. 8 Measured cross section as a function of �φjj (left) and mjj
(right) for inclusive Z+ ≥ 2 jet events. The data are compared to
the predictions from BlackHat+Sherpa, Sherpa 2.2, Alpgen+Py6,
MG5_aMC+Py8 CKKWL, and MG5_aMC+Py8 FxFx. The error bars

correspond to the statistical uncertainty, and the hatched bands to
the data statistical and systematic uncertainties (including luminosity)
added in quadrature. The details of the prediction uncertainties are given
in the text

in perturbative QCD, as demonstrated by the good descrip-
tion of HT by Z+ ≥ 1 jet Njetti NNLO.

Angular relations between the two leading jets and the
dijet mass are frequently used to separate either heavier
SM particles or beyond-SM physics from the Z + jets pro-
cess. Figure 8 shows the differential cross section as a func-
tion of azimuthal angular difference between the two lead-
ing jets for Z+ ≥ 2 jet events, �φjj. The tendency of the
two jets to be back-to-back in the transverse plane is well
modelled by all predictions. This figure also shows the mea-
sured cross sections as a function of the invariant mass mjj

of the two leading jets for Z+ ≥ 2 jet events. The shape
of the dijet mass is modelled well by BlackHat+Sherpa,
Sherpa 2.2, Alpgen+Py6, and MG5_aMC+Py8 FxFx,
whereas MG5_aMC+Py8 CKKWL shows a harder spec-
trum.

9 Conclusion

Proton–proton collision data at
√
s = 13 TeV from the LHC,

corresponding to a total integrated luminosity of 3.16 fb−1,
have been analysed by the ATLAS collaboration to study
events with Z bosons decaying to electron or muon pairs,
produced in association with one or more jets. The fiducial

production cross sections for Z+ ≥ 0–7 jets have been mea-
sured, within the acceptance region defined by p


T > 25 GeV,

|η
| < 2.5, 71 < m

 < 111 GeV, pjet
T > 30 GeV, |yjet| <

2.5, and �R(
, jet) > 0.4, with a precision ranging from 4 to
30%. Ratios of cross sections for successive jet multiplicities
and cross-section measurements as a function of different key
variables such as the jet multiplicities, jet pT for exclusive
Z+1 jet events, leading jet pT for Z+ ≥ 1, 2, 3, 4 jet events,
leading jet rapidity for Z+ ≥ 1 jet events, HT, �φjj and mjj

have also been derived.
The measurements have been compared to fixed-order cal-

culations at NLO from BlackHat+Sherpa and at NNLO
from the Z+ ≥ 1 jet Njetti NNLO calculation, and to pre-
dictions from the generators Sherpa 2.2, Alpgen+Py6,
MG5_aMC+Py8 CKKWL, and MG5_aMC+Py8 FxFx. In
general, the predictions are in good agreement with the
observed cross sections and cross-section ratios within the
uncertainties. Distributions which are dominated by a single
jet multiplicity are modelled well by fixed-order NLO cal-
culations, even in the presence of a jet veto at a low scale.
The ME+PS generator MG5_aMC+Py8 CKKWL, which is
based on LO matrix elements, models a too-hard jet spec-
trum, as observed in

√
s = 7 TeV pp collisions. It however

models well the inclusive jet multiplicity distribution over the
full multiplicity range. The modelling of the jet pT and related
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observables is significantly improved by the ME+PS@NLO

generators Sherpa 2.2 and MG5_aMC+Py8 FxFx, which
use NLO matrix elements for up to two additional partons.
The recent Z+ ≥ 1 jet Njetti NNLO predictions describe
well key distributions such as the leading jet pT and HT. The
results presented in this paper provide essential input for the
further optimisation of the Monte Carlo generators of Z+ jets
production and constitute a powerful test of perturbative
QCD for processes with a higher number of partons in the
final state.
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Abstract This article presents measurements of t t̄ differ-
ential cross-sections in a fiducial phase-space region, using
an integrated luminosity of 3.2 fb−1 of proton–proton data
at a centre-of-mass energy of

√
s = 13 TeV recorded by the

ATLAS experiment at the LHC in 2015. Differential cross-
sections are measured as a function of the transverse momen-
tum and absolute rapidity of the top quark, and of the trans-
verse momentum, absolute rapidity and invariant mass of the
t t̄ system. The t t̄ events are selected by requiring one electron
and one muon of opposite electric charge, and at least two jets,
one of which must be tagged as containing a b-hadron. The
measured differential cross-sections are compared to predic-
tions of next-to-leading order generators matched to parton
showers and the measurements are found to be consistent
with all models within the experimental uncertainties with
the exception of the Powheg-Box+ Herwig++ predictions,
which differ significantly from the data in both the transverse
momentum of the top quark and the mass of the t t̄ system.
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1 Introduction

The top quark is the heaviest fundamental particle in the stan-
dard model (SM) of particle physics. Understanding the pro-
duction cross-section and kinematics of t t̄ pairs is an impor-
tant test of SM predictions. Furthermore, t t̄ production is
often an important background in searches for new physics
and a detailed understanding of this process is therefore cru-
cial.

At the large hadron collider (LHC), t t̄ pair production
in proton–proton (pp) collisions at a centre-of-mass energy
of

√
s = 13 TeV occurs predominantly via gluon fusion

(90%) with small contributions from qq̄ annihilation (10%).
Significant progress has been made in the precision of the
calculations of the cross-section of this process, both inclu-
sive and differential. Currently, calculations are available at
next-to-next-to-leading order (NNLO) in perturbative QCD,
including the resummation of next-to-next-to-leading loga-
rithmic (NNLL) soft gluon terms [1–11].

Differential cross-sections for t t̄ production have been
measured by the ATLAS [12–14] and CMS [15,16] experi-
ments, in events containing either one or two charged leptons,
at

√
s = 7 TeV and

√
s = 8 TeV. Measurements of t t̄ differ-

ential cross-sections at
√
s = 13 TeV have also been made at

the CMS experiment [17] in events containing one charged
lepton. The integrated luminosity of 3.2 fb−1 of pp collision
data collected by the ATLAS experiment at

√
s = 13 TeV

allows the measurement of the differential cross-section as a
function of the kinematic variables of the t t̄ system in a dif-
ferent kinematic regime compared to the previous LHC mea-
surements. The inclusive cross-section has been measured at√
s = 13 TeV by both the ATLAS [18] and CMS [19,20]

experiments and was found to be in agreement with the theo-
retical predictions. This article presents measurements of t t̄
differential cross-sections in terms of five different kinematic
observables, both absolute and normalised to the fiducial
cross-section. These observables are the transverse momen-

123

273



292 Page 2 of 30 Eur. Phys. J. C (2017) 77 :292

tum of the top quark (pT(t)), the absolute rapidity of the top
quark (|y(t)|), the transverse momentum of the t t̄ system
(pT(t t̄)), the absolute rapidity of the t t̄ system (|y(t t̄)|), and
the invariant mass of the t t̄ system (m(t t̄)). The distributions
of these variables are unfolded to the particle level in a fidu-
cial volume. The pT(t) and m(t t̄) observables are expected
to be sensitive to the modelling of higher-order corrections
in QCD, whereas the rapidity of the top quark and t t̄ sys-
tem are expected to have sensitivity to the parton distribution
functions (PDF) used in the simulations. The pT(t t̄) observ-
able is sensitive to the amount of gluon radiation in the event
and can be useful for the tuning of Monte Carlo (MC) gen-
erators. Top quarks and anti-top quarks are measured in one
combined distribution for the pT(t) and |y(t)| observables,
rather than studying them separately. The t t̄ system is recon-
structed in events containing exactly one electron and one
muon. Events in which a τ lepton decays to an electron or
muon are also included.

2 ATLAS detector

The ATLAS detector [21] at the LHC covers nearly the entire
solid angle around the interaction point. It consists of an
inner tracking detector surrounded by a thin superconducting
solenoid, electromagnetic and hadronic calorimeters, and a
muon spectrometer incorporating three large superconduct-
ing toroidal magnet systems. The inner-detector system is
immersed in a 2 T axial magnetic field and provides charged-
particle tracking in the range |η| < 2.5.1

The high-granularity silicon pixel detector surrounds the
collision region and provides four measurements per track.
The closest layer, known as the Insertable B-Layer [22,23],
was added in 2014 and provides high-resolution hits at
small radius to improve the tracking performance. The pixel
detector is followed by the silicon microstrip tracker, which
provides four three-dimensional measurement points per
track. These silicon detectors are complemented by the tran-
sition radiation tracker, which enables radially extended
track reconstruction up to |η| = 2.0. The transition radia-
tion tracker also provides electron identification information
based on the fraction of hits (typically 30 in total) passing a
higher charge threshold indicative of transition radiation.

The calorimeter system covers the pseudorapidity range
|η|<4.9. Within the region |η|<3.2, electromagnetic

1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-
axis along the beam pipe. The x-axis points from the IP to the centre of
the LHC ring, and the y-axis points upwards. Cylindrical coordinates
(r, φ) are used in the transverse plane, φ being the azimuthal angle
around the z-axis. The pseudorapidity is defined in terms of the polar
angle θ as η = − ln tan(θ/2). Angular distance is measured in units of
�R ≡ √

(�η)2 + (�φ)2.

calorimetry is provided by barrel and endcap high-granularity
lead/liquid-argon (LAr) electromagnetic calorimeters, with
an additional thin LAr presampler covering |η| < 1.8 to cor-
rect for energy loss in material upstream of the calorimeters.
Hadronic calorimetry is provided by the steel/scintillator-
tile calorimeter, segmented into three barrel structures within
|η| < 1.7, and two copper/LAr hadronic endcap calorimeters
that cover 1.5 < |η| < 3.2. The solid angle coverage is com-
pleted with forward copper/LAr and tungsten/LAr calorime-
ter modules optimised for electromagnetic and hadronic mea-
surements respectively, in the region 3.1 < |η| < 4.9.

The muon spectrometer comprises separate trigger and
high-precision tracking chambers measuring the deflection
of muons in a magnetic field generated by superconduct-
ing air-core toroids. The precision chamber system covers
the region |η| < 2.7 with three layers of monitored drift
tubes, complemented by cathode strip chambers in the for-
ward region, where the background is highest. The muon
trigger system covers the range |η| < 2.4 with resistive-plate
chambers in the barrel, and thin-gap chambers in the endcap
regions.

A two-level trigger system is used to select interesting
events [24,25]. The Level-1 trigger is implemented in hard-
ware and uses a subset of detector information to reduce
the event rate to a design value of at most 100 kHz. This
is followed by the software-based high-level trigger, which
reduces the event rate to 1 kHz.

3 Data and simulation samples

The pp collision data used in this analysis were collected dur-
ing 2015 by ATLAS and correspond to an integrated luminos-
ity of 3.2 fb−1 at

√
s = 13 TeV. The data considered in this

analysis were collected under stable beam conditions, and
requiring all subdetectors to be operational. Each selected
event includes additional interactions from, on average, 14
inelastic pp collisions in the same proton bunch crossing, as
well as residual detector signals from previous bunch cross-
ings with a 25 ns bunch spacing, collectively referred to as
“pile-up”. Events are required to pass a single-lepton trigger,
either electron or muon. Multiple triggers are used to select
events: either triggers with low pT thresholds of 24 GeV that
utilise isolation requirements to reduce the trigger rate, or
higher pT thresholds of 50 GeV for muons or 60 and 120 GeV
for electrons, with no isolation requirements to increase event
acceptance.

MC simulations are used to model background processes
and to correct the data for detector acceptance and resolu-
tion effects. The ATLAS detector is simulated [26] using
Geant 4 [27]. A “fast simulation” [28], utilising param-
eterised showers in the calorimeter, but with full simula-
tion of the inner detector and muon spectrometer, is used
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in the samples generated to estimate t t̄ modelling uncertain-
ties. Additional pp interactions are generated using Pythia
8 (v8.186) [29] and overlaid on signal and background pro-
cesses in order to simulate the effect of pile-up. The MC simu-
lations are reweighted to match the distribution of the average
number of interactions per bunch crossing that are observed
in data. This process is referred to as “pile-up reweighting”.
The same reconstruction algorithms and analysis procedures
are applied to both data and MC simulation. Corrections
derived from dedicated data samples are applied to the MC
simulation in order to improve agreement with data.

The nominal t t̄ sample is simulated using the next-
to-leading order (NLO) Powheg-Box (v2) matrix-element
event generator [30–32] using Pythia 6 (v6.427) [33] for
the parton shower (PS). Powheg-Box is interfaced to the
CT10 [34] NLO PDF set while Pythia6 uses the CTEQ6L1
PDF set [35]. A set of tuned parameters called the Perugia
2012 tune [36] is used in the simulation of the underlying
event. The “hdamp” parameter, which controls the pT of the
first additional gluon emission beyond the Born configura-
tion, is set to the mass of the top quark (mt ). The main effect
of this is to regulate the high-pT emission against which
the t t̄ system recoils. The choice of this hdamp value was
found to improve the modelling of the t t̄ system kinemat-
ics with respect to data in previous analyses [37]. In order
to investigate the effects of initial- and final-state radiation,
alternative Powheg-Box + Pythia6 samples are generated
with the renormalisation and factorisation scales varied by
a factor of 2 (0.5) and using low (high) radiation variations
of the Perugia 2012 tune and an hdamp value of mt (2mt ),
corresponding to less (more) parton-shower radiation [37],
referred to as “radHi” and “radLo”. These variations were
selected to cover the uncertainties in the measurements of
differential distributions in

√
s = 7 TeV data [12]. The

hdamp value for the low radiation sample is not decreased
as it was found to disagree with previously published data.
Alternative samples are generated using Powheg-Box (v2)
and MadGraph5_aMC@NLO (v2.2.1) [38], referred to
as MG5_aMC@NLO hereafter, both interfaced to Her-
wig++ (v2.7.1) [39], in order to estimate the effects of the
choice of matrix-element event generator and parton-shower
algorithm. Additional t t̄ samples are generated for com-
parisons with unfolded data using Sherpa (v2.2.0) [40],
Powheg-Box (v2) + Pythia8 as well as Powheg-Box (v2)
and MG5_aMC@NLO interfaced to Herwig 7 [39,41]. In
all t t̄ samples, the mass of the top quark is set to 172.5 GeV.
These t t̄ samples are described in further detail in Ref. [37].

Background processes are simulated using a variety of MC
event generators. Single-top quark production in association
with a W boson (Wt) is simulated using Powheg-Box v1 +
Pythia 6 with the same parameters and PDF sets as those
used for the nominal t t̄ sample and is normalised to the the-
oretical cross-section [42]. The higher-order overlap with t t̄

production is addressed using the “diagram removal” (DR)
generation scheme [43]. A sample generated using an alter-
native “diagram subtraction” (DS) method is used to evaluate
systematic uncertainties [43].

Sherpa (v2.1.1), interfaced to the CT10 PDF set, is used
to model Drell–Yan production, where the dominant contri-
bution is from Z/γ ∗ → τ+τ−. For this process, Sherpa
calculates matrix elements at NLO for up to two partons and
at leading order (LO) for up to four partons using the Open-
Loops [44] and Comix [45] matrix-element event generators.
The matrix elements are merged with the Sherpa parton
shower [46] using the ME + PS@NLO prescription [47].
The total cross-section is normalised to the NNLO predic-
tions [48]. Sherpa (v2.1.1) with the CT10 PDF set is also
used to simulate electroweak diboson production [49] (WW ,
WZ , Z Z ), where both bosons decay leptonically. For these
samples, Sherpa calculates matrix elements at NLO for zero
additional partons, at LO for one to three additional partons
(with the exception of Z Z production, for which the one
additional parton is also at NLO), and using PS for all parton
multiplicities of four or more. All samples are normalised
using the cross-section computed by the event generator.

Events with t t̄ production in association with a vector
boson are simulated using MG5_aMC@NLO + Pythia
8 [50], using the NNPDF2.3 PDF set and the A14 tune, as
described in Ref. [51].

Background contributions containing one prompt lepton
and one misidentified (“fake”) lepton, arising from either a
heavy-flavour hadron decay, photon conversion, jet misiden-
tification or light-meson decay, are estimated using sam-
ples from MC simulation. The history of the stable parti-
cles in the generator-level record is used to identify fake
leptons from these processes by identifying leptons that
originated from hadrons. The majority (∼90%) of fake-
lepton events originate from the single-lepton t t̄ process,
with smaller contributions arising from W + jets and t t̄ +
vector-boson events. W + jets events are simulated using
Powheg-Box + Pythia 8 with the CT10 PDF set and the
AZNLO tune [52]. The t-channel single-top quark process is
generated using Powheg-Box v1 + Pythia6 with the same
parameters and PDF sets as those used for the nominal t t̄
sample. EvtGen (v1.2.0) [53] is used for the heavy-flavour
hadron decays in all samples. Other possible processes with
fake leptons, such as multi-jet and Drell–Yan production, are
negligible for the event selection used in this analysis.

4 Object and event selection

This analysis utilises reconstructed electrons, muons, jets and
missing transverse momentum (with magnitude Emiss

T ). Elec-
tron candidates are identified by matching an inner-detector
track to an isolated energy deposit in the electromagnetic
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calorimeter, within the fiducial region of transverse momen-
tum pT > 25 GeV and pseudorapidity |η| < 2.47. Elec-
tron candidates are excluded if the calorimeter cluster is
within the transition region between the barrel and the end-
cap of the electromagnetic calorimeter, 1.37 < |η| < 1.52.
Electrons are selected using a multivariate algorithm and
are required to satisfy a likelihood-based quality criterion,
in order to provide high efficiency and good rejection of
fake electrons [54,55]. Electron candidates must have tracks
that pass the requirements of transverse impact parameter
significance2 |dsig

0 | < 5 and longitudinal impact parameter
|z0 sin θ | < 0.5 mm. Electrons must pass isolation require-
ments based on inner-detector tracks and topological clusters
in the calorimeter which depend on η and pT. These require-
ments result in an isolation efficiency of 95% for an electron
pT of 25 GeV and 99% for an electron pT above 60 GeV
when determined in simulated Z → e+e− events. The fake-
electron rate determined in simulated t t̄ events is 2%. Elec-
trons that share a track with a muon are discarded. Double
counting of electron energy deposits as jets is prevented by
removing the closest jet within �R = 0.2 of a reconstructed
electron. Following this, the electron is discarded if a jet
exists within �R = 0.4 of the electron to ensure sufficient
separation from nearby jet activity.

Muon candidates are identified from muon-spectrometer
tracks that match tracks in the inner detector, with pT >

25 GeV and |η| < 2.5 [56]. The tracks of muon candidates are
required to have a transverse impact parameter significance
|dsig

0 | < 3 and longitudinal impact parameter |z0 sin θ | <

0.5 mm. Muons must satisfy quality criteria and isolation
requirements based on inner-detector tracks and topological
clusters in the calorimeter which depend on η and pT. These
requirements reduce the contributions from fake muons and
provide the same efficiency as for electrons when determined
in simulated t t̄ events. Muons may leave energy deposits in
the calorimeter that could be misidentified as a jet, so jets
with fewer than three associated tracks are removed if they
are within �R = 0.4 of a muon. Muons are discarded if they
are separated from the nearest jet by �R < 0.4 to reduce the
background from muons from heavy-flavour hadron decays
inside jets.

Jets are reconstructed with the anti-kt algorithm [57,58],
using a radius parameter of R = 0.4, from topological clus-
ters of energy deposits in the calorimeters. Jets are accepted
within the range pT > 25 GeV and |η| < 2.5, and are
calibrated using simulation with corrections derived from
data [59]. Jets likely to originate from pile-up are suppressed
using a multivariate jet-vertex-tagger (JVT) [60,61] for can-
didates with pT < 60 GeV and |η| < 2.4. Jets are identified

2 The transverse impact parameter significance is defined as dsig
0 =

d0/σd0 , where σd0 is the uncertainty in the transverse impact parameter
d0.

as candidates for containing b-hadrons using a multivariate
discriminant [62], which uses track impact parameters, track
invariant mass, track multiplicity and secondary vertex infor-
mation to discriminate b-jets from light-quark or gluon jets
(light jets). The average b-tagging efficiency is 76%, with a
purity of 90%, for b-jets in simulated dileptonic t t̄ events.

Emiss
T is reconstructed using calibrated electrons, muons

and jets [63], where the electrons and muons are required to
satisfy the selection criteria above. Tracks associated with
the primary vertex are used for the computation of Emiss

T
from energy not associated with electrons, muons or jets.
The primary vertex is defined as the vertex with the highest
sum of p2

T of tracks associated with it.
Signal events are selected by requiring exactly one elec-

tron and one muon of opposite electric charge, and at least two
jets, at least one of which must be b-tagged. No requirements
are made on the Emiss

T in the event. Using this selection, 85%
of events are expected to be t t̄ events. The other processes that
pass the signal selection are Drell–Yan (Z/γ ∗ → τ+τ−),
diboson and single-top quark (Wt) production and fake-
lepton events.

The event yields after the signal selection are listed in
Table 1. The number of events observed in the signal region
exceeds the prediction, but the excess is within the uncer-
tainties. Distributions of lepton and jet pT and Emiss

T are
shown in Fig. 1. The t t̄ contribution is normalised using
the predicted cross-section, calculated with the Top++2.0
program at next-to-next-to-leading order in perturbative
QCD, including soft-gluon resummation to next-to-next-to-
leading-logarithm order [6] and assuming a top-quark mass
of 172.5 GeV. The data and prediction agree within the total
uncertainty for all distributions. The pT observables show a
small deficit in the simulation prediction at low pT which was
found to be correlated with the modelling of the top-quark
pT.

Table 1 Event yields in the signal selection, and after requiring that
neutrino weighting (NW) reconstructs the event. The quoted uncer-
tainties include uncertainties from leptons, jets, missing transverse
momentum, luminosity, statistics, background modelling and pile-up
modelling. They do not include uncertainties from PDF or signal t t̄
modelling. The results and uncertainties are rounded according to rec-
ommendations from the Particle Data Group (PDG)

Process Signal region Signal region + NW

Z/γ ∗ → τ+τ− 22 ± 9 10 ± 8

Diboson 44 ± 4 17 ± 2

Fake lepton 200 ± 60 150 ± 50

Wt 860 ± 60 480 ± 40

t t̄ 15,800 ± 900 13,300 ± 800

Expected 17,000 ± 900 13,900 ± 800

Observed 17,501 14,387

123

276



Eur. Phys. J. C (2017) 77 :292 Page 5 of 30 292

 E
ve

nt
s 

/ 1
0 

G
eV

1

10

210

310

410
Data 2015
tt
Single top
Fake lepton
Diboson

)ττDrell-Yan (
Stat.

 syst.⊕Stat.

ATLAS
-1 = 13 TeV, 3.2 fbs

 [GeV]
T

Electron p

P
re

d.
 / 

D
at

a

0.5

1

1.5

(a)

 E
ve

nt
s 

/ 1
0 

G
eV

1

10

210

310

410
Data 2015
tt
Single top
Fake lepton
Diboson

)ττDrell-Yan (
Stat.

 syst.⊕Stat.

ATLAS
-1 = 13 TeV, 3.2 fbs

 [GeV]
T

Muon p

P
re

d.
 / 

D
at

a

0.5

1

1.5

(b)

 E
ve

nt
s 

/ 1
0 

G
eV

1

10

210

310

410

510 Data 2015
tt
Single top
Fake lepton
Diboson

)ττDrell-Yan (
Stat.

 syst.⊕Stat.

ATLAS
-1 = 13 TeV, 3.2 fbs

 [GeV]
T

b-tagged jet p

P
re

d.
 / 

D
at

a

0.8
1

1.2

(c)

0 50 100 150 200 250 0 50 100 150 200 250

0 50 100 150 200 250

(d)

 [GeV]miss
TE

0 20 40 60 80 100 120 140 160 180

 E
ve

nt
s 

/ 1
0 

G
eV

1

10

210

310

410

510

Data 2015
tt
Single top
Fake lepton
Diboson

)ττDrell-Yan (
Stat.

 syst.⊕Stat.

ATLAS
-1 = 13 TeV, 3.2 fbs

 [GeV]miss
TE

0 20 40 60 80 100 120 140 160 180

P
re

d.
 / 

D
at

a

0.8
1

1.2

Fig. 1 Kinematic distributions for the electron pT (a), muon pT (b),
b-jet pT (c), and Emiss

T (d) for the e±μ∓ signal selection. In all figures,
the rightmost bin also contains events that are above the x-axis range.
The dark uncertainty bands in the ratio plots represent the statistical
uncertainties while the light uncertainty bands represent the statisti-

cal, systematic and luminosity uncertainties added in quadrature. The
uncertainties quoted include uncertainties from leptons, jets, missing
transverse momentum, background modelling and pile-up modelling.
They do not include uncertainties from PDF or signal t t̄ modelling

Particle-level objects are constructed using generator-
level information in the MC simulation, using a procedure
intended to correspond as closely as possible to the recon-
structed object and event selection. Only objects in the MC

simulation with a lifetime longer than 3 × 10−11 s (stable) in
the generator-level information are used. Particle-level elec-
trons and muons are identified as those originating from a
W -boson decay, including those via intermediate τ leptons.
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The four-momenta of each electron or muon is summed with
the four-momenta of all radiated photons, excluding those
from hadron decays, within a cone of size �R = 0.1, and
the resulting objects are required to have pT > 25 GeV and
|η| < 2.5. Particle-level jets are constructed using stable
particles, with the exception of selected particle-level elec-
trons and muons and particle-level neutrinos originating from
W -boson decays, using the anti-kt algorithm with a radius
parameter of R = 0.4, in the region pT > 25 GeV and
|η| < 2.5. Intermediate b-hadrons in the MC decay chain
history are clustered in the stable-particle jets with their ener-
gies set to zero. If, after clustering, a particle-level jet con-
tains one or more of these “ghost” b-hadrons, the jet is said to
have originated from a b-quark. This technique is referred to
as “ghost matching” [64]. Particle-level Emiss

T is calculated
using the vector transverse-momentum sum of all neutrinos
in the event, excluding those originating from hadron decays,
either directly or via a τ lepton.

Events are selected at the particle level in a fiducial phase
space region with similar requirements to the phase space
region at reconstruction level. Events are selected by requir-
ing exactly one particle-level electron and one particle-level
muon of opposite electric charge, and at least two particle-
level jets, at least one of which must originate from a b-quark.

5 Reconstruction

The t , t̄ , and t t̄ are reconstructed using both the particle-
level objects and the reconstructed objects in order to mea-
sure their kinematic distributions. The reconstructed system
is built using the neutrino weighting (NW) method [65].

Whereas the individual four-momenta of the two neutrinos
in the final state are not directly measured in the detector, the
sum of their transverse momenta is measured as Emiss

T . The
absence of the measured four-momenta of the two neutrinos
leads to an under-constrained system that cannot be solved
analytically. However, if additional constraints are placed on
the mass of the top-quark, the mass of the W boson, and on
the pseudorapidities of the two neutrinos, the system can be
solved using the following equations:

(
1,2 + ν1,2)
2 = m2

W = (80.2 GeV)2,

(
1,2 + ν1,2 + b1,2)
2 = m2

t = (172.5 GeV)2,

η(ν), η(ν̄) = η1, η2,

(1)

where 
1,2 are the charged leptons, ν1,2 are the neutrinos,
and b1,2 are the b-jets (or jets), representing four-momentum
vectors, and η1, η2 are the assumed η values of the two
neutrinos. Since the neutrinoη’s are unknown, many different
assumptions of their values are tested. The possible values
for η(ν) and η(ν̄) are scanned between −5 and 5 in steps of
0.2.

With the assumptions about mt , mW , and values for η(ν)

and η(ν̄), Eq. (1) can now be solved, leading to two pos-
sible solutions for each assumption of η(ν) and η(ν̄). Only
real solutions without an imaginary component are consid-
ered. The observed Emiss

T value in each event is used to deter-
mine which solutions are more likely to be correct. A “recon-
structed” Emiss

T value resulting from the neutrinos for each
solution is compared to the Emiss

T observed in the event. If this
reconstructed Emiss

T value matches the observed Emiss
T value

in the event, then the solution with those values for η(ν) and
η(ν̄) is likely to be the correct one. A weight is introduced in
order to quantify this agreement:

w = exp

(−�E2
x

2σ 2
x

)
· exp

(−�E2
y

2σ 2
y

)

, (2)

where �Ex,y is the difference between the missing trans-
verse momentum computed from Eq. (1) and the observed
missing transverse momentum in the x–y plane and σx,y is
the resolution of the observed Emiss

T in the detector in the x–y
plane. The assumption for η(ν) and η(ν̄) that gives the high-
est weight is used to reconstruct the t and t̄ for that event.
The Emiss

T resolution is taken to be 15 GeV for both the x
and y directions [63]. This choice has little effect on which
solution is picked in each event. The highest-weight solution
remains the same regardless of the choice of σx,y .

In each event, there may be more than two jets and there-
fore many possible combinations of jets to use in the kine-
matic reconstruction. In addition, there is an ambiguity in
assigning a jet to the t or to the t̄ candidate. In events with
only one b-tagged jet, the b-tagged jet and the highest-pT

non-b-tagged jet are used to reconstruct the t and t̄ , whereas
in events with two or more b-tagged jets, the two b-tagged
jets with the highest weight from the b-tagging algorithm are
used.

Equation (1) cannot always be solved for a particular
assumption of η(ν) and η(ν̄). This can be caused by mis-
assignment of the input objects or through mismeasurement
of the input object four-momenta. It is also possible that
the assumed mt is sufficiently different from the true value
to prevent a valid solution for that event. To mitigate these
effects, the assumed value of mt is varied between the values
of 168 and 178 GeV, in steps of 1 GeV, and the pT of the
measured jets are smeared using a Gaussian function with a
width of 10% of their measured pT. This smearing is repeated
20 times. This allows the NW algorithm to shift the four-
momenta (of the electron, muon and the two jets) and mt

assumption to see if a solution can be found. The solution
which produces the highest w is taken as the reconstructed
system.

For a fraction of events, even smearing does not help to
find a solution. Such events are not included in the signal
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selection and are counted as an inefficiency of the recon-
struction. For the signal t t̄ MC samples, the inefficiency is
∼20%. Due to the implicit assumptions about the mt and
mW , the reconstruction inefficiency found in simulated back-
ground samples is much higher (∼40% forWt and Drell–Yan
processes) and leads to a suppression of background events.
Table 1 shows the event yields before and after reconstruc-
tion in the signal region. The purity of t t̄ events increases
after reconstruction. The distributions of the experimental
observables after reconstruction are shown in Fig. 2.

Particle-level t , t̄ , and t t̄ objects are reconstructed follow-
ing the prescriptions from the LHCTopWG, with the excep-
tion that only events with at least oneb-tagged jet are allowed.
Events are required to have exactly two leptons of opposite-
sign electric charge (one electron and one muon), and at least
two jets. The t and t̄ are reconstructed by considering the
two particle-level neutrinos with the highest pT and the two
particle-level charged leptons. The charged leptons and the
neutrinos are paired such that |mν1,
1 −mW |+|mν2,
2 −mW |
is minimised. These pairs are then used as pseudo W bosons
and are paired with particle-level jets such that |mW1, j1 −
mt | + |mW2, j2 − mt | is minimised, where at least one of
the jets must be b-tagged. In cases where only one particle-
level b-jet is present, the particle-level jet with the highest pT

among the non-b-tagged jets is used as the second jet. In cases
with two particle-level b-jets, both are taken. In the rare case
of events with more than two particle-level b-jets, the two
highest-pT particle-level b-jets are used. The particle-level
t t̄ object is constructed using the sum of the four-momenta
of the particle-level t and t̄ .

6 Unfolding

To obtain the absolute and normalised differential cross-
sections in the fiducial phase space region (see Sect. 4)
with respect to the t t̄ system variables, the distributions
are unfolded to particle level using an iterative Bayesian
method [66] implemented in the RooUnfold package [67].
In the unfolding, background-subtracted data are corrected
for detector acceptance and resolution effects as well as for
the efficiency to pass the event selection requirements in order
to obtain the absolute differential cross-sections. The fidu-
cial differential cross-sections are divided by the measured
total cross-section, obtained by integrating over all bins in
the differential distribution, in order to obtain the normalised
differential cross-sections.

The differential cross-sections are calculated using the
equation:

dσt t̄

dXi
= 1

L · B · �Xi · εi
·
∑

j

R−1
i j · εfid

j · (N obs
j − N bkg

j ),

(3)

where i indicates the bin for the observable X , �Xi is the
width of bin i , L is the integrated luminosity, B is the branch-
ing ratio of the process (t t̄ → bb̄e±νeμ

∓νμ), R is the
response matrix, N obs

j is the number of observed events in

data in bin j , and N bkg
j is the estimated number of back-

ground events in bin j . The efficiency parameter, εi (εfid
j ), is

used to correct for events passing the reconstructed (fiducial)
event selection but not the fiducial (reconstructed) selection.

The response matrix, R, describes the detector response,
and is determined by mapping the bin-to-bin migration of
events from particle level to reconstruction level in the nom-
inal t t̄ MC simulation. Figure 3 shows the response matrices
that are used for each experimental observable, normalised
such that the sum of entries in each row is equal to one. The
values represent the fraction of events at particle level in bin
i that are reconstructed in bin j at reconstruction level.

The binning for the observables is chosen such that
approximately half of the events are reconstructed in the same
bin at reconstruction level as at the particle level (correspond-
ing to a value of approximately 0.5 in the diagonal elements
of the migration matrix). Pseudo-data are constructed by ran-
domly sampling events from the nominal t t̄ MC sample, to
provide a number of events similar to the number expected
from data. These pseudo-data are used to establish the sta-
bility of unfolding with respect to the choice of binning with
pull tests. The binning choice must result in pulls consistent
with a mean of zero and a standard deviation of one, within
uncertainties. The choice of binning does not introduce any
bias or underestimation of the statistical uncertainties. The
number of iterations used in the iterative Bayesian unfold-
ing is also optimised using pseudo-experiments. Iterations
are performed until the χ2 per degree of freedom, calculated
by comparing the unfolded pseudo-data to the corresponding
generator-level distribution for that pseudo-data set, is less
than unity. The optimum number of iterations is determined
to be six. Tests are performed to establish that the unfolding
procedure is able to successfully unfold distributions other
than those predicted by the nominal MC simulation.

7 Systematic uncertainties

The measured differential cross-sections are affected by sys-
tematic uncertainties arising from detector response, sig-
nal modelling, and background modelling. The contributions
from various sources of uncertainty are described in this sec-
tion. Summaries of the sources of uncertainty for the absolute
and normalised differential cross-sections for the pT(t) are
presented in Tables 2 and 3. The total systematic uncertainties
are calculated by summing all of the individual systematic
uncertainties in quadrature and the total uncertainty is calcu-
lated by summing the systematic and statistical uncertainties
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Fig. 2 Kinematic distributions for the pT(t) (a), |y(t)| (b), pT(t t̄) (c),
t t̄ |yt t̄ | (d), and m(t t̄) (e) after reconstruction of the t t̄ system. In all
figures, the rightmost bin also contains events that are above the x-
axis range. The uncertainty bands represent the statistical uncertainties

(dark) and the statistical, systematic and luminosity uncertainties added
in quadrature (light). The uncertainties quoted include uncertainties on
leptons, jets, Emiss

T , background and pile-up modelling, and luminosity.
They do not include uncertainties on PDF or signal t t̄ modelling
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Fig. 3 The response matrices for the observables obtained from the
nominal t t̄ MC, normalised by row to unity. Each bin shows the proba-
bility for a particle-level event in bin j to be observed in a reconstruction-

level bin i . White corresponds to 0 probability and the darkest green to
a probability of one, where the other probabilities lie in between those
shades
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Table 2 Summary of the sources of uncertainty in the absolute fiducial
differential cross-section as a function of pT(t). The uncertainties are
presented as a percentage of the measured cross-section in each bin.
Entries with 0.0 are uncertainties that are less than 0.05 in magnitude.

For systematic uncertainties that have only one variation, ±(∓) indicate
that the systematic shift is positive (negative) and then symmetrised. All
uncertainties are rounded to two digits

pT(t) 0–70 GeV 70–150 GeV 150–250 GeV 250–400 GeV 400–1000 GeV

Source Systematic uncertainty (%)

Radiation scale +4.0 −3.9 +1.1 −3.9 +1.9 −3.5 +1.4 −5.0 +5.0 −5.4

MC generator ∓0.9 ∓1.2 ∓1.4 ±1.6 ∓6.7

PDF extrapolation ∓2.9 ∓2.8 ∓1.9 ∓0.3 ∓2.4

PDF4LHC 100 ±2.2 ±2.5 ±2.8 ±3.7 ±6.1

Parton shower ∓8.0 ∓7.7 ∓3.9 ±3.1 ±34

Background +0.3 −0.5 +0.2 −0.4 ±0.2 ±0.2 +0.4 −1.5

Pile-up +0.7 −1.4 +0.2 −0.6 +0.0 −0.4 +0.0 −0.4 +4.1 −0.0

Lepton +0.8 −0.7 ±0.8 ±1.0 ±1.6 +3.2 −3.0

b-tagging +3.1 −3.6 +3.4 −3.9 +3.4 −4.0 +4.0 −4.7 +6.2 −7.2

Jet ±2.8 +2.6 −3.4 +2.0 −1.8 +1.9 −1.1 +4.5 −5.1

Emiss
T +0.2 −0.1 ±0.1 +0.2 −0.1 +0.3 −0.5 +1.0 −0.3

Luminosity +2.0 −2.1 +2.1 −2.2 +2.1 −2.2 +2.3 −2.4 +3.0 −3.1

MC stat. unc. ±0.4 ±0.3 ±0.5 ±0.9 ±3.2

Total syst. unc. +11 −11 +9 −11 +7.3 −8.1 +7.5 −9.1 +37 −37

Data statistics ±1.8 ±1.3 ±1.8 ±3.4 ±10

Total uncertainty +11 −11 +10 −11 +7.5 −8.3 +8.2 −9.8 +38 −39

Table 3 Summary of the sources of uncertainty in the normalised fidu-
cial differential cross-section as a function of pT(t). The uncertainties
are presented as a percentage of the measured cross-section in each bin.
Entries with 0.0 are uncertainties that are less than 0.05 in magnitude.

For systematic uncertainties that have only one variation, ±(∓) indicate
that the systematic shift is positive (negative) and then symmetrised. All
uncertainties are rounded to two digits

pT(t) 0–70 GeV 70–150 GeV 150–250 GeV 250–400 GeV 400–1000 GeV

Source Systematic uncertainty (%)

Radiation scale +2.1 −0.3 +0.0 −1.1 +0.4 −0.3 +0.0 −1.2 +2.1 −0.0

MC generator ±0.2 ∓0.2 ∓0.4 ±2.7 ∓5.4

PDF extrapolation ∓0.5 ∓0.4 ±0.4 ±2.4 ±0.8

PDF4LHC 100 ±0.6 ±0.3 ±0.5 ±1.7 ±4.0

Parton shower ∓2.8 ∓2.1 ±1.6 ±8.9 ±41

Background +0.1 −0.2 +0.0 −0.1 +0.3 −0.0 +0.3 −0.1 +0.1 −1.2

Pile-up +0.4 −0.8 ±0.0 +0.3 −0.2 +0.8 −0.7 +5.1 −0.0

Lepton +0.4 −0.3 +0.1 −0.3 +0.3 −0.1 ±0.7 +2.3 −1.9

b-tagging ±0.2 ±0.2 ±0.2 ±0.9 +2.3 −2.4

Jet +0.9 −0.8 +0.4 −1.0 +0.8 −0.6 +3.0 −2.4 +6.9 −7.3

Emiss
T +0.2 −0.1 +0.0 −0.1 +0.2 −0.1 +0.3 −0.5 +1.0 −0.4

Luminosity ±0.0 ±0.0 ±0.0 ±0.0 ±0.0

MC stat. unc. ±0.0 ±0.2 ±0.0 ±0.4 ±2.6

Total syst. unc. +3.8 −3.2 +2.2 −2.7 +2.1 −2.0 +10 −10 +42 −42

Data statistics ±1.8 ±1.3 ±1.8 ±3.4 ±10

Total uncertainty +4.2 −3.6 +2.6 −2.9 +2.8 −2.7 +11 −11 +44 −43
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Fig. 4 Summary of the fractional size of the absolute (a) and nor-
malised (b) fiducial differential cross-sections as a function of pT(t).
Systematic uncertainties which are symmetric are represented by solid
lines and asymmetric uncertainties are represented by dashed or dot–

dashed lines. Systematic uncertainties from common sources, such as
modelling of the t t̄ production, have been grouped together. Uncertain-
ties due to luminosity or background modelling are not included. The
statistical and total uncertainty sizes are indicated by the shaded bands

in quadrature. The effect of different groups of systematic
uncertainties is shown graphically for pT(t) in Fig. 4.

7.1 Signal modelling uncertainties

The following systematic uncertainties related to the mod-
elling of the t t̄ system in the MC generators are considered:
the choice of matrix-element generator, the hadronisation
model, the choice of PDF, and the amount of initial- and
final-state radiation.

Each source is estimated by using a different MC sample in
the unfolding procedure. In particular, a chosen baseline MC
sample is unfolded using response matrices and corrections
derived from an alternative sample. The difference between
the unfolded distribution in the baseline sample and the true
distribution in the baseline sample is taken as the systematic
uncertainty due to the signal modelling.

The choice of NLO generator (MC generator) affects the
kinematic properties of the simulated t t̄ events and the recon-
struction efficiencies. To estimate this uncertainty, a com-
parison between Powheg-Box and MG5_aMC@NLO (both
using Herwig++ for the parton-shower simulation) is per-
formed, with the Powheg-Box sample used as the baseline.
The resulting systematic shift is used to define a symmet-
ric uncertainty, where deviations from the nominal sample
are also considered to be mirrored in the opposite direc-
tion, resulting in equal and opposite symmetric uncertainties
(called symmetrising).

To evaluate the uncertainty arising from the choice of
parton-shower algorithm, a sample generated usingPowheg-
Box + Pythia 6 is compared to the alternative sample gener-
ated withPowheg-Box + Herwig++, where both samples use
“fast simulation”. The resulting uncertainty is symmetrised.

The choices of NLO generator and parton-shower algorithm
are dominant sources of systematic uncertainty in all observ-
ables.

The uncertainty due to the choice of PDF is evalu-
ated using the PDF4LHC15 prescription [68]. The prescrip-
tion utilises 100 eigenvector shifts derived from fits to the
CT14 [69], MMHT [69] and NNPDF3.0 [70] PDF sets
(PDF4LHC 100). The nominal MC sample used in the anal-
ysis is generated using the CT10 PDF set. Therefore, the
uncertainty is taken to be the standard deviation of all eigen-
vector variations summed in quadrature with the difference
between the central values of the CT14 and CT10 PDF
sets (PDF extrapolation). The resulting uncertainty is sym-
metrised. Both PDF-based uncertainties contribute as one of
the dominant systematic uncertainties.

Uncertainties arising from varying the amount of initial-
and final-state radiation (radiation scale), which alters the jet
multiplicity in events and the transverse momentum of the t t̄
system, are estimated by comparing the nominal Powheg-
Box + Pythia 6 sample to samples generated with high and
low radiation settings, as discussed in Sect. 3. The uncer-
tainty is taken as the difference between the nominal and
the increased radiation sample, and the nominal and the
decreased radiation sample. The initial- and final-state radi-
ation is a significant source of uncertainty in the absolute
cross-section measurements but only a moderate source of
uncertainty in the normalised cross-sections.

7.2 Background modelling uncertainties

The uncertainties in the background processes are assessed
by repeating the full analysis using pseudo-data sets and by
varying the background predictions by one standard devi-
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Table 4 Summary of the measured absolute ( dσt t̄
dX ) and normalised

( 1
σt t̄

dσt t̄
dX ) differential cross-sections, along with the relative statistical

(Stat.) and systematic (Syst.) uncertainties for both the absolute (abs.)

and normalised (norm.) cross-sections. The results and uncertainties are
rounded according to recommendations from the Particle Data Group
(PDG)

X dσt t̄
dX [ pb

GeV ] 1
σt t̄

dσt t̄
dX [ 1

GeV ] Stat. (abs.) (%) Stat. (norm.) (%) Syst. (abs.) (%) Syst. (norm.) (%)

pT(t) (GeV)

0–70 7.1 0.371 ±1.8 ±1.7 +11 −11 +4 −3.2

70–150 9.9 0.515 ±1.3 ±1.2 +10 −11 +2.3 −2.7

150–250 4.61 0.239 ±1.8 ±1.7 +7 −8 +2.1 −2.0

250–400 0.97 0.051 ±3.4 ±3.3 +7 −9 +10 −11

400–1000 0.042 0.0022 ±10 ±9 +40 −40 +40 −40

pT(t t̄) (GeV)

0–30 9.6 0.99 ±2.2 ±2.0 +15 −16 +12 −13

30–70 8.6 0.88 ±1.9 ±1.7 +8 −8 +9 −9

70–120 3.6 0.368 ±3.0 ±2.7 +10 −11 +8 −9

120–180 0.139 0.143 ±5 ±5 +24 −24 +19 −18

180–250 0.064 0.066 ±7 ±6 +40 −40 +32 −32

250–350 0.023 0.024 ±10 ±9 +24 −24 +30 −19

350–1000 0.0017 0.0018 ±14 ±13 +50 −50 +40 −40

m(t t̄) (GeV)

0–450 0.94 0.097 ±1.8 ±1.6 +12 −13 +5 −5

450–650 1.76 0.183 ±2.0 ±1.9 +8 −9 +2.8 −3.0

650–850 0.57 0.059 ±4 ±3.3 +10 −12 +8 −8

850–1500 0.111 0.0115 ±6 ±5 +11 −11 +14 −14

X dσt t̄
dX [pb] 1

σt t̄

dσt t̄
dX Stat. (abs.) (%) Stat. (norm.) (%) Syst. (abs.) (%) Syst. (norm.) (%)

|y(t t̄)|
0.0–0.8 7.7 0.797 ±1.3 ±1.1 +8 −9 +1.8 −1.8

0.8–1.6 3.9 0.400 ±2.2 ±2.0 +9 −10 +3.4 −3.4

1.6–4.0 0.170 0.0176 ±7 ±7 +13 −13 +8 −8

|y(t)|
0.0–0.5 12.9 0.665 ±1.5 ±1.4 +8 −10 +1.0 −1.3

0.5–1.0 11.5 0.595 ±1.6 ±1.5 +10 −10 +2.2 −1.9

1.0–1.6 8.1 0.421 ±1.8 ±1.7 +8 −9 +1.4 −1.2

1.6–4.0 0.95 0.0489 ±2.9 ±2.7 +8 −9 +6 −6

ation of their nominal values. The difference between the
nominal pseudo-data set result and the shifted result is taken
as the systematic uncertainty.

Each background prediction has an uncertainty associ-
ated with its theoretical cross-section. The cross-section for
the Wt process is varied by ±5.3% [42], the diboson cross-
section is varied by ±6%, and the Drell–Yan Z/γ ∗ → τ+τ−
background is varied by ±5% based on studies of different
MC generators. A 30% uncertainty is assigned to the normal-
isation of the fake-lepton background based on comparisons
between data and MC simulation in a fake-dominated con-
trol region, which is selected in the same way as the t t̄ signal
region but the leptons are required to have same-sign electric
charges.

An additional uncertainty is evaluated for the Wt process
by replacing the nominal DR sample with a DS sample, as
discussed in Sect. 3, and taking the difference between the
two as the systematic uncertainty.

7.3 Detector modelling uncertainties

Systematic uncertainties due to the modelling of the detec-
tor response affect the signal reconstruction efficiency, the
unfolding procedure, and the background estimation. In order
to evaluate their impact, the full analysis is repeated with vari-
ations of the detector modelling and the difference between
the nominal and the shifted results is taken as the systematic
uncertainty.
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Table 5 χ2 values between the normalised unfolded fiducial cross-section and various predictions from the MC simulation. The number of degrees
of freedom (NDF) is equal to one less than the number of bins in the distribution. Powheg refers to Powheg-Box v2

Predictions pT(t) |y(t)| pT(t t̄) |y(t t̄)| m(t t̄)

χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value

Powheg + Pythia 6 5.2/4 0.27 0.5/3 0.92 5.5/6 0.48 0.6/2 0.74 3.9/4 0.42

Powheg + Pythia 8 4.6/4 0.33 1.3/3 0.73 5.1/6 0.53 0.0/2 1.00 5.7/4 0.22

Powheg + Herwig++ 14.6/4 0.01 1.4/3 0.71 4.1/6 0.66 1.0/2 0.61 12.0/4 0.02

MG5_aMC@NLO + Herwig++ 2.0/4 0.74 1.3/3 0.73 0.6/6 1.00 0.2/2 0.90 0.9/4 0.92

MG5_aMC@NLO + Pythia 8 3.6/4 0.46 0.6/3 0.90 10.7/6 0.10 0.1/2 0.95 2.7/4 0.61

Sherpa 3.8/4 0.43 0.8/3 0.85 0.7/6 0.99 0.0/2 1.00 2.3/4 0.68

Powheg + Pythia 6 (radHi) 7.8/4 0.10 0.6/3 0.90 0.9/6 0.99 0.4/2 0.82 3.8/4 0.43

Powheg + Pythia 6 (radLow) 5.5/4 0.24 0.8/3 0.85 9.6/6 0.14 0.8/2 0.67 4.5/4 0.34

The uncertainties due to lepton isolation, trigger, identifi-
cation, and reconstruction requirements are evaluated in 2015
data using a tag-and-probe method in leptonically decaying
Z -boson events [56]. These uncertainties are summarised as
“Lepton” in Tables 2 and 3.

The uncertainties due to the jet energy scale and resolution
are extrapolated to

√
s = 13 TeV using a combination of test

beam data, simulation and
√
s = 8 TeV dijet data [59]. To

account for potential mismodelling of the JVT distribution
in simulation, a 2% systematic uncertainty is applied to the
jet efficiency. These uncertainties are summarised as “Jet” in
Tables 2 and 3. Uncertainties due to b-tagging, summarised
under “b-tagging”, are determined using

√
s = 8 TeV data as

described in Ref. [71] for b-jets and Ref. [72] for c- and light-
jets, with additional uncertainties to account for the presence
of the new Insertable B-Layer detector and the extrapolation
from

√
s = 8 TeV to

√
s = 13 TeV [62].

The systematic uncertainty due to the track-based terms
(i.e. those tracks not associated with other reconstructed
objects such as leptons and jets) used in the calculation of
Emiss

T is evaluated by comparing the Emiss
T in Z → μμ

events, which do not contain prompt neutrinos from the hard
process, using different generators. Uncertainties associated
with energy scales and resolutions of leptons and jets are
propagated to the Emiss

T calculation.
The uncertainty due to the integrated luminosity is ±2.1%.

It is derived, following a methodology similar to that detailed
in Ref. [73], from a calibration of the luminosity scale using
x–y beam-separation scans performed in August 2015. The
uncertainty in the pile-up reweighting is evaluated by varying
the scale factors by ±1σ based on the reweighting of the
average number of interactions per bunch crossing.

The uncertainties due to lepton and Emiss
T modelling are

not large for any observable. For the absolute cross-sections,
the uncertainty due to luminosity is not a dominant system-
atic uncertainty, and this uncertainty mainly cancels in the
normalised cross-sections. The luminosity uncertainty does
not cancel fully since it affects the background subtraction.

The uncertainty due to jet energy scale and JVT is a signifi-
cant source of uncertainty in the absolute cross-sections and
in some of the normalised cross-sections such as for pT(t t̄).
The uncertainties due to the limited number of MC events
are evaluated using pseudo-experiments. The data statistical
uncertainty is evaluated using the full covariance matrix from
the unfolding.

8 Results

The unfolded particle-level distributions for the absolute and
normalised fiducial differential cross-sections are presented
in Table 4. The total systematic uncertainties include all
sources discussed in Sect. 7.

The unfolded normalised data are used to compare with
different generator predictions. The significance of the differ-
ences of various generators, with respect to the data in each
observable, are evaluated by calculating the χ2 and determin-
ing p-values using the number of degrees of freedom (NDF).
The χ2 is determined using:

χ2 = ST
(N−1) · Cov−1

(N−1) · S(N−1), (4)

where Cov−1 is the inverse of the full bin-to-bin covariance
matrix, including all statistical and systematic uncertainties,
N is the number of bins, and S is a column vector of the
differences between the unfolded data and the prediction.
The NDF is equal to the number of bins minus one in the
observable for the normalised cross-sections. In Cov and S,
a single bin is removed from the calculation to account for the
normalisation of the observable, signified by the (N−1) sub-
script. The χ2, NDF, and associated p-values are presented
in Table 5 for the normalised cross-sections. Most genera-
tors studied agree with the unfolded data in each observable
within the experimental uncertainties, with the exception of
the Powheg-Box + Herwig++ MC simulation, which differs
significantly from the data in both pT(t) and m(t t̄).
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The normalised differential cross-sections for all observ-
ables are compared to predictions of different MC generators
in Fig. 5.

The Powheg-Box generator tends to predict a harder
pT(t) spectrum for the top quark than is observed in data,
although the data are still consistent with the prediction
within the experimental uncertainties. The
MG5_aMC@NLO generator appears to agree better with
the observed pT(t) spectrum, particularly when interfaced
to Herwig++. For the pT(t t̄) spectrum, again little difference
is observed between Powheg-Box + Pythia6 and Pythia8,
and both generally predict a softer spectrum than the data but
are also consistent within the experimental uncertainties. The
MG5_aMC@NLO generator, interfaced to Pythia8 or Her-
wig++ seems to agree with the data at low to medium values
of pT but MG5_aMC@NLO + Herwig++ disagrees at higher
values. For the m(t t̄) observable, although the uncertainties
are quite large, predictions from Powheg-Box interfaced to
Pythia6 or Pythia8 and the MG5_aMC@NLO + Pythia
8 prediction seem higher than the observed data around 600
GeV. For the rapidity observables, all MC predictions appear
to agree with the observed data, except for the high |y(t t̄)|
region, where some of the predictions are slightly higher than
the data.

9 Conclusions

Absolute and normalised differential top-quark pair-prod-
uction cross-sections in a fiducial phase-space region are
measured using 3.2 fb−1 of

√
s = 13 TeV proton–proton col-

lisions recorded by the ATLAS detector at the LHC in 2015.
The differential cross-sections are determined in the e±μ∓
channel, for the transverse momentum and the absolute rapid-
ity of the top quark, as well as the transverse momentum, the
absolute rapidity, and the invariant mass of the top-quark
pair. The measured differential cross-sections are compared
to predictions of NLO generators matched to parton showers
and the results are found to be consistent with all models
within the experimental uncertainties, with the exception of
Powheg -Box + Herwig++, which deviates from the data in
the pT(t) and m(t t̄) observables.
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Abstract A measurement of the t t̄ Z and t t̄W production
cross sections in final states with either two same-charge
muons, or three or four leptons (electrons or muons) is pre-
sented. The analysis uses a data sample of proton–proton
collisions at

√
s = 13 TeV recorded with the ATLAS detec-

tor at the Large Hadron Collider in 2015, corresponding
to a total integrated luminosity of 3.2 fb−1. The inclusive
cross sections are extracted using likelihood fits to signal
and control regions, resulting in σt t̄ Z = 0.9 ± 0.3 pb and
σt t̄W = 1.5 ± 0.8 pb, in agreement with the Standard Model
predictions.

1 Introduction

At the Large Hadron Collider (LHC), top quarks are copi-
ously produced in quark–antiquark pairs (t t̄). This process
has been extensively studied in proton–proton collisions at
7 and 8 TeV, and recently at 13 TeV [1,2] centre-of-mass
energy. Measurements of the associated production of t t̄ with
a Z boson (t t̄ Z ) allow the extraction of information about the
neutral-current coupling of the top quark. The production
rate of a top-quark pair with a massive vector boson could
be altered in the presence of physics beyond the Standard
Model (SM), such as vector-like quarks [3,4], strongly cou-
pled Higgs bosons [5] or technicolour [6–10], and therefore
the measurements of σt t̄ Z and σt t̄W are important checks of
the validity of the SM at this new energy regime. The t t̄ Z
and t t̄W processes have been established by ATLAS [11]
and CMS [12] using the Run-1 dataset at

√
s = 8 TeV, with

measured cross sections compatible with the SM prediction
and having uncertainties of ∼30%. At

√
s = 13 TeV, the SM

cross sections of the t t̄ Z and t t̄W processes increase by fac-
tors of 3.5 and 2.4, respectively, compared to

√
s = 8 TeV.

The cross sections, computed at next-to-leading-order (NLO)
QCD precision, using MadGraph5_aMC@NLO (referred

� e-mail: atlas.publications@cern.ch

to in the following as MG5_aMC), are σt t̄ Z = 0.84 pb and
σt t̄W = 0.60 pb with an uncertainty of ∼12% [13,14], pri-
marily due to higher-order corrections, estimated by varying
the renormalisation and factorisation scales.

This paper presents measurements of the t t̄ Z and t t̄W
cross sections using 3.2 fb−1 of proton–proton (pp) colli-
sion data at

√
s = 13 TeV collected by the ATLAS detec-

tor in 2015. The final states of top-quark pairs produced in
association with a Z or a W boson comprise up to four iso-
lated, prompt leptons.1 Decay modes with two same-sign
(SS) charged muons, or three or four leptons are considered
in this analysis. The analysis strategy follows the strategy
adopted for the 8 TeV dataset [11], excluding the lower sen-
sitivity SS dilepton channels. Table 1 lists the analysis chan-
nels and the targeted decay modes of the t t̄ Z and t t̄W pro-
cesses. Each channel is divided into multiple analysis regions
in order to enhance the sensitivity to the signal. Simultaneous
fits are performed to the signal regions and selected control
regions in order to extract the cross sections for t t̄ Z and
t t̄W production. Additional validation regions are defined to
check that the background estimate agrees with the data and
are not used in the fit.

2 The ATLAS detector

The ATLAS detector [15] consists of four main subsys-
tems: an inner tracking system, electromagnetic (EM) and
hadronic calorimeters, and a muon spectrometer (MS). The
inner detector (ID) consists of a high-granularity silicon
pixel detector, including the newly installed Insertable B-
Layer [16], which is the innermost layer of the tracking sys-
tem, and a silicon microstrip tracker, together providing pre-

1 In this paper, lepton is used to denote electron or muon, and prompt
lepton is used to denote a lepton produced in a Z or W boson or τ -lepton
decay.
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Table 1 List of t t̄W and t t̄ Z decay modes and analysis channels tar-
geting them

Process t t̄ decay Boson decay Channel

t t̄W (μ±νb)(qq̄b) μ±ν SS dimuon

(�±νb)(�∓νb) �±ν Trilepton

t t̄ Z (�±νb)(qq̄b) �+�− Trilepton

(�±νb)(�∓νb) �+�− Tetralepton

cision tracking in the pseudorapidity2 range |η| < 2.5 and
of a transition radiation tracker covering |η| < 2.0. All the
systems are immersed in a 2 T magnetic field provided by
a superconducting solenoid. The EM sampling calorimeter
uses lead and liquid argon (LAr) and is divided into barrel
(|η| < 1.475) and endcap (1.375 < |η| < 3.2) regions.
Hadron calorimetry is provided by a steel/scintillator-tile
calorimeter, segmented into three barrel structures, in the
range |η| < 1.7, and by two copper/LAr hadronic end-
cap calorimeters that cover the region 1.5 < |η| < 3.2.
The solid angle coverage is completed with forward cop-
per/LAr and tungsten/LAr calorimeter modules, optimised
for EM and hadronic measurements respectively, covering
the region 3.1 < |η| < 4.9. The muon spectrometer mea-
sures the deflection of muon tracks in the range |η| < 2.7
using multiple layers of high-precision tracking chambers
located in toroidal magnetic fields. The field integral of the
toroids ranges between 2.0 and 6.0 Tm for most of the detec-
tor. The muon spectrometer is also instrumented with sepa-
rate trigger chambers covering |η| < 2.4. A two-level trigger
system, using custom hardware followed by a software-based
trigger level, is used to reduce the event rate to an average of
around 1 kHz for offline storage.

3 Data and simulated event samples

The data were collected with the ATLAS detector during
2015 with a bunch spacing of 25 ns and a mean number of 14
pp interactions per bunch crossing (pile-up). With strict data-
quality requirements, the integrated luminosity considered
corresponds to 3.2 fb−1 with an uncertainty of 2.1% [17].

Monte Carlo simulation samples (MC) are used to model
the expected signal and background distributions in the dif-
ferent control, validation and signal regions described below.
The heavy-flavour decays involving b- and c-quarks, partic-

2 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-axis
along the beam pipe. The x-axis points from the IP to the centre of the
LHC ring, and the y-axis points upward. Cylindrical coordinates (r, φ)

are used in the transverse plane, φ being the azimuthal angle around the
z-axis. The pseudorapidity is defined in terms of the polar angle θ as
η = − ln tan(θ/2).

ularly important to this measurement, are modelled using
the EvtGen [18] program, except for processes modelled
using the Sherpa generator. In all samples the top-quark
mass is set to 172.5 GeV and the Higgs boson mass is set to
125 GeV. The response of the detector to stable3 particles is
emulated by a dedicated simulation [19] based either fully
on Geant [20] or on a faster parameterisation [21] for the
calorimeter response and Geant for other detector systems.
To account for additional pp interactions from the same and
close-by bunch crossings, a set of minimum-bias interactions
generated using Pythia v8.210 [22], referred to as Pythia 8
in the following, with the A2 [23] set of tuned MC parame-
ters (A2 tune) is superimposed on the hard-scattering events.
In order to reproduce the same pile-up levels present in the
data, the distribution of the number of additional pp interac-
tions in the MC samples is reweighted to match the one in the
data. All samples are processed through the same reconstruc-
tion software as the data. Simulated events are corrected so
that the object identification, reconstruction and trigger effi-
ciencies, energy scales and energy resolutions match those
determined from data control samples.

The associated production of a top-quark pair with one
or two vector bosons is generated at leading order (LO)
with MG5_aMC interfaced to Pythia 8, with up to two
(t t̄W ), one (t t̄ Z ) or no (t t̄WW ) extra partons included in the
matrix elements. The γ ∗ contribution and the Z/γ ∗ interfer-
ence are included in the t t̄ Z samples. The A14 [24] set of
tuned MC parameters (A14 tune) is used together with the
NNPDF2.3LO parton distribution function (PDF) set [25].
The samples are normalised using cross sections computed
at NLO in QCD [26].

The t-channel production of a single top quark in asso-
ciation with a Z boson (t Z ) is generated using MG5_aMC
interfaced with Pythia v6.427 [27], referred to as Pythia

6 in the following, with the CTEQ6L1 PDF [28] set and the
Perugia2012 [29] set of tuned MC parameters at NLO
in QCD. The Z/γ ∗ interference is included, and the four-
flavour scheme is used in the computation.

The Wt-channel production of a single top quark together
with a Z boson (tW Z ) is generated with MG5_aMC and
showered with Pythia 8, using the NNPDF3.0NLO PDF
set [30] and the A14 tune. The generation is performed at
NLO in QCD using the five-flavour scheme. Diagrams con-
taining a top-quark pair are removed to avoid overlap with
the t t̄ Z process.

Diboson processes with four charged leptons (4�), three
charged leptons and one neutrino (���ν) or two charged
leptons and two neutrinos (��νν) are simulated using the
Sherpa 2.1 generator [31]. The matrix elements include all
diagrams with four electroweak vertices. They are calculated
for up to one (4�, ��νν) or no additional partons (���ν) at

3 A particle is considered stable if cτ ≥ 1 cm.
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NLO and up to three partons at LO using the Comix [32]
and OpenLoops [33] matrix element generators and merged
with the Sherpa parton shower using the ME+PS@NLO

prescription [34]. The CT10nlo PDF set [35] is used in
conjunction with a dedicated parton-shower tuning devel-
oped by the Sherpa authors. The NLO cross sections cal-
culated by the generator are used to normalise diboson pro-
cesses. Alternative diboson samples are simulated using the
Powheg-Box v2 [36] generator, interfaced to the Pythia 8
parton shower model, and for which the CT10nlo PDF set
is used in the matrix element, while the CTEQ6L1 PDF set
is used for the parton shower along with the AZNLO [37] set
of tuned MC parameters.

The production of three massive vector bosons with sub-
sequent leptonic decays of all three bosons is modelled at LO
with the Sherpa 2.1 generator and the CT10 PDF set [35].
Up to two additional partons are included in the matrix ele-
ment at LO and the full NLO accuracy is used for the inclusive
process.

Electroweak processes involving the vector-boson scat-
tering (VBS) diagram and producing two same-sign leptons,
two neutrinos and two partons are modelled using Sherpa

2.1 at LO accuracy and the CT10 PDF set. Processes of
orders four and six in the electroweak coupling constant are
considered, and up to one additional parton is included in the
matrix element.

For the generation of t t̄ events andWt-channel single-top-
quark events the Powheg-Box v2 generator is used with the
CT10 PDF set. The parton shower and the underlying event
are simulated usingPythia6 with theCTEQ6L1PDF set and
the corresponding Perugia2012 tune. The t t̄ samples are
normalised to their next-to-next-to-leading-order (NNLO)
cross-section predictions, including soft-gluon resummation
to next-to-next-to-leading-log order, as calculated with the
Top++ 2.0 program (see Ref. [38] and references therein).
For more efficient sample generation, the t t̄ sample is pro-
duced by selecting only true dilepton events in the final state.
Moreover, an additional dilepton t t̄ sample requiring a b-
hadron not coming from top-quark decays is generated after
b-jet selection. Diagram removal is employed to remove the
overlap between t t̄ and Wt [39].

Samples of t t̄ events produced in association with a Higgs
boson (t t̄ H ) are generated using NLO matrix elements in
MG5_aMC with the CT10NLO PDF set and interfaced with
Pythia8 for the modelling of the parton shower. Higgs boson
production via gluon–gluon fusion (ggF) and vector boson
fusion (VBF) is generated using the Powheg-Box v2 gener-
ator with CT10 PDF set. The parton shower and underlying
event are simulated using Pythia 8 with the CTEQ6L1 PDF
set and AZNLO tune. Higgs boson production with a vector
boson is generated at LO using Pythia 8 with the CTEQ6L1
PDF. All Higgs boson samples are normalised using theoret-
ical calculations of Ref. [40].

Events containing Z or W bosons with associated jets,
referred to as Z+jets and W+jets in the following, are sim-
ulated using the Sherpa 2.1 generator. Matrix elements are
calculated for up to two partons at NLO and four partons
at LO. The CT10 PDF set is used in conjunction with a
dedicated parton-shower tuning developed by the Sherpa

authors [31]. The Z/W+jets samples are normalised to the
NNLO cross sections [41–44]. Alternative Z/W+jets sam-
ples are simulated using MG5_aMC at LO interfaced to
the Pythia 8 parton shower model. The A14 tune is used
together with the NNPDF2.3LO PDF set.

The SM production of three and four top quarks is gener-
ated at LO with MG5_aMC+Pythia 8, using the A14 tune
together with the NNPDF2.3LO PDF set. The samples are
normalised using cross sections computed at NLO [45,46].

4 Object reconstruction

The final states of interest in this analysis contain electrons,
muons, jets, b-jets and missing transverse momentum.

Electron candidates [47] are reconstructed from energy
deposits (clusters) in the EM calorimeter that are associ-
ated with reconstructed tracks in the inner detector. The
electron identification relies on a likelihood-based selec-
tion [48,49]. Electrons are required to pass the “medium”
likelihood identification requirements described in Ref. [49].
These include requirements on the shapes of the electro-
magnetic shower in the calorimeter as well as tracking and
track-to-cluster matching quantities. The electrons are also
required to have transverse momentum pT > 7 GeV and
|ηcluster| < 2.47, where ηcluster is the pseudorapidity of the
calorimeter energy deposit associated with the electron can-
didate. Candidates in the EM calorimeter barrel/endcap tran-
sition region 1.37 < |ηcluster| < 1.52 are excluded.

Muon candidates are reconstructed from a fit to track
segments in the various layers of the muon spectrometer,
matched with tracks identified in the inner detector. Muons
are required to have pT > 7 GeV and |η| < 2.4 and to pass the
“medium” identification requirements defined in Ref. [50].
The medium requirement includes selections on the numbers
of hits in the ID and MS as well as a compatibility require-
ment between momentum measurements in the ID and MS.
It provides a high efficiency and purity of selected muons.
Electron candidates sharing a track with a muon candidate
are removed.

To reduce the non-prompt lepton background from hadron
decays or jets misidentified as leptons (labelled as “fake
leptons” throughout this paper), electron and muon can-
didates are required to be isolated. The total sum of
track transverse momenta in a surrounding cone of size
min(10 GeV/pT, re,μ), excluding the track of the candidate
from the sum, is required to be less than 6% of the candidate
pT, where re = 0.2 and rμ = 0.3. In addition, the sum of the
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cluster transverse energies in the calorimeter within a cone
of size �Rη ≡ √

(�η)2 + (�φ)2 = 0.2 of any electron can-
didate, excluding energy deposits of the candidate itself, is
required to be less than 6% of the candidate pT.

For both electrons and muons, the longitudinal impact
parameter of the associated track with respect to the primary
vertex,4 z0, is required to satisfy |z0 sin θ | < 0.5 mm. The
significance of the transverse impact parameter d0 is required
to satisfy |d0|/σ(d0) < 5 for electrons and |d0|/σ(d0) < 3
for muons, where σ(d0) is the uncertainty in d0.

Jets are reconstructed using the anti-kt algorithm [51,52]
with radius parameter R = 0.4, starting from topological
clusters in the calorimeters [53]. The effect of pile-up on jet
energies is accounted for by a jet-area-based correction [54]
and the energy resolution of the jets is improved by using
global sequential corrections [55]. Jets are calibrated to the
hadronic energy scale using E- and η-dependent calibration
factors based on MC simulations, with in-situ corrections
based on Run-1 data [56,57] and checked with early Run-
2 data [58]. Jets are accepted if they fulfil the requirements
pT > 25 GeV and |η| < 2.5. To reduce the contribution
from jets associated with pile-up, jets with pT < 60 GeV
and |η| < 2.4 are required to satisfy pile-up rejection criteria
(JVT), based on a multivariate combination of track-based
variables [59].

Jets are b-tagged as likely to contain b-hadrons using the
MV2c20 algorithm, a multivariate discriminant making use
of the long lifetime, large decay multiplicity, hard fragmenta-
tion and high mass of b-hadrons [60]. The average efficiency
to correctly tag a b-jet is approximately 77%, as determined
in simulated t t̄ events, but it varies as a function of pT and η.
In simulation, the tagging algorithm gives a rejection factor
of about 130 against light-quark and gluon jets, and about
4.5 against jets containing charm quarks [61]. The efficiency
of b-tagging in simulation is corrected to that in data using
a t t̄-based calibration using Run-1 data [62] and validated
with Run-2 data [63].

The missing transverse momentum pmiss
T , with magnitude

Emiss
T , is a measure of the transverse momentum imbalance

due to particles escaping detection. It is computed [64] as
the negative sum of the transverse momenta of all electrons,
muons and jets and an additional soft term. The soft term
is constructed from all tracks that are associated with the
primary vertex but not with any physics object. In this way,
the Emiss

T is adjusted for the best calibration of the jets and
the other identified physics objects above, while maintaining
pile-up independence in the soft term [65,66].

4 A primary vertex candidate is defined as a vertex with at least five
associated tracks, consistent with the beam collision region. If more
than one such vertex is found, the vertex candidate with the largest sum
of squared transverse momenta of its associated tracks is taken as the
primary vertex.

To prevent double-counting of electron energy deposits
as jets, the closest jet within �Ry = 0.2 of a reconstructed
electron is removed, where �Ry ≡ √

(�y)2 + (�φ)2. If the
nearest jet surviving the above selection is within �Ry =
0.4 of an electron, the electron is discarded to ensure that
selected electrons are sufficiently separated from nearby jet
activity. To reduce the background from muons originating
from heavy-flavour particle decays inside jets, muons are
removed if they are separated from the nearest jet by �Ry <

0.4. However, if this jet has fewer than three associated tracks,
the muon is kept and the jet is removed instead; this avoids
an inefficiency for high-energy muons undergoing significant
energy loss in the calorimeter.

5 Event selection and background estimation

Only events collected using single-electron or single-muon
triggers are accepted. The trigger thresholds, pT > 24 GeV
for electrons and pT > 20 GeV for muons, are set to be almost
fully efficient for reconstructed leptons with pT > 25 GeV.
Events are required to have at least one reconstructed primary
vertex. In all selections considered, at least one reconstructed
lepton with pT > 25 GeV is required to match (�Rη < 0.15)
a lepton with the same flavour reconstructed by the trigger
algorithm. Three channels are defined based on the number
of reconstructed leptons, which are sorted according to their
transverse momentum in decreasing order.

Background events containing well-identified prompt lep-
tons are modelled by simulation. The normalisations for the
WZ and Z Z processes are taken from data control regions
and included in the fit. The yields in these data control regions
are extrapolated to the signal regions using simulation. Sys-
tematic uncertainties in the extrapolation are taken into
account in the overall uncertainty in the background estimate.

Background sources involving one or more fake leptons
are modelled using data events from control regions. For
the same-sign dimuon (2μ-SS) analysis and the trilepton
analysis the fake-lepton background is estimated using the
matrix method [67], where any combination of fake lep-
tons among the selected leptons is considered. However,
compared to Ref. [67], the real- and fake-lepton efficiencies
used by the matrix method are estimated in a different way
in this measurement. The lepton efficiencies are measured
by applying the matrix method in control regions, where
the lepton efficiencies are extracted in a likelihood fit as
free parameters using the matrix method as model, assum-
ing Poisson statistics, and assuming that events with two
fake leptons are negligible. In this way the parameters are
by construction the actual parameters of the matrix model
itself, instead of relying on external lepton efficiency mea-
surements, which are not guaranteed to be fully consistent
with the matrix model. The control regions are defined in
dilepton events, separately for b-tagged and b-vetoed events
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Fig. 1 The (left) Emiss
T and (right) subleading lepton pT distributions

shown for the b-tagged 2μ-SS channel where the signal region require-
ments on subleading lepton pT, number of b-tags, and Emiss

T are relaxed.
The shaded band represents the total uncertainty. The background

denoted ‘Other’ contains other SM processes producing two same-sign
prompt leptons. The last bin in each of the distributions includes the
overflow

to take into account the different fake-lepton efficiencies
depending on whether the source is a light-flavour jet or a
heavy-flavour jet. The real-lepton efficiencies are measured
in inclusive opposite-sign events, and fake-lepton efficien-
cies in events with same-sign leptons and Emiss

T > 40 GeV
(for b-tagged events Emiss

T > 20 GeV), after subtracting the
estimated contribution from events with misidentification of
the charge of a lepton (referred to as “charge-flip” in the fol-
lowing), and excluding the same-sign dimuon signal region.
The charge-flip events are subtracted using simulation. The
extracted fake-lepton efficiencies are found to be compatible
with fake-lepton efficiencies from a fully data-driven proce-
dure where the charge-flip events are estimated from data. For
the tetralepton channel, the contribution from backgrounds
containing fake leptons is estimated from simulation and cor-
rected with scale factors determined in control regions.

The full selection requirements and the background evalu-
ation strategies in the different channels are described below.

5.1 Same-sign dimuon analysis

The same-sign dimuon signal region targets the t t̄W process
and has the highest sensitivity among all same-sign dilepton
regions [11]. The main reason for this is that electrons have
a much larger charge misidentification probability, inducing

a significant background from top-quark pairs. Events are
required to have two muon candidates with the same charge
and pT > 25 GeV, Emiss

T > 40 GeV, the scalar sum of the
pT of selected leptons and jets, HT, above 240 GeV, and at
least two b-tagged jets. Events containing additional leptons
(with pT > 7 GeV) are vetoed.

The dominant background in the 2μ-SS region arises from
events containing fake leptons, where the main source is t t̄
events. Backgrounds from the production of prompt leptons
with correctly identified charge come primarily from WZ
production, but the relative contribution of this background is
small compared to the fake-lepton background. The charge-
flip background is negligible in this signal region, as the
probability of misidentifying the charge of a muon in the
relevant pT range is negligible. For the validation of the
fake-lepton background estimate a region is defined based
on the signal region selection but omitting the Emiss

T require-
ment, reducing the pT threshold of the subleading lepton to
20 GeV and requiring at least one b-tagged jet. The distri-
butions of Emiss

T and subleading lepton pT in this valida-
tion region (2μ-SS-VR) are shown in Fig. 1. The expected
numbers of events in the 2μ-SS signal region are shown
in Table 4. Nine events are observed in data for this signal
region.
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Table 2 Summary of event
selections in the trilepton signal
regions

Variable 3�-Z-1b4j 3�-Z-2b3j 3�-Z-2b4j 3�-noZ-2b

Leading leptons pT >25 GeV >25 GeV >25 GeV >25 GeV

Other leptons’ pT >20 GeV >20 GeV >20 GeV >20 GeV

Sum of leptons’ charges ±1 ±1 ±1 ±1

OSSF |m�� − mZ | <10 GeV <10 GeV <10 GeV >10 GeV

njets ≥4 3 ≥4 ≥2 and ≤4

nb-jets 1 ≥2 ≥2 ≥2

5.2 Trilepton analysis

Four signal regions with exactly three leptons are considered.
The first three are sensitive to t t̄ Z ; each of these requires an
opposite-sign same-flavour (OSSF) pair of leptons whose
invariant mass is within 10 GeV of the Z boson mass. The
signal regions are categorised by their jet and b-jet multi-
plicities and have different signal-to-background ratios. In
the 3�-Z-1b4j region, at least four jets are required, exactly
one of which is b-tagged. In the 3�-Z-2b3j region, exactly
three jets with at least two b-tagged jets are required. In the
3�-Z-2b4j region, at least four jets are required, of which at
least two are b-tagged.

In the 3�-noZ-2b region at least two and at most four jets
are required, of which at least two are b-tagged, no OSSF

lepton pair is allowed in the Z boson mass window, and the
sum of the lepton charges must be ±1. This region primarily
targets the t t̄W process but also has a sizeable t t̄ Z contribu-
tion.

The signal region definitions for the trilepton channel are
summarised in Table 2, while the expected numbers of events
in the signal regions are shown in Table 4. The dominant
backgrounds in the 3�-Z-1b4j, 3�-Z-2b3j and 3�-Z-2b4j sig-
nal regions arise from Z+jets production with a fake lepton,
diboson production and the production of a single top quark
in association with a Z boson.

A control region is used to constrain the normalisation
of the WZ background in data. Exactly three leptons are
required, at least one pair of which must be an OSSF pair
with an invariant mass within 10 GeV of the Z boson mass.
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Fig. 2 Distributions of (left) the number of electrons and (right) the
third-lepton pT in the 3�-WZ-CR control region before the fit. The
background denoted ‘Other’ contains other SM processes producing

three prompt leptons. The shaded band represents the total uncertainty.
The last bin of the distribution shown in the right panel includes the
overflow
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denoted ‘Other’ contains other SM processes producing three prompt leptons. The shaded band represents the total uncertainty

There must be exactly three jets, none of which pass the b-
tagging requirement. With these requirements, the expected
t t̄ Z signal contribution is roughly 1% of the total number
of events. This region is referred to as 3�-WZ-CR and it
is included in the fit. Distributions comparing data and SM
prediction are shown in Fig. 2.

Two background validation regions are defined for the
trilepton channel. In the first region, 3�-Z-VR, the presence
of two OSSF leptons with an invariant mass within 10 GeV
of the mass of the Z boson is required. The region requires
the events to have at most three jets where exactly one is
b-tagged, or exactly two jets where both jets are b-tagged.
The main backgrounds are WZ production and Z+jets events
with fake leptons. In the second region, 3�-noZ-VR, events
with such a pair of leptons are vetoed. This region requires
the events to have at most three jets where exactly one is
b-tagged, and it is dominated by the fake-lepton background
from top-quark pair production. Neither validation region is
used in the fit. The distributions of the number of electrons
in each of the two validation regions are shown in Fig. 3,
demonstrating that data and background modelling are in
good agreement within statistical uncertainties.

In total, 29 events are observed in the four signal regions.
Distributions of the number of jets, number of b-tagged jets,
missing transverse momentum and transverse momentum of
the third lepton are shown in Fig. 4.

5.3 Tetralepton analysis

The tetralepton channel targets the t t̄ Z process for the case
where both W bosons resulting from top-quark decays and
the Z boson decay leptonically. Events with two pairs of
opposite-sign leptons are selected, and at least one pair must
be of same flavour. The OSSF lepton pair with reconstructed
invariant mass closest tomZ is attributed to the Z boson decay
and denoted in the following by Z1. The two remaining lep-
tons are used to define Z2. Four signal regions are defined
according to the relative flavour of the two Z2 leptons, dif-
ferent flavour (DF) or same flavour (SF), and the number of
b-tagged jets: one, or at least two (1b, 2b). The signal regions
are thus 4�-DF-1b, 4�-DF-2b, 4�-SF-1b and 4�-SF-2b.

To suppress events with fake leptons in the 1-b-tag multi-
plicity regions, additional requirements on the scalar sum of
the transverse momenta of the third and fourth leptons (pT34)
are imposed. In the 4�-SF-1b and 4�-DF-1b regions, events
are required to satisfy pT34 > 25 GeV and pT34 > 35 GeV,
respectively. In all regions, the invariant mass of any two
reconstructed OS leptons is required to be larger than 10 GeV.
The signal region definitions for the tetralepton channel are
summarised in Table 3.

A control region used to constrain the Z Z normalisation,
referred to as 4�-ZZ-CR, is included in the fit and is defined
to have exactly four reconstructed leptons, a Z2 pair with
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Fig. 4 Distributions of (top left) the number of jets, (top right) the num-
ber of b-tagged jets, (bottom left) the missing transverse momentum and
(bottom right) the third-lepton pT, for events contained in any of the
three signal regions 3�-Z-1b4j, 3�-Z-2b3j or 3�-Z-2b4j. The distribu-

tions are shown before the fit. The background denoted ‘Other’ contains
other SM processes producing three prompt leptons. The shaded band
represents the total uncertainty. The last bin in each of the distributions
shown in the bottom panels includes the overflow

OSSF leptons, the value of both mZ1 and mZ2 within 10 GeV
of the mass of the Z boson, and Emiss

T < 40 GeV. The lead-
ing lepton pT, the invariant mass of the Z2 lepton pair, the

missing transverse momentum and the jet multiplicity in this
control region are shown in Fig. 5, and good agreement is
seen between data and prediction.
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Table 3 Definitions of the four
signal regions in the tetralepton
channel. All leptons are required
to satisfy pT > 7 GeV and at
least one lepton with
pT > 25 GeV is required to be
trigger matched. The invariant
mass of any two reconstructed
OS leptons is required to be
larger than 10 GeV

Region Z2 leptons pT34 |mZ2 − mZ | Emiss
T nb-tags

4�-DF-1b e±μ∓ >35 GeV − − 1

4�-DF-2b e±μ∓ − − − ≥ 2

4�-SF-1b e±e∓, μ±μ∓ >25 GeV

{
>10 GeV
<10 GeV

>40 GeV
>80 GeV

}
1

4�-SF-2b e±e∓, μ±μ∓ –

{
>10 GeV
<10 GeV

−
>40 GeV

}
≥ 2

The contribution from backgrounds containing fake lep-
tons is estimated from simulation and corrected with scale
factors determined in two control regions: one region
enriched in t t̄ events and thus in heavy-flavour jets, and
one region enriched in Z+jets events, and thus in light-
flavour jets. The scale factors are calibrated separately for
electron and muon fake-lepton candidates. The scale factors
are applied to all MC simulation events with fewer than four
prompt leptons according to the number and the flavour of the
fake leptons. The t t̄ scale factors are applied to MC processes
with real top quarks, while for all other processes the Z+jets
scale factors are applied. Different generators are used when
determining the scale factors and when applying them. It is
verified that the uncertainties in the scale factors include the
differences between these generators.

The expected yields in the signal and control regions in
the tetralepton channel are shown in Table 4. Five events
are observed in the four signal regions. Figure 6 shows
the data superimposed to the expected distributions for all
four signal regions combined. Overall the acceptance times
efficiency for the t t̄ Z and t t̄W processes is 6‰ and 2‰,
respectively.

6 Systematic uncertainties

The normalisation of signal and background in each channel
can be affected by several sources of systematic uncertainty.
These are described in the following subsections.

6.1 Luminosity

The uncertainty in the integrated luminosity in the 2015
dataset is 2.1%. It is derived, following a methodology
similar to that detailed in Ref. [68], from a calibration
of the luminosity scale using x–y beam-separation scans
performed in August 2015. This systematic uncertainty
is applied to all processes modelled using Monte Carlo
simulations.

6.2 Uncertainties associated with reconstructed objects

Uncertainties associated with the lepton selection arise from
imperfect knowledge of the trigger, reconstruction, identifi-
cation and isolation efficiencies, and lepton momentum scale
and resolution [47–50,69]. The uncertainty in the electron
identification efficiency is the largest systematic uncertainty
in the trilepton channel and among the most important ones
in the tetralepton channel.

Uncertainties associated with the jet selection arise from
the jet energy scale (JES), the JVT requirement and the jet
energy resolution (JER). Their estimations are based on Run-
1 data and checked with early Run-2 data. The JES and its
uncertainty are derived by combining information from test-
beam data, collision data and simulation [70]. JES uncer-
tainty components arising from the in-situ calibration and the
jet flavour composition are among the dominant uncertain-
ties in the 2μ-SS and trilepton channels. The uncertainties in
the JER and JVT have a significant effect at low jet pT. The
JER uncertainty results in the second largest uncertainty in
the trilepton channel.

The efficiency of the flavour-tagging algorithm is mea-
sured for each jet flavour using control samples in data and
in simulation. From these measurements, correction factors
are defined to correct the tagging rates in the simulation. In
the case of b-jets, correction factors and their uncertainties
are estimated based on observed and simulated b-tagging
rates in t t̄ dilepton events [62]. In the case of c-jets, they
are derived based on jets with identified D∗ mesons [71]. In
the case of light-flavour jets, correction factors are derived
using dijet events [71]. Sources of uncertainty affecting the
b- and c-tagging efficiencies are considered as a function of
jet pT, including bin-to-bin correlations [62]. An additional
uncertainty is assigned to account for the extrapolation of the
b-tagging efficiency measurement from the pT region used
to determine the scale factors to regions with higher pT. For
the efficiency to tag light-flavour jets, the dependence of the
uncertainty on the jet pT and η is considered. These system-
atic uncertainties are taken as uncorrelated between b-jets,
c-jets, and light-flavour jets.

The treatment of the uncertainties associated with recon-
structed objects is common to all three channels, and thus
these are considered as correlated among different regions.
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Fig. 5 (Top left) Leading lepton pT, (top right)mZ2 , (bottom left) miss-
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Table 4 Expected event yields for signal and backgrounds, and the
observed data in all control and signal regions used in the fit to extract
the t t̄ Z and t t̄W cross sections. The quoted uncertainties in the expected
event yields represent systematic uncertainties including MC statistical

uncertainties. The t Z , tW Z , t t̄ H , three- and four-top-quark processes
are denoted t + X . The WZ , Z Z , H → Z Z (ggF and VBF), HW and
HZ and VBS processes are denoted ‘Bosons’

Region t + X Bosons Fake leptons Total bkg. t t̄W t t̄ Z Data

3�-WZ-CR 0.52 ± 0.13 26.9 ± 2.2 2.2 ± 1.8 29.5 ± 2.8 0.015 ± 0.004 0.80 ± 0.13 33

4�-ZZ-CR <0.001 39.5 ± 2.6 1.8 ± 0.6 41.2 ± 2.7 <0.001 0.026 ± 0.007 39

2μ-SS 0.94 ± 0.08 0.12 ± 0.05 1.5 ± 1.3 2.5 ± 1.3 2.32 ± 0.33 0.70 ± 0.10 9

3�-Z-2b4j 1.08 ± 0.25 0.5 ± 0.4 <0.001 1.6 ± 0.5 0.065 ± 0.013 5.5 ± 0.7 8

3�-Z-1b4j 1.14 ± 0.24 3.3 ± 2.2 2.2 ± 1.7 6.7 ± 2.8 0.036 ± 0.011 4.3 ± 0.6 7

3�-Z-2b3j 0.58 ± 0.19 0.22 ± 0.18 <0.001 0.80 ± 0.26 0.083 ± 0.014 1.93 ± 0.28 4

3�-noZ-2b 0.95 ± 0.11 0.14 ± 0.12 3.6 ± 2.2 4.7 ± 2.2 1.59 ± 0.28 1.45 ± 0.20 10

4�-SF-1b 0.212 ± 0.032 0.09 ± 0.07 0.113 ± 0.022 0.42 ± 0.08 <0.001 0.66 ± 0.09 1

4�-SF-2b 0.121 ± 0.021 0.07 ± 0.06 0.062 ± 0.012 0.25 ± 0.07 <0.001 0.63 ± 0.09 1

4�-DF-1b 0.25 ± 0.04 0.0131 ± 0.0032 0.114 ± 0.019 0.37 ± 0.04 <0.001 0.75 ± 0.10 2

4�-DF-2b 0.16 ± 0.05 <0.001 0.063 ± 0.013 0.23 ± 0.05 <0.001 0.64 ± 0.09 1
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Fig. 6 Distributions (left) of the invariant mass of the OSSF lepton
pair closest to the Z boson mass, mZ1 , and (right) of the number of
b-tagged jets, for events in the tetralepton signal regions. The distribu-
tions are shown before the fit. The background denoted ‘Other’ contains

other SM processes producing four prompt leptons. The shaded band
represents the total uncertainty. The first and last bin of the distribution
shown in the left panel include the underflow and overflow, respectively

6.3 Uncertainties in signal modelling

From the nominal MG5_aMC+Pythia 8 (A14 tune) con-
figuration, two parameters are varied to investigate uncer-
tainties from the modelling of the t t̄ Z and t t̄W processes:
the renormalisation (μR) and factorisation (μF) scales. A

simultaneous variation of μR = μF by factors 2.0 and 0.5
is performed. In addition, the effects of a set of variations
in the tune parameters (A14 eigentune variations), sensitive
to initial- and final-state radiation, multiple parton interac-
tions and colour reconnection, are evaluated. Studies per-
formed at particle level show that the largest impact comes
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from variations in initial-state radiation [26]. The systematic
uncertainty due to the choice of generator for the t t̄ Z and
t t̄W signals is estimated by comparing the nominal sample
with one generated with Sherpa v2.2. The Sherpa sample
uses the LO matrix element with up to one (two) additional
parton(s) included in the matrix element calculation for t t̄ Z
(t t̄W ) and merged with the Sherpa parton shower [72] using
the ME+PS@LO prescription. The NNPDF3.0NLO PDF set
is used in conjunction with a dedicated parton shower tune
developed by the Sherpa authors. Signal modelling uncer-
tainties are treated as correlated among channels.

6.4 Uncertainties in background modelling

In the trilepton and 2μ-SS channels, the diboson background
is dominated by WZ production, while Z Z production is
dominant in the tetralepton channel. While the inclusive cross
sections for these processes are known to better than 10%,
they contribute to the background in these channels if addi-
tional b-jets and other jets are produced and thus have a sig-
nificantly larger uncertainty.

In the trilepton and 2μ-SS channels, the normalisation of
the WZ background is treated as a free parameter in the fit
used to extract the t t̄ Z and t t̄W signals. The uncertainty in the
extrapolation of the WZ background estimate from the con-
trol region to signal regions with specific jet and b-tag mul-
tiplicities is evaluated by comparing predictions obtained by
varying the renormalisation, factorisation and resummation
scales used in MC generation. The uncertainties vary across
the different regions and an overall uncertainty of −50% and
+100% is used.

The normalisation of the Z Z background is treated as a
free parameter in the fit used to extract the t t̄ Z and t t̄W sig-
nals. In the tetralepton channel, several uncertainties in the
Z Z background estimate are considered. They arise from
the extrapolation from the 4�-ZZ-CR control region (cor-
responding to on-shell Z Z production) to the signal region
(with off-shell Z Z background) and from the extrapolation
from the control region without jets to the signal region with
at least one jet. They are found to be 30% and 20%, respec-
tively. An additional uncertainty of 10–30% is assigned to the
normalisation of the heavy-flavour content of the Z Z back-
ground, based on a data-to-simulation comparison of events
with one Z boson and additional jets and cross-checked with
a comparison between different Z Z simulations [11].

The uncertainty in the t t̄ H background is evaluated by
varying the factorisation and renormalisation scales up and
down by a factor of two with respect to the nominal value,
HT/2, where HT is defined as the scalar sum of the transverse

masses
√
p2

T + m2 of all final state particles.
For the t Z background, an overall normalisation uncer-

tainty of 50% is assumed. An additional uncertainty affecting

the distribution of this background as a function of jet and b-
jet multiplicity is evaluated by varying the factorisation and
renormalisation scales, as well as the amount of radiation in
the Perugia2012 parton-shower tune.

An uncertainty of +10% and −22% is assigned to the
tW Z background cross section. The uncertainty is asymmet-
ric due to an alternative estimate of the interference effect
between this process and the t t̄ Z production. The shape
uncertainty is evaluated by varying the factorisation and
renormalisation scales up and down by a factor of two with
respect to the nominal value HT/2.

For other prompt-lepton backgrounds, uncertainties of
20% are assigned to the normalisations of the WH and ZH
processes, based on calculations from Ref. [73]. An uncer-
tainty of 50% is considered for triboson and same-sign WW
processes.

The fake-lepton background uncertainty is evaluated as
follows. The uncertainty due to the matrix method is esti-
mated by propagating the statistical uncertainty on the mea-
surement of the fake-lepton efficiencies. Additionally, a 20%
uncertainty is added to the subtracted charge-flip yields esti-
mated as the difference between data-driven charge-flips and
simulation, and the Emiss

T requirement used to enhance the
single-fake-lepton fraction is varied by 20 GeV. The main
sources of fake muons are decays of light-flavour or heavy-
flavour hadrons inside jets. For the 2μ-SS region, the flavour
composition of the jets faking leptons is assumed to be
unknown. To cover this uncertainty, the central values of
the fake-lepton efficiencies extracted from the b-veto and
the b-tag control regions are used, with the efficiency dif-
ference assigned as an extra uncertainty. For the tetralepton
channel, fake-lepton systematic uncertainties are covered by
the scale-factor uncertainties used to calibrate the simulated
fake-lepton yield in the control regions. Within a fake-lepton
estimation method, all systematic uncertainties are consid-
ered to be correlated among analysis channels and regions.
Thus 2μ-SS and trilepton fake-lepton systematic uncertain-
ties that use the matrix method are not correlated with the
tetralepton systematic uncertainties. The expected uncertain-
ties in the fake-lepton backgrounds relative to the total back-
grounds vary in each channel and signal region: 50% for the
2μ-SS region, 25–50% for the trilepton channel and 5–10%
for the tetralepton channel.

7 Results

In order to extract the t t̄ Z and t t̄W cross sections, nine sig-
nal regions (2μ-SS, 3�-Z-1b4j, 3�-Z-2b3j, 3�-Z-2b4j, 3�-
noZ-2b, 4�-DF-1b, 4�-DF-2b, 4�-SF-1b, 4�-SF-2b) and two
control regions (3�-WZ-CR, 4�-ZZ-CR) are simultaneously
fitted. The 2μ-SS signal region is particularly sensitive to
t t̄W , the 3�-noZ-2b signal region is sensitive to both, t t̄W
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Fig. 7 Expected yields after the fit compared to data for the fit to extract
σt t̄ Z and σt t̄W in the signal regions and in the control regions used
to constrain the WZ and Z Z backgrounds. The ‘Other’ background
summarises all other backgrounds described in Sect. 3. The shaded
band represents the total uncertainty

and t t̄ Z , while all other signal regions aim at the determi-
nation of the t t̄ Z cross section. The cross sections σt t̄ Z and
σt t̄W are determined using a binned maximum-likelihood fit
to the numbers of events in these regions. The fit is based
on the profile-likelihood technique, where systematic uncer-
tainties are allowed to vary as nuisance parameters and take
on their best-fit values. None of the uncertainties are found to
be significantly constrained or pulled from their initial val-
ues. The calculation of confidence intervals and hypothesis
testing is performed using a modified frequentist method as
implemented in RooStats [74,75].

A summary of the fit to all regions used to measure the t t̄ Z
and t t̄W production cross sections are shown in Fig. 7. The
normalisation corrections for the WZ and Z Z backgrounds
with respect to the Standard Model predictions are obtained
from the fits as described in Sect. 5 and found to be com-
patible with unity: 1.11 ± 0.30 for the WZ background and
0.94 ± 0.17 for the Z Z background.

The results of the fit are σt t̄ Z = 0.92 ± 0.29 (stat.) ±
0.10 (syst.) pb and σt t̄W = 1.50 ± 0.72 (stat.) ± 0.33 (syst.)
pb with a correlation of −0.13 and are shown in Fig. 8. The fit
yields significances of 3.9σ and 2.2σ over the background-
only hypothesis for the t t̄ Z and t t̄W processes, respectively.
The expected significances are 3.4σ for t t̄ Z and 1.0σ for
t t̄W production. The significance values are computed using
the asymptotic approximation described in Ref. [76]. In the
two channels most sensitive to the t t̄W signal the observed
relative number of events with two positively or two nega-
tively charged leptons is compatible with expectation. In the
3�-noZ-2b channel the observed distribution of the number
of events with a given amount of electrons and muons match
expectation, as well.

Table 5 shows the leading and total uncertainties in the
measured t t̄ Z and t t̄W cross sections. In estimating the
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Fig. 8 The result of the simultaneous fit to the t t̄ Z and t t̄W cross
sections along with the 68 and 95% confidence level (CL) contours. The
shaded areas correspond to the theoretical uncertainties in the Standard
Model predictions, and include renormalisation and factorisation scale
uncertainties as well as PDF uncertainties including αS variations

Table 5 List of dominant and total uncertainties in the measured cross
sections of the t t̄ Z and t t̄W processes from the fit. All uncertainties are
symmetrised

Uncertainty σt t̄ Z (%) σt t̄W (%)

Luminosity 2.6 3.1

Reconstructed objects 8.3 9.3

Backgrounds from simulation 5.3 3.1

Fake leptons and charge misID 3.0 19

Signal modelling 2.3 4.2

Total systematic 11 22

Statistical 31 48

Total 32 53

uncertainties for t t̄ Z (t t̄W ), the cross section for t t̄W (t t̄ Z ) is
fixed to its Standard Model value. For both processes, the pre-
cision of the measurement is dominated by statistical uncer-
tainties. For the t t̄ Z determination, the different sources con-
tribute with similar size to the total systematic uncertainty.
For the t t̄W determination, the dominant systematic uncer-
tainty source is the limited amount of data available for the
estimation of the fake leptons.

8 Conclusion

Measurements of the production cross sections of a top-quark
pair in association with a Z or W boson using 3.2 fb−1 of
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data collected by the ATLAS detector in
√
s = 13 TeV pp

collisions at the LHC are presented. Final states with either
two same-charge muons, or three or four leptons are anal-
ysed. From a simultaneous fit to nine signal regions and
two control regions, the t t̄ Z and t t̄W production cross sec-
tions are determined to be σt t̄ Z = 0.9 ± 0.3 pb and σt t̄W =
1.5±0.8 pb. Both measurements are consistent with the NLO
QCD theoretical calculations, σt t̄ Z = 0.84 ± 0.09 pb and
σt t̄W = 0.60 ± 0.08 pb.
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