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Abstract

®

CrossMark

We discuss the implementation of transport data in modeling of resistive plate chambers
(RPCs), which are used for timing and triggering purposes in many high energy physics

experiments. Particularly, we stress the importance of making a distinction between flux and
bulk transport data when non-conservative collisions, such as attachment and/or ionization,

are present. A 1.5-dimensional fluid model with photoionization is employed to demonstrate
how the duality of transport data affects the calculated signals of the ATLAS triggering RPC
and ALICE timing RPC used at CERN, and also a timing RPC with high SFs content. It is
shown that in the case of timing RPCs, the difference between the induced charges calculated
using flux and bulk transport data can reach several hundred percent at lower operating electric

fields. The effects of photoionization and space charge are also discussed.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Introduced in the 1980s [1, 2], resistive plate chambers
(RPCs) became widely used particle detectors for large area
timing and triggering purposes in high energy physics experi-
ments [3-5]. They consist of one or many gas gaps between
electrodes of high resistivity such as glass or bakelite. Owing
to their low cost, good efficiency and outstanding timing reso-
lution [6, 7], RPCs found their way into other areas of funda-
mental physics and technology, including cosmic ray physics
[8], geophysics [9] and medical imaging [10].

There have been many approaches to modeling of RPCs.
Analytical methods [11, 12], while often approximate, can
provide general conclusions about the influence of various
parameters on the RPC performance. Monte Carlo simula-
tions [13-15] are useful for calculating RPC performance
characteristics, such as timing resolution and efficiency,
which depend on the stochastic nature of primary ionization
and electron avalanche development. On the other hand,
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numerical models based on fluid equations [16, 17] can only
provide the mean values of RPC signals. Still, they are fre-
quently used for studying various physical phenomena in RPC
operation, in a computationally efficient manner.

All RPC models, except the microscopic Monte Carlo
model [15], rely on accurate electron transport and reac-
tion data in gases [18]. These data can be obtained from
swarm experiments [19, 20] but are usually calculated from
the electron impact cross sections using either the Monte
Carlo technique [21, 22] or Boltzmann equation analysis
[23-25]. MAGBOLTZ [26] is a Monte Carlo tool for such
a task and is routinely used by the particle detector commu-
nity. However, there seems to be a lack of awareness of the
two types of transport data named ‘flux’ and ‘bulk’ [19, 27].
The difference between the two can be elucidated by the
explicit effects of non-conservative collisions. Every col-
lision which results in changing of the number of electrons
in the ensemble (e.g. ionization, attachment, electron—ion
recombination) is regarded as non-conservative. In RPC

© 2016 IOP Publishing Ltd  Printed in the UK
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modeling, flux data were assumed systematically. Still, to
our knowledge, MAGBOLTZ can compute the bulk data and
considers them as ‘time of flight’ data, in the framework of
the so-called ‘Tagashira convention’ [28]. Furthermore, most
swarm experiments measure bulk properties [19, 25] and as
of recently, BOLSIG + [29]—a publicly available two term
Boltzmann equation solver—can also compute the bulk data.
Differences between two sets of data are often significant,
ranging from a few percent to a few orders of magnitude. In
some cases, bulk and flux transport coefficients may exhibit
entirely different qualitative behavior, as in case of negative
absolute electron flux mobility [30] in mixtures of noble and
strongly attaching gases and negative differential conductivity
(NDC) for electron bulk drift velocity in strongly attaching
gases [31]. A question may be raised as to which data, under
which conditions, are appropriate in modeling of RPCs. The
aim of this paper is to discuss this issue and also to demon-
strate the difference one might induce by implementation
with the bulk and flux data in fluid modeling of RPCs. With
that motivation, we have developed a fluid model based on a
drift-diffusion equation in a 1.5-dimensional framework. This
numerical model is also used to investigate streamer develop-
ment in RPCs under the influence of space charge effects and
photoionization. Particularly, we focus on the signal forma-
tion in three RPC configurations with different SFy content,
where duality of transport data should not be neglected.

In the present paper, we extend the previous fluid-equation
based models of RPCs [16, 17] by including the diffusion
term in the fluid model. In addition to ATLAS triggering RPC,
we present what we believe to be the first systematic calcul-
ation of the induced signals in the ALICE timing RPC and
timing RPC [32] for a wide range of the applied electric fields.
Electron transport coefficients as a function of the reduced
electric field are required as input in fluid equations. A Monte
Carlo simulation technique is used to calculate these transport
coefficients in the gas mixtures considered in this work. In
particular, a new set of cross sections for electron scattering in
C,H,F, is developed and considered in the calculations.

This paper is organized as follows. In section 2.1 we give
a brief overview and theoretical basis of electron transport in
gases under the hydrodynamic assumption and highlight those
aspects relevant for modeling. The numerical model used to
study the signal formation in ATLAS triggering RPC, ALICE
timing RPC and timing RPC [32] is described in section 2.3.
Calculated transport data used as input in this model are pre-
sented in section 2.2. Finally, in section 3 we show how dif-
ferent transport data affect the calculated signals for the three
RPC configurations.

2. Theoretical methods

2.1. Hydrodynamic modeling of electron transport in gases

The starting point of our electron transport analysis is the

equation of continuity

One(r, 1)
t

8—+V-I‘(r,t)=S(l',l), (D

where n(r, t) is the electron number density, T'(r, t) = n(v)is
the electron flux, (v) is the average electron velocity and S(r, 1)
represents the electron production rate per unit volume arising
from non-conservative collisions. Away from electrodes,
sources and sinks of electrons, the hydrodynamic conditions
can be assumed [22, 33]. Under these conditions, the phase-
space distribution function can be expressed as

o]

fo,v,0) =3 fOW O (=V)ne(r,1), )
k=0
where f®(v) are tensors of rank k and ® denotes a k-scalar
product. This functional relationship, which is valid for weak gra-
dients, is known as the hydrodynamic approximation [33]. Using
the expansion (2), after truncation, the flux I'(r, ) and source
term S(r, ) in the continuity equation (1) can be written as

I‘(r7 t) = WF ne(r7 t) - DF : Vne(r’ t)a (3)

S, 1) = SOn.(r,t) — SV . Vne(r, 1) + SP : VVn.(r, 1),
4)
where Wk is the flux drift velocity and D is the flux diffusion

tensor. Substituting the expressions for the flux (3) and source
term (4) into the continuity equation (1) we obtain

% + V- (Wgne(r,t) — D - Vne(r, 1)) = SOn(r, 1),
)
where
W = We +SU  (bulk drift velocity), (6)
Dg = Dr +S@®  (bulk diffusion tensor). )
The equation (5) is strictly valid only when

VSWn, — VSPVn, = 0. This assumption holds when the
electric field is spatially homogeneous as in the avalanche
phase of streamer development in RPCs. It is possible to avoid
this assumption, and this analysis is deferred to a future paper.
Our preliminary results, obtained under conditions found in
RPCs suggest that equation (5) is valid even for the streamer
phase where the space charge effects control the electric field.
From definitions (6) and (7), it is evident that the difference
between the flux and bulk transport coefficients arises only
due to presence of non-conservative collisions. It is shown
[33, 34] that the bulk drift velocity can also be defined as

d
W = —(r), 8
B dt< ) (8)
and the bulk diffusion tensor as
1d
Dg = ——{(r'r*). 9
B= 3 dt< ) 9

Herer* = r — (r) where (r) is the mean position of the swarm.
Similarly, the flux drift velocity components and the flux diag-
onal elements of the diffusion tensor are defined as

we— (30) —

Dg ;i = (tv)) — (r){(W),

(10)

(In
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where (v;) is the mean electron velocity and i = x,y,z. The
definitions (8)—(11) are useful for direct sampling in Monte
Carlo simulations. Also, the electron production rate S© can
be calculated as

1 dNe
N, dr’

where N,(t) is the number of electrons in the swarm.

One should be aware of the differences between the bulk
drift velocity and flux drift velocity. The bulk drift velocity
(8) is the velocity of centre of mass of the swarm, while the
flux drift velocity (10) is the mean velocity of electrons. It
can be easily illustrated why the two velocities may differ in
presence of non-conservative collisions. Even under hydro-
dynamic conditions, in constant electric field, the mean
energy of electrons is not constant throughout the swarm
[24, 25, 31]. Electrons at the front of the swarm generally have
higher energy than those at the back. If the collision frequency
for ionization increases with the electron energy, then elec-
trons are predominantly created in regions of higher energy,
resulting in a shift of the centre of mass of the swarm. A sim-
ilar physical picture can be applied for electron attachment: if
there is an attachment process which occurs at higher collision
energies, it will naturally tend to affect the leading edge of
the swarm. This results in a backwards shift of the swarm’s
centre of mass, which is observable as a reduction of the bulk
drift velocity (as compared to the flux drift velocity). This
process is known as attachment cooling [35, 36]. Conversely,
if collision frequency for electron attachment decreases with
the electron energy, then it is more likely that electrons will
be more efficiently consumed at the back than on the leading
edge of the swarm. This in turn shifts the swarm’s centre of
mass forward. This phenomenon is observable as an increase
of the bulk drift velocity and is usually known in the literature
as attachment heating [35, 36]. The distinction between the
two velocity components has important implications in mode-
ling of electron avalanches. One should take into account that
the avalanche (i.e. its centre of mass) progresses in space with
bulk drift velocity. For example, when Legler’s model [37],
or any other model of avalanche fluctuations is employed as a
function of avalanche path length [14, 38], bulk drift velocity
should be used to evaluate the ionization and attachment
coefficients.

Transport quantities (8)—(12) can be considered as funda-
mental data. They are strictly defined under hydrodynamic
conditions and are not an artifact of a particular theoretical
model or method of analysis. They are measurable and inde-
pendent of the experimental arrangement. Most swarm exper-
iments involve determination of bulk transport properties.
Typical examples are the pulsed-Townsend experiment and
time-of-flight experiment [19, 27]. These experiments assume
hydrodynamic conditions, which means that the measured
quantities correspond to the bulk properties appearing in the
diffusion equation (5). The bulk transport properties can be
used to normalize the sets of cross sections using the so-called
swarm procedure. The normalized set of cross sections for
electron scattering provides transport and reaction data

SO = (12)

which are in a good agreement with the measured data. The
standard swarm procedure was used by our group with the aim
of deriving the cross sections for electron scattering C,HyFE;
(section 2.2). As a result of this procedure, the calculated
transport coefficients agree very well with those measured
under the pulsed-Townsend conditions [39, 40].

Equation (5) coupled with the Poisson equation using a local
field approximation forms the basis of the fluid model consid-
ered in this work. Local field approximation assumes that the
electrons are in equilibrium with the local electric field and
thus the properly defined transport coefficients are only func-
tions of the local electric field. The equation (5) also assumes
hydrodynamic conditions and the approximation concerning
the source term. However, for homogeneous electric field, this
model gives the correct avalanche velocity and ionization per
avalanche path length. The same might not be true for fluid
models of RPCs [16—18] where the type of transport data
used as input is not discussed. Equation (5) with flux transport
coefficients instead of bulk, forms the basis of the first-order
fluid model. The designation ‘first-order’ implies that it can be
derived from the Boltzmann transport equation using first-order
velocity moments of the phase-space distribution function and
several approximations [41]. In general, fluid models can be
derived as moment equations of the variable order but they
usually require many simplifying and closure assumptions.
For example, the fluid model of the second-order is truncated
at the level of the mean energy where fluid equations are closed
in the so-called local mean energy approximation [41, 42].
Higher-order models introduce even more equations and
have been used for studying the non-local effects in streamer
dynamics [41, 42]. The application of high-order fluid models
for analysis of RPCs is a subject of our forthcoming paper. In
this paper, however, we only consider the first-order model
with flux transport data and model based on equation (5) with
bulk transport data. Since both models are mathematically the
same, with the only difference being the transport data used
as input, we shall refer to them as a single model which uses
either flux or bulk transport data.

2.2. Electron transport data in RPC gases

In this section we present the calculated transport and rate
coefficients for fluid modeling of the three RPC configura-
tions. The data are calculated using our Monte Carlo tech-
nique based on tracking of individual electrons and their
collisions with the background gas. We assume that the elec-
tron scattering is isotropic for each type of collision. While
the inclusion of anisotropy of electron scattering is important
for modeling of the transport and discharges in some mole-
cules under mostly high energy conditions no such conditions
were found in the present work that would justify the need
to include the differential cross sections and also that would
be supported by the available data to a sufficient degree. The
background gas temperature is set to 293 K. The transport
coefficients are sampled using definitions (8)—(11). For more
details about our Monte Carlo code the reader is referred to
[21, 34, 43].
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Figure 1. Cross sections for electron scattering in CoHoFy [44]: (1)
total momentum transfer, (2) elastic momentum transfer, (3)—(13)
vibrational excitations, (14) dissociative excitation, (15) effective
electronic excitation, (16) ionization, (17) dissociative attachment,
(18) 3-body attachment assuming pressure of 1 atm and temperature
of 293 K. For display, the attachment cross sections (17) and (18)
are multiplied by factor 20.

The transport and rate coefficients are calculated for gas
mixtures employed in: (1) ATLAS triggering RPC [3] 94.7%
CoHoE + 5% is0-C4Hjg + 0.3% SF, (2) ALICE timing RPC
[4] 90% C,HE; + 5% iso-C4Hjp + 5% SFe, and (3) timing
RPC [32] 85% C,H,E; + 5% is0-C4Hjg + 10% SFe. The data
are calculated using a new cross section set for electron scat-
tering in C,HyF; (figure 1) developed by our group [44]. This
cross section set is based on an updated version of our pre-
vious set [45] with additional vibrational excitations, elec-
tronic excitation and three-body attachment. The transport and
rate coefficients obtained using this set are in good agreement
with measurements by Urquijo ef al [40] and Basile et al [39].
The cross sections for iso-C4Hjq are taken from MAGBOLTZ
7.1. There is an updated set for iso-C4H; in newer versions of
MAGBOLTZ but the ionization coefficient obtained using the
older set from MAGBOLTZ 7.1 is in better agreement with
measurements [46]. Finally, the cross section set for electron
scattering in SFq is taken from Itoh et al [47].

Figure 2 shows the flux and bulk drift velocities calculated
over a range of reduced electric field strengths for three RPC
gas mixtures. The reduced electric field E/N is expressed in Td
(1 Td = 1072 Vm?). We observe that the ALICE timing RPC
and timing RPC [32] gas mixtures exhibit the greatest overall
difference between bulk and flux components of drift velocity.
The difference is larger than two orders of magnitude in the
limit of the lowest fields considered in this work (1-3 Td) and
an order of magnitude between 10-30 Td. In both of these
E/N ranges we see that the bulk drift velocity is reduced for an
increasing E/N. This phenomenon is termed negative differ-
ential conductivity (NDC) and has been studied many times in
the past [48, 49]. In particular, the occurrence of NDC in the
bulk drift velocity in the ALICE timing RPC gas mixture has
already been investigated in [31]. Still, the largest differences
between the flux and bulk components are in the attachment

covnd vl vl vl d 0 A

/‘\n\ 3 =
< A )
10° £ | ™NALICE TOF
E /./'
10' 5// (solid line + symbol) flux
F (dashed line) bulk
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1 10 100 1000
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Figure 2. Bulk and flux drift velocities calculated for gas mixtures
used in ATLAS triggering RPC, ALICE timing RPC and timing
RPC [32].

dominated region below 100 Td (figure 3). In the ionization
dominated region, at RPC operating fields of 200—-400 Td, the
difference ranges between 5% and 15%. A similar behavior is
observed in the longitudinal component of the diffusion tensor
(figure 4).

2.3. Numerical model

Assuming one-dimensional scenario n.(r, t) = n.(x, t) and the
electric field E = E e, (where e, is the unit vector in the x
direction), with addition of the photoionization source term
(Sph), the equation (5) reduces to

one

one 0
=—|W E)n.+D
o1 ax( sen(Eyne +Dr -

)+ (Vi - Va)ne + Sph,

(13)
where v; and v, are the ionization and attachment frequen-
cies (figure 3) respectively. The drift velocity W is defined as
positive (figure 2) and sgn(E) is the sign (signum) function.
Both transport and reaction data are considered as functions
of |E(x, 1)|. The continuity equations for the number densities
of positive (n,) and negative ions (7,) are written as

% = Vine+ Spn  and a;t" = U, Re, (14)
since the ions can be considered as immobile on the timescale
of fast electron signals.

The electric field is calculated assuming that the charge is
contained inside a cylinder, with radius Ry along the x axis,
and distributed uniformly in the radial direction. In this case,
similar to [50], the electric field along the x axis is given by

_ €0 d / _ / _ / .
ECn=Ey+ j; 1y 1) — na(x's 1) — e, 1)

oy
sgn(r—x) — —2"X  |qv,
V=) + R}
(15)
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Figure 3. Ionization and attachment rate coefficients calculated for
gas mixtures used in ATLAS triggering RPC, ALICE timing RPC
and timing RPC [32].

where Ey, d, ep and gy are the external (applied) electric field,
gas gap length, elementary charge and vacuum permittivity
respectively.

The photoionization source term is defined as [51, 52]

M d
SMLO:EXL14W@UNM&£QQ@—w
. exp(—|x ;\XI| )dx’,

where factor M = Qu,p/v; is the global photoionization effi-
ciency. As an approximation, the model assumes that the
photon production frequency vy, is proportional to the ioniz-
ation frequency v;. The photon mean free path A and the pho-
toionization quantum efficiency Q are considered as effective
values, averaged over the relevant photoemission bands. The
function

(16)

e — x|
Vo —x)? + R(z)
represents fraction of the solid angle centred at the emission
point x" and covering the cross section area at x.

Equations (13) and (14) are solved numerically, imposing
boundary conditions for absorbing electrodes

N 4y
Qur—x) =1 (17)

ne(x=0,1) =0, ne(x=d,t) =0, (18)
and initial conditions
Neo (x — x0)*
ne(x,t = 0) = ———=——exp| - ———"—|, 19
7rR(2) oo 2T p( 0(2) ) (19)
np(x,t=0) = n(x,t =0), ny(x,t=0)=0. (20)

Here Ny is the initial number of electrons with Gaussian dis-
tribution centered at xo and standard deviation op. The numer-
ical scheme uses second-order central finite differences for
discretization of spatial derivatives and classical fourth-order
Runge—Kutta 4 scheme for integration in time. With such an
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Figure 4. Bulk and flux density-normalized longitudinal diffusion
coefficient calculated for gas mixtures used in ATLAS triggering
RPC, ALICE timing RPC and timing RPC [32].

explicit method there are at least two stability conditions for
the time step [53]:

At< C, Ax/W  (CFL condition), 21)

At < Cq(Ax)*/Dy  (explicit diffusion limit),  (22)

where Ax is the spatial grid step. C, and Cy are the maximum
Courant numbers for advection and diffusion equations [54],
which generally depend on the particular time integration
scheme and spatial discretization. In our calculations, we use
a small constant time step which meets the above criteria.

Finally, the induced current is calculated using Ramo’s
theorem [55]

d
i(t) = eg TR} % fo ne(x, 1) We(|E(x, 1)|) sgn(E(x, 1)) dx,
) (23)

where E/V, is the weighting field and Wg is the flux drift
velocity [27].

3. Results and discussion

3.1. Preliminaries

The results for three RPC configurations considered in this
section are obtained using the model described in section 2.3.
Electron transport data required by this model are presented
in section 2.2. Parameter values for the radius of cylindrical
charge distribution Rj, photon mean free path A and photo-
ionization factor M, should generally require careful consid-
eration. For example, the ‘range’ of the space charge field
depends on Ry which, on the other hand, is determined by
the lateral spread of the primary ionization and transverse
diffusion. Also, photoionization is a complex process, espe-
cially in the case of these RPC gas mixtures, and cannot be
fully described by the effective parameters introduced in sec-
tion 2.3. However, it is not the aim of this work to model the
exact experimental conditions. The values for these parameters
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Figure 5. Electron number density and electric field during
avalanche development in ATLAS triggering RPC (0-8.2 ns in steps
of 0.4 ns). The applied electric field Ey = 4.9 MV m~! (196 Td) is
oriented in the x direction.

are taken from [51], since they seem realistic: Ry = 0.3 mm,
A =500 pgmand M = 1075,

Other parameters—gas gap length d, number of spatial
cells m, initial number of electrons N.;—are specific for each
RPC configuration:

(i) ATLAS triggering RPC [3] with a gas mixture of
94.7% CyHyEs + 5% is0-C4Hjp + 0.3% SFs (d = 2mm,
m = 3000, Ny = 60).
(i1) A single gas gap of the ALICE timing RPC [4] with a
gas mixture of 90% C,H,F; + 5% iso-C4H;o + 5% SFs
(d = 0.25mm, m = 2000, Ny = 6).
(iii) Timing RPC [32] with a gas mixture of 85% C,H,F, +
5% 1s0-C4Hj0 + 10% SFs (d = 0.3 mm, m = 2000, Ny = 9).

Numbers for N correspond to approximately 10 primary
clusters mm~! and 3 electrons/cluster, which are realistic
average values. We assume that the initial electron distribu-
tion is a Gaussian (19) centred in the gas gap i.e. xo = d/2,
with gy = d/6. For simplicity, the weighting field is set to
Ey/Vy = 1/d as in the parallel plate chamber. We assume
that the gas number density N = 2.505 - 10> m~3, which
corresponds to the pressure of 1 atm and temperature of
293 K.

3.2. Electron avalanche and streamer development

We now consider the electron avalanche and streamer devel-
opment in ATLAS triggering RPC. The applied electric field
Ey=49MV m ! (Ey/N = 196 Td) is oriented along the x-axis
and corresponds to the operating point voltage U = 9.8kV
[3]. Bulk transport data are employed in the model. The initial
conditions assume 60 electrons with Gaussian distribution, as
described in sections 2.3 and 3.1.

During the first 8.2 ns (figure 5), the electron avalanche
exhibits typical exponential growth without noticeable space
charge effects. Still, about half of the electrons have reached
the anode. While electrons are being consumed at the anode
the ions remain immobile. As a result, the space charge field

ne (10" m3)

E (10% vm™)

0.0 0.5 1.0 1.5 2.0

X (mm)

Figure 6. Electron number density and electric field during positive
streamer formation in ATLAS triggering RPC (8.2-12.2 ns in steps
of 0.8 ns). The applied electric field Eg = 4.9 MV m~! (196 Td) is
oriented in the x direction.

4

ne (10" m3)

E (108 vm™)

Figure 7. Electron number density and electric field during positive
streamer propagation in ATLAS triggering RPC (12.2-16.2 ns in
steps of 0.8 ns). The applied electric field Eg = 4.9 MV m™!

(196 Td) is oriented in the x direction.

begins to grow and reaches 10% of the external field at about
10.6 ns (figure 6). Due to space charge, the external field is
suppressed near the anode and enhanced at the tail of electron
distribution. In this region of enhanced field a positive streamer
is formed as a peak in the electron distribution (12.2 ns).
At this moment, the space charge field reaches almost
100% of the external field, leading to high photon produc-
tion. Due to photoionization, the positive streamer pro-
gresses toward the cathode (figure 7). After about 16.2 ns,
the streamer peak becomes narrower and starts to diminish
slowly.

The development of the electron avalanche and streamer
is tightly related to the induced current, which is considered
in the next section. It is interesting to note that in this case of
ATLAS triggering RPC, but also in other RPC configurations
considered in this work, the enhancement of the electric field
which leads to the positive streamer formation is mainly due
to electron absorption effect of the anode. A similar behavior
was also observed in a parallel plate chamber [51].
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Figure 8. Induced signals in ATLAS triggering RPC, ALICE timing RPC (ALICE TOF) and timing RPC [32] calculated using flux and
bulk transport data. Calculations are made for different applied electric fields Ey: realistic operating fields (left) and low operating fields
leading to saturated avalanche without positive streamer formation (right).

3.8. Induced current

Figure 8 (top left, solid line) shows the induced current cal-
culated for the case of ATLAS triggering RPC discussed in
section 3.2. We observe a small precursor signal followed by
a large peak. The occurrence of the precursor was also noticed
in many experiments [56-58]. According to equation (23),
the signal development can be interpreted knowing the elec-
tron number density and flux drift velocity. In our case, the
flux drift velocity increases monotonically with the electric
field strength (figure 2). We now recall the characteristic time
intervals for the avalanche development (0-8.2 ns), streamer
development (8.2—12.2 ns) and positive streamer propagation
(12.2-16.2 ns) described by the electron number density and
electric field strength in figures 5-7 respectively. During the
avalanche phase, the induced current grows exponentially
until the electrons reach the anode. Eventually, the exponen-
tial rise stops and becomes linear due to both electron absorp-
tion and space charge effects, which begin at about 10 ns. The
induced current peaks at 11.3 ns and starts to drop off forming
the characteristic precursor shape. Another rise begins when
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Figure 9. Induced signal in ATLAS triggering RPC calculated
assuming the initial electron distribution with 10 equally spaced
Gaussian clusters per mm, and 3 electrons per cluster. Calculations
are made using flux and bulk transport data.

photoionization takes place in the region of enhanced electric
field. The positive streamer is formed at 12.2 ns and the cur-
rent rises while the positive streamer grows and propagates
toward the cathode. At 16.2 ns the positive streamer stops
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Figure 10. Percentage difference between the induced charges
QOnux and Qpyik, calculated over a range of applied electric fields for
ATLAS triggering RPC, ALICE timing RPC (ALICE TOF) and
timing RPC [32].

right before reaching the cathode and starts to diminish, while
the induced current slowly drops to zero.

The induced current for the ATLAS RPC calculated using
flux transport data is also shown in figure 8 (top left, dashed
line). In this case, the induced current is slightly larger than
when bulk transport data are employed. Clearly, the difference
between the two cases arises from the drift-diffusion equa-
tion (13) and not Ramo’s theorem (23) where only flux drift
velocity is used. This difference can be understood by con-
sidering a simple avalanche growth with multiplication factor
exp((v; — 1,)l/W) where [ is the distance to the anode. Indeed,
since in RPC gases the bulk drift velocity is higher than flux
drift velocity (figure 2), the avalanche multiplication factor
will be higher in the flux case. The difference is even more
pronounced at lower electric field of 178 Td where saturated
avalanche does not progress into positive streamer (figure 8§,
top right).

In addition to single Gaussian initial conditions, we have
also calculated the induced current in the case of ATLAS
RPC with Ey/N = 196 Td, where the initial distribution con-
sists of multiple Gaussians representing primary ionization
with 10 clusters mm~! and 3 electrons/cluster. The distribu-
tion is given as ne(x,t = 0) = 2?20 G(i - 0.1 mm, op) where
G(xg, 0p) is a Gaussian defined in (19) with N,y = 3 electrons
and oy = 0.1 mm/6. The results with this initial condition are
shown in figure 9. Compared to the single Gaussian case, the
induced current has a similar shape but with steeper rising
edge and slightly rounded peak. These differences are mainly
due to clusters near the cathode, which form a tail of the single
Gaussian made by merging of small clusters during the ava-
lanche and streamer formation phase.

Figure 8 shows the induced currents for ALICE timing RPC
and timing RPC [32]. In contrast to ATLAS triggering RPC,
the induced signals of timing RPCs at their operating fields
are larger in amplitude, shorter in duration and rise faster as a
consequence of higher electric fields and smaller gas gaps. For
example, in case of ALICE timing RPC (figure 8, middle left),
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Figure 11. Percentage difference between the induced charges Qgx
and QOpui for the ALICE timing RPC. The difference is calculated
over a range of applied electric fields for three modeling scenarios:
(1) full model, (2) no photoionization, and (3) constant electric field
and no photoionization.

the peak due to positive streamer is smaller and has a faster
rising edge than in case of ATLAS RPC. It is also followed
by a small peculiar peak after about 0.1 ns. We have not fully
investigated the origin of this small peak but it shows no sign
of numerical artifact. Also, due to greater difference between
flux and bulk transport data (figures 2 and 4) the difference
between corresponding signals is larger compared to ATLAS
RPC, especially at lower electric field (figure 8, middle right).

The results for the three RPC configurations and gas mix-
tures presented in this section show an interesting behavior—
the discrepancy between the induced currents, calculated with
flux and bulk transport data, decreases with the applied elec-
tric field strength. One should expect the opposite, knowing
that the difference between the flux and bulk transport data
increases with the electric field in RPC operating range
(figures 2 and 4). This phenomenon is discussed in the
following section.

3.4. Induced charge

In this section, we investigate the impact of electron transport
data on the fast component of the induced charge. The induced
charge is calculated as an integral of the induced current i.e.

0= fo e i(t)dr. Figure 10 shows the percentage difference

between the induced charges Qgux and Oy, obtained using
flux and bulk transport data, respectively. The difference is
calculated over a range of operating electric fields for the three
RPC configurations. The difference ranges from 6% for the
ATLAS RPC up to 600% for the timing RPC [32]. This is
understandable considering the corresponding transport data.
However, for each of these RPC configurations, the difference
grows with the electric field up to a certain point when it drops
abruptly. We note that the induced currents on the left side
of the figure 8 are calculated using the applied fields above
this threshold, while figures on the right side are calculated
using applied fields below the threshold. This behavior seems
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Figure 12. Induced charges Qnyx and Quyi calculated over a range
of applied electric fields for the ALICE timing RPC using three
modeling scenarios: (1) full model, (2) no photoionization and (3)
constant electric field and no photoionization.

counter-intuitive considering that above ~100 Td the differ-
ence between flux and bulk transport data grows monotoni-
cally with the electric field. Moreover, the space charge effects
can increase this difference even further through enhancement
or reduction of the electric field toward the regions where flux
and bulk transport data differ considerably (figures 2 and 4).

In order to investigate this effect, we modify our model
from section 2.3 to include two more scenarios: (1) no
photoionization (Spyn(x,#)=0), and (2) constant electric
field i.e. no space charge effects, and no photoionization
(E(x,t) = Eo, Spn(x,1)=0). These two scenarios in addition
to the full model are used to calculate the percentage dif-
ference between the induced charges Qgyx and Qpy for the
ALICE timing RPC (figure 11). It is evident that without
space charge effects and photoionization the difference grows
steadily with the electric field. Without photoionization, the
space charge effects slightly enhance the difference at 351 Td.
Above this electric field, the difference decreases continu-
ously due to space charge effects alone. The photoionization
only suppresses the difference more rapidly since it produces
additional space charge.

Figure 12 shows the induced charges Qgux and Qpyi for
the ALICE timing RPC calculated using the three modeling
scenarios. The saturation effect induced by the space sharge is
clearly visible. Since Qfux > Qpuik, Mmore space charge is pro-
duced in the flux case. Therefore, Q. saturates faster with
the electric field than Qu,x and the difference between them
starts to drop. The inclusion of photoionization results in more
space charge and consequently faster saturation. It is also seen
that, in an isolated case of Qgyx at 351 Td, the space charge
effects can slightly increase the induced charge. We should
also note that the calculated induced charge seems unrealisti-
cally large compared to some experimental data for the fast
component of the induced charge [32, 58]. This can be due
to many reasons including the constraints of the 1.5D model
itself, but also its parameters which are not determined accu-
rately such as radius R and photoionization parameters 6, A

and Q. Still, the most obvious factor is the weighting field
E,/Vy which we assume as 1/d. Depending on the electrode
permittivity and thickness, the weighting field for some RPC
geometries can be a few times smaller than 1/d.

4. Conclusion

In this work we have discussed some aspects of electron
transport in gases relevant for modeling of RPCs. Under
hydrodynamic conditions, we have shown how the difference
between flux and bulk transport data arises due to presence
of non-conservative collisions. The duality of transport data
was clearly visible in case of three RPC gas mixtures with
different SFy content. One important implication is that in
modeling of electron avalanches, bulk data should generally
be used. A fluid model with photoionization was developed
in order to demonstrate how the transport data used as input
affect the results of RPC modeling. Using this model we have
investigated the streamer development in ATLAS triggering
RPC. It was found that the electron absorption on the anode
has large influence on the space charge effects and positive
streamer formation. The model was also used to calculate the
induced signals for ATLAS triggering RPC, ALICE timing
RPC and timing RPC [32]. The most striking observation is
the difference between the induced charges calculated using
flux and bulk data. This difference can reach up to 80% in case
of ATLAS RPC or several hundred percent in case of timing
RPCs at lower operating fields. However, at higher electric
fields the saturation effect due to space charge and photoioniz-
ation lowers the difference to about 6% for the ATLAS RPC
and 30% for the timing RPCs. This illustrates the importance
of correct implementation of data in modeling. One should be
aware of the origin of the transport data and the type of trans-
port data required in modeling.

The formalism and methodology presented in this paper
are valid for other types of gaseous particle detectors. Many
of the methods and techniques developed in the framework
of swarm physics directly carry over to the particle detec-
tors. We are currently working on extending the fluid treat-
ment of RPCs to include more balance equations and utilizing
momentum transfer theory [25] to evaluate the collisional
terms. This will facilitate a full fluid treatment of RPCs using
state-of-the-art theory.
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Abstract
Electron attachment often imposes practical difficulties in Monte Carlo simulations,
particularly under conditions of extensive losses of seed electrons. In this paper, we discuss
two rescaling procedures for Monte Carlo simulations of electron transport in strongly
attaching gases: (1) discrete rescaling, and (2) continuous rescaling. The two procedures are
implemented in our Monte Carlo code with an aim of analyzing electron transport processes
and attachment induced phenomena in sulfur-hexafluoride (SF¢) and trifluoroiodomethane
(CFj3]). Though calculations have been performed over the entire range of reduced electric
fields E/ng (where ng is the gas number density) where experimental data are available, the
emphasis is placed on the analysis below critical (electric gas breakdown) fields and under
conditions when transport properties are greatly affected by electron attachment. The present
calculations of electron transport data for SFg and CF3l at low E/ng take into account the full
extent of the influence of electron attachment and spatially selective electron losses along the
profile of electron swarm and attempts to produce data that may be used to model this range
of conditions. The results of Monte Carlo simulations are compared to those predicted by the
publicly available two term Boltzmann solver BOLSIG+. A multitude of kinetic phenomena
in electron transport has been observed and discussed using physical arguments. In particular,
we discuss two important phenomena: (1) the reduction of the mean energy with increasing
E/ng for electrons in SFq and (2) the occurrence of negative differential conductivity (NDC) in
the bulk drift velocity only for electrons in both SFs and CF31. The electron energy distribution
function, spatial variations of the rate coefficient for electron attachment and average energy
as well as spatial profile of the swarm are calculated and used to understand these phenomena.

Keywords: Monte Carlo, electron transport, electron attachment, SFg, CF31

(Some figures may appear in colour only in the online journal)

1. Introduction fabrication [1, 2], high-voltage gas insulation [3] and par-

ticle detectors in high energy physics [4-6]. The importance
Electron transport in strongly attaching gases has long been  of studies of electron attachment has also been recognized in
of interest, with applications in many areas of fundamental other fields, including planetary atmospheres, excimer lasers,
physics and technology. Electron attaching gases support key  plasma medicine and lighting applications, as well as in life sci-
processes for plasma etching and cleaning in semiconductor ence for understanding radiation damage in biological matter.
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The fundamental importance of electron attachment pro-
cesses has led to many experimental and theoretical swarm
studies. For some gases the cross sections for attachment may
be very large resulting in a rapid disappearance of free elec-
trons that greatly complicates the measurements of transport
coefficients [1, 7-9]. The pioneering studies date back to the
1970s, and the well-known swarm method of deriving cross
section for electron attachment developed by Christophorou
and his co-workers [10]. According to this method, trace
amounts of an electron attaching gas are mixed into the buffer
gases, typically nitrogen to scan the lower mean energies
and argon to scan the higher mean energies. This technique
results in the removal of electrons without disturbing the elec-
tron energy distribution function. In such mixtures the losses
depend only on the very small amount of the added gas and
we may measure the density reduced electron attachment rate
coefficient. Electron attachment cross sections can be deter-
mined by deconvoluting the mixture data, since the electron
energy distribution function is a known function of E/ng as
calculated for the pure buffer gas. Examples of this procedure
are cross sections for electron attachment in SFg and SF¢-
related molecules [11-15] as well as cross sections and rate
coefficients for a range of fluorocarbons [1, 12, 16—18] and
other relevant gases for applications [1, 19-22]. In addition to
non-equilibrium data, there is a separate category of experi-
ments, including flowing afterglow, the Cavalleri diffusion
experiment [9, 23, 24], and others that provide attachment
rates for thermal equilibrium (i.e. without an applied electric
field). These may be taken at different temperatures, but the
range of energies covered by this technique is very narrow.
These two techniques have been used to evaluate the cross
sections for SFs and CFsl, always under the assumption that
the effect of attachment is merely on the number of particles
and not on any other swarm properties.

A thorough understanding of the influence of attachment
on the drift and diffusion of the electrons provides informa-
tion which could be used in analysis of kinetic phenomena
in complex electronegative gases and related plasmas. The
attachment cooling and heating [25, 26], negative absolute
electron flux mobility [27, 60] and anomalous phase shifts of
drift velocity in AC electric fields [28] are some examples of
these phenomena in strongly attaching gases, which may not
be trivially predicted on the basis of individual collision events
and external fields. Negative differential conductivity (NDC)
induced by 3-body attachment for lower E/ng and higher pres-
sures in molecular oxygen and its mixture with other gases
is another example of phenomena induced by strong electron
attachment [29]. The duality in transport coefficients, e.g. the
existence of two fundamentally different families of transport
coefficients, the bulk and flux, is caused by the explicit effects of
electron impact ionization and electron attachment [7, 30-32].
The differences between two sets of data vary from a few per-
cents to a few orders of magnitude and hence a special care
is needed in the implementation of data in fluid models of
plasma discharges [7, 31, 33-35]. On one hand, most plasma
modeling is based on flux quantities while experiments aimed
at yielding cross section data provide mostly but not uniquely
the bulk transport data. This differentiation between flux and

bulk transport properties is not merely a whimsy of theorists,
but it is essential in obtaining and applying the basic swarm
data. In addition, the production of negative ions has a large
effect on the transport and spatial distribution of other charged
particle species as well as on the structure of the sheath and
occurrence of relaxation oscillations in charged particle densi-
ties [36—41].

There are three main approaches to the theoretical descrip-
tion of electron transport in gases: the kinetic Boltzmann equa-
tion, the stochastic particle simulation by the Monte Carlo
method and semi-quantitative momentum transfer theory.
Restrictions on the accuracy of momentum transfer theory for
studies of electron transport in attaching gases, particularly
under non-hydrodynamic conditions, have already been dis-
cussed and illustrated [31, 42, 43]. Boltzmann equation anal-
yses for SFg and its mixtures with other gases (see for example
[11, 44-50]) have been performed several times in the past.
Two important studies devoted to the calculation of electron
swarm parameters based on a Boltzmann equation have also
been performed for CFsl [51, 52]. Theories for solving the
Boltzmann equation were usually restricted to low-order trun-
cations in the Legendre expansions of the velocity dependence
assuming quasi-isotropy in velocity space. The explicit effects
of electron attachment were also neglected and electron trans-
port was studied usually in terms of the flux data only. These
theories had also restricted domains of validity on the applied
E/ny in spite of their coverage of a considerably broader
range. One thing that strikes the reader surveying the litera-
ture on electron transport in SFg is the systematic lack of reli-
able data for electron transport coefficients for E/ng less than
50 Td. Contemporary moment methods for solving
Boltzmann’s equation [31, 53] are also faced with a lot of
systematic difficulties, particularly under conditions of the
predominant removal of the lower energy electrons which
results in an increase in the mean energy, i.e. attachment
heating. Under these conditions the bulk of the distribution
function is shifted towards a higher energy which in turn
results in the high energy tail falling off much slower than
a Maxwellian. This is exactly what may happen in the anal-
ysis of electron transport in strongly attaching gases such as
SFg or CFsl for lower E/ng. The moment method for solving
Boltzmann’s equation under these circumstances usually
requires the prohibitive number of basis functions for resolving
the speed/energy dependency of the distribution function and/
or unrealistically large computation time. As a consequence,
the standard numerical schemes employed within the frame-
work of moment methods usually fail.

The present investigation is thus mainly concerned with
the Monte Carlo simulations of electron transport in strongly
attaching gases. Monte Carlo simulations have also been
employed for the analysis of electron transport in the mixtures
of SFg [46, 54-57] and CFsI [58] with other gases usually with
an aim of evaluating the insulation strength and critical electric
fields. However, electron attachment in strongly electronega-
tive gases often imposes practical difficulties in Monte Carlo
simulations. This is especially noticeable at lower E/ng, where
electron attachment is one of the dominant processes which
may lead to the extensive vanishing of the seed electrons and
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consequently to the decrease of the statistical accuracy of the
output results. In extreme cases, the entire electron swarm
might be consumed by attachment way before the equilibrated
(steady-state regime) is achieved. An obvious solution would
be to use a very large number of initial electrons, but this
often leads to a dramatic increase of computation time and/
or required memory/computing resources which are beyond
practical limits. Given the computation restrictions of the
time, the workers were forced to develop methods to combat
the computational difficulties induced by the extensive van-
ishing of the seed electrons. Two general methods were devel-
oped: (1) addition of new electrons by uniform scaling of the
electron swarm at certain time instants under hydrodynamic
conditions [26, 59] or at certain positions under steady-state
Townsend conditions [60], when number of electrons reaches a
pre-defined threshold, and (2) implementation of an additional
fictitious ionization channel/process with a constant collision
frequency (providing that the corresponding ionization rate is
chosen to be approximately equal to the attachment rate) [54].
On the other hand, similar rescaling may be applied for the
increasing number of electrons as has been tested at the larger
E/ng by Li et al [61]. Further distinction and specification
between methods developed by Nolan et al [26] and Dyatko
et al [60] on one hand and Raspopovi¢ et al [59] on the other,
will be discussed in later sections. These methods have not
been compared to each other in a comprehensive and rigorous
manner. This raises a number of questions. How accurate,
these methods are? Which is the more efficient? Which is
easier for implementation? What is their relationship to each
other? Which one is more flexible? In this paper, we will try to
address some of these issues. In particular, the present paper
serves to summarize the salient features of these methods in a
way which we hope will be of benefit to all present and future
developers of Monte Carlo codes. Finally, it is also important
to note that in the present paper we extend the method initially
developed by Yousfi et al [54], by introducing time-dependent
collision frequency for the fictitious ionization process.

This paper is organized as follows: in section 2, we briefly
review the basic elements of our Monte Carlo code, before
detailing the rescaling procedures employed to combat the
computational difficulties initiated by the rapid disappearance
of electrons. In the same section, we illustrate the issue of
electron losses by considering the evolution of the number of
electrons for a range of E/ny in SF¢ and CFsl. In section 3,
we evaluate the performance of rescaling procedures by simu-
lating electron transport in SFg and CFsl over a wide range of
E/ny. We will also highlight the substantial difference between
the bulk and flux transport coefficients in SFg and CFsl.
Special attention will be paid to the occurrence of negative
differential conductivity (NDC) in the profile of the bulk drift
velocity. For electrons in SFg another phenomenon arises:
for certain reduced electric fields we find regions where the
swarm mean energy decreases with increasing E/ny. In the last
segment of the section 3, we discuss two important issues: (1)
how to use the rescaling procedures in Monte Carlo codes,
and (2) rescaling procedures as a tool in the modeling of non-
hydrodynamic effects in swarm experiments. In section 4, we
present our conclusions and recommendations.

Cross section (10'20 mz)

10’ 10° 10°
Electron energy (eV)

T
10°

10 107 10"

Figure 1. Electron impact cross-sections for CF3I used in this
study [62]: Q ¢, m¢ momentum transfer in elastic collisions, Q vib, exc
vibrational excitation, Q ¢ exc €lectronic excitation, Q , dissociative
attachment and Q ; electron-impact ionization.

2. Input data and computational methods

2.1. Cross sections for electron scattering and simulation
conditions

We begin this section with a brief description of cross sec-
tions for electron scattering in SFg and CF3l. For the SFg cross
sections we use the set developed by Itoh et al [47]. This set
was initially based on published measurements of cross sec-
tions for individual collision processes. Using the standard
swarm procedure, the initial set was modified to improve
agreement between the calculated swarm parameters and the
experimental values. The set includes one vibrational channel,
one electronic excitation channel, as well as elastic, ionization
and five different attachment channels.

This study considers electron transport in CF3l using the
cross section set developed in our laboratory [62]. This set of
cross sections is shown in figure 1. It should be noted that this
set is similar but not identical to that developed by Kimura
and Nakamura [63]. We have used the measured data under
pulsed Townsend conditions for pure CFsl and its mixtures
with Ar and CO; in a standard swarm procedure with the aim
of improving the accuracy and completeness of a set of cross
sections. It consists of the elastic momentum transfer cross
section, three cross sections for vibrational and five cross sec-
tions for electronic excitations as well as one cross section for
electron-impact ionization with a threshold of 10.4eV and one
cross section for dissociative attachment. For more details the
reader is referred to our future paper [64].

For both SF¢ and CFsl all electron scattering are assumed
isotropic and hence the elastic cross section is the same as
the elastic momentum transfer cross section. Simulations have
been performed for E/ng ranging from 1 to 1000 Td. The pres-
sure and temperature of the background gas are 1 Torr and
300K, respectively. It should be mentioned that special care in
our Monte Carlo code has been paid to proper treatment of the
thermal motion of the host gas molecules and their influence
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Figure 2. Electron number density decay for four different reduced electric fields as indicated on the graph. Calculations are performed for

SF¢ (a) and CF3l (b).

on electrons, which is very important at low electric fields,
when the mean electron energy is comparable to the thermal
energy of the host gas [65]. After ionization, the available
energy is partitioned between two electrons in such a way that
all fractions of the distribution are equally probable.

2.2. Monte Carlo method

The Monte Carlo simulation technique used in the present
work is described at length in our previous publications [32,
53, 59, 66, 67]. In brief, we follow the spatiotemporal evo-
lution of each electron through time steps which are fractions
of the mean collision time. In association with random num-
bers, these finite time steps are used to solve the integral equa-
tion for the collision probability in order to determine the time
of the next collision. The number of time steps is determined in
such a way as to optimize the performance of the Monte Carlo
code without reducing the accuracy of the final results. When
the moment of the next collision is established, the additional
sequences of random numbers are used, first to determine the
nature of a collision, taking into account the relative probabili-
ties of the various collision types, and second to determine the
change in the direction of the electron velocity. All dynamic
properties of each electron such as position, velocity, and
energy are updated between and after the collisions. Sampling
of electron dynamic properties is not correlated to the time
of the next collision and is performed in a way that ensemble
averages can be taken in both the velocity and configuration
space. Explicit formulas for the bulk and flux transport prop-
erties have been given in our previous publications [59, 66].
To evaluate the accuracy of the Monte Carlo code, Boltzmann
analyses were performed in parallel with the Monte Carlo
calculations using the multi term method described in detail by
Dujko et al [53]. In addition, we use the BOLSIG+, a publicly
available Boltzmann solver based on a two term theory [68].
The most recent version of this code might be used to study the
electron transport in terms of both the flux and bulk data which
is very useful for some aspects of plasma modeling [7]. At the
same time, the comparison between our results and those com-
puted by BOLSIG+ which is presented in this paper, should

be viewed as the first benchmark for the bulk BOLSIG+ data.
Our Monte Carlo code and multi term codes for solving the
Boltzmann equation have been subject of a detailed testing for
a wide range of model and real gases [31, 53, 59, 67].

In figure 2 we illustrate the losses of electrons during the
evolution of the swarm towards the steady-state. The initial
number of electrons is set to 1 x 10% and calculations are
performed for a range of reduced electric fields E/ng as indi-
cated on the graphs. For both SFs and CFsl, we observe that
at small E/no, i.e. at low mean energies, the number of elec-
trons decreases much faster. This is a clear sign that collision
frequency for electron attachment increases with decreasing
E/ny. Electrons in CF3l are lost continuously and consequently
the number of electrons in the swarm decreases exponentially
with time. The same trend may be observed for electrons in
SFe at 210 Td. For the remaining E/ng the number of electrons
is reduced with time even faster. Comparing SF¢ and CFsl, it
is evident that the electrons are more efficiently consumed by
electron attachment in SF in the early stage of the simulation.
Conversely, in the last stage of simulation the electrons are
more consumed by electron attachment in CF;l than in SFg.
In any case, the electron swarms in both cases are entirely
consumed by attachment way before the steady-state regime
and hence the simulations are stopped. In other words, the
number density drops down by six orders of magnitude over
the course of several hundred nanoseconds in both gases. To
facilitate the numerical simulation, it is clear that some kind
of rescaling of the number density is necessary to compen-
sate for the electrons consumed by electron attachment. This
procedure should not in any way disrupt the spatial gradients
in the distribution function. On the other hand, releasing elec-
trons with some fixed arbitrary initial condition would require
that they equilibrate with the electric field during which time
again majority of such additional electrons would be lost.

2.3. Rescaling procedures

To counteract the effect of attachment in an optimal fashion
while keeping the statistical accuracy, the following rescaling
procedures were proposed and applied so far:
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(1) Uniform generation of new electrons with initial prop-
erties taken from the remaining electrons thus taking
advantage of the equilibration that has been achieved
so far [59]. To make this procedure effective i.e. to
avoid losing population in some smaller pockets of the
ensemble the population should be allowed to oscillate
between N; and Ny, where N; > N, but their difference is
relatively small. Here Ny is minimum allowed number of
electrons while N; is maximum number of electrons in
the simulation after rescaling.

(2) Uniform scaling of an electron swarm by a factor of 2 or 3
at certain instants of time [26] or distance [60] depending
on the simulation conditions where the probability of
scaling for each electron is set to unity.

(3) Introduction of an additional fictitious ionization process
with a constant ionization frequency (that is close to
the rate for attachment), which artificially increases the
number of simulated electrons [54, 61]. Uniform rescaling
of the swarm is done by randomly choosing the electrons
which are to be ‘duplicated’. The newborn electron has
the same initial dynamic properties, coordinates, velocity,
and energy as the original. Following the creation of a
new electron their further histories diverge according to
the independently selected random numbers.

Comparing the procedures (1) and (2), it is clear that there are
no essential differences between them. The only difference lies
in the fact that in the procedure (2) duplicating is performed
for all the electrons in the simulation while according the pro-
cedure (1), the probability of duplication is determined by the
current ratio of the number of electrons to the desired number
of electrons in the simulation, which is specified in advance.
On the other hand, fictitious ionization collision generates a
new electron which is given the same position, velocity and
energy as the primary electron that is not necessarily the elec-
tron lost in attachment. In this paper, we shall refer to the pro-
cedure (1) as discrete rescaling, since the procedure is applied
at discrete time instants. The procedure (2) shall be termed
as swarm duplication and finally we shall refer to the proce-
dure (3) as the continuous rescaling since the rescaling is done
during the entire simulation. An important requirement is that
the rescaling must not perturb/change/disturb the normalized
electron distribution function and its evolution. Li et al [61]
showed that the continuous rescaling procedure meets this
requirement. In case of discrete rescaling as applied to the
symmetrical yet different problem of excessive ionization, it
was argued that one cannot be absolutely confident that the
rescaled distribution is a good representation of the original
[69], except when steady state is achieved [70].

In what follows, we discuss the continuous rescaling.
Following the previous works [54, 61], the Boltzmann equa-
tion for the distribution function f(r,c,#) without rescaling
and f*(r, ¢, t) with rescaling are given by:

(8[+C'Vr+a'Vc)f(rac’t):_‘](f)’ (1)
and

O+ Ve ta - Nf(r,e,t) = —J(f*) + va()f ", @)

where a is the acceleration due to the external fields, J(f) is
the collision operator for electron-neutral collisions and vy is
time-dependent fictitious ionization rate. If the collision oper-
ator is linear (i.e. if electron—electron collisions are negligible)
and if the initial distributions (at time ¢ = 0) are the same, it
can be easily shown that the following relationship holds

fr(@r,e,t)=f(r,c,t)exp ( j: Vﬁ(T)dT). 3)

Substituting equation (3) into equation (2) and using the lin-
earity of the collision operator yields the following equation

J(F*) = exp ( fo t yﬁ(T)dT)J( . @)

Note that in contrast to Li e al [61] the collision frequency
for the fictitious ionization is now a time-dependent func-
tion. In terms of numerical implementation, the only differ-
ence between our continuous rescaling procedure and the one
described in [54, 61] is that we do not need to provide the
fictitious ionization rate which is estimated by trial and error,
in advance ( a priori). Instead, our fictitious ionization rate is
initially chosen to be equal to the calculated attachment rate at
the beginning of the simulation. Afterwards, it is recalculated
at fixed time instants in order to match the newly developed
attachment rates. As a result, the number of electrons during
the simulation usually does not differ from the initial one by
more than 10%. It should be noted that the fictitious ionization
process must not in any way be linked to the process of real
ionization. It was introduced only as a way to scale the distri-
bution function, or in other words, as a way of duplicating the
electrons.

3. Results and discussion

In this section the rescaling procedures and associated Monte
Carlo code outlined in the previous section are applied to
investigate transport properties and attachment induced phe-
nomena for electrons in SFg and CFsl. Electron transport in
these two strongly attaching gases provides a good test of dif-
ferent rescaling procedures, particularly for lower E/ny where
electron attachment is the dominant non-conservative process.
In addition to comparisons between different rescaling pro-
cedures, the emphasis of this section is the observation and
physical interpretation of the attachment induced phenomena
in the E/ng-profiles of mean energy, drift velocity and diffu-
sion coefficients. In particular, we investigate the differences
between the bulk and flux transport coefficients. We do not
compare our results with experimentally measured data as it
would distract the reader’s attention to the problems associ-
ated with the quality of the sets of the cross sections for elec-
tron scattering. There are no new experimental measurements
of transport coefficients for electrons in SFg, particularly for
E/ng less than 50 Td and thus we have deliberately chosen
not to display the comparison. On the other hand, one cannot
expect the multi term results to be useful here as the condi-
tions with excessive attachment would make convergence dif-
ficult in the low E/ng region, where comparison would be of
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Figure 3. Variation of the mean energy with E/n, for electrons
in SFs. Monte Carlo results using three different techniques for
electron number density compensation (rescaling) are compared
with the BOLSIG+- results.

interest. Thus, for clarity the multi term results are omitted.
Both experimental and theoretical work on electron swarms in
SFg prior to 1990 is summarized in the papers of Phelps and
van Brunt [11], Gallagher et al [71] and Morrow [72]. Recent
results can be found in the book by Raju [22] and the review
article of Christophorou and Olthoff [12]. The swarm analysis
and further improvements of the cross sections for electron
scattering in CFsl is a subject of our future work [64].

3.1. Transport properties for electrons in SFg and CF3l

3.1.1. Mean energy. In figure 3 we show the variation of the
mean energy with E/ng for electrons in SFs. The agreement
between different rescaling procedures is excellent. This sug-
gests that all rescaling procedures are equally valid for calcul-
ation of the mean energy (provided that rescaling is performed
carefuly). In addition, the BOLSIG+ results agree very well
with those calculated by a Monte Carlo simulation technique.
For lower E/ny, the mean energy initially increases with E/ny,
reaching a peak at about 10 Td, and then surprisingly it starts
to decrease with E/ng. The minimum of mean energy occurs
at approximately 60 Td. For higher E/ny the mean energy
monotonically increases with E/ng. The reduction in the mean
energy with increasing E/ng has been reported for electrons in
Ar [73] and O, [74] but in the presence of very strong magn-
etic fields. In the present work, however, the mean energy is
reduced in absence of magnetic field which certainly repre-
sents one of the most striking and anomalous effects observed
in this study. Moreover, this behavior is contrary to previous
experiences in swarm physics as one would expect the mean
swarm energy to increase with increasing E/ng. This is dis-
cussed in detail below.

In order to understand the anomalous behavior of the mean
energy of electrons in SFg, in figure 4 we display the elec-
tron energy distribution functions for E/ng at 10, 27, 59 and
210 Td. Cross sections for some of the more relevant col-
lision processes are also included, as indicated in the graph.
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Figure 4. Electron energy distribution functions for E/ng of 10,
27,59 and 210 Td. Cross sections for elastic momentum transfer
(Qmt), electronic excitation (Qexc) and ionization (Qion) as well as
for attachments that lead to the formation of SF¢ (Qattl) and SF5~
(Qatt2) ions, are also included.

For clarity, the attachment cross sections for the formation of
SF,, F, and F ~ are omitted in the figure. For E/ny of 10
and 27 Td we observe the clear signs of ‘hole burning’ in the
electron energy distribution function (EEDF). This phenom-
enon has been extensively discussed for electrons in O, [75,
76], O, mixtures [29, 77] and under conditions leading to the
phenomenon of absolute negative electron mobility [27, 60]
as well as for electrons in the gas mixtures of C,H,F,, iso-
C4Ho and SFg used in resistive plate chambers in various
high energy physics experiments at CERN [6]. For elec-
trons in SFg, the collision frequency for electron attachment
decreases with energy and hence the slower electrons at the
trailing edge of the swarm are preferentially attached. As a
consequence, the electrons are ‘bunched’ in the high-energy
part of the distribution function which in turn moves the bulk
of the distribution function to higher energies. This is the well-
known phenomenon of attachment heating which has already
been discussed in the literature for model [25, 26] and real
gases [0, 29]. In the limit of the lowest E/ny we see that due
to attachment heating the mean energy attains the unusually
high value of almost 5eV. For a majority of molecular gases,
however, the mean energy is significantly reduced for lower
E/ng due to presence of rotational, vibrational and electronic
excitations which have threshold energies over a wide range.
As E/ng further increases the mean energy is also increased as
electrons are accelerated through a larger potential. However,
in case of SFg, for E/ng increasing beyond 10 Td the mean
energy is reduced. This atypical situation follows from the
combined effects of attachment heating and inelastic cooling.
From figure 4 we see that for E/ng of 27 and 59 Td the elec-
trons from the tail of the corresponding distribution functions
have enough energy to undergo the electronic excitation.
Whenever an electron undergoes electronic excitations (or
ionization) it loses the threshold energy of 9.8eV (or 15.8eV
in case of ionization) and emerges from the collision with a
reduced energy. This in turn diminishes the phenomenon of
‘hole burning’ in the distribution function by repopulating
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Figure 5. Variation of the mean energy with E/n for electrons
in CFsl. Monte Carlo results using three different techniques for
electron compensation are compared with the BOLSIG+ results.

the distribution function at the lower energy. The combined
effects of attachment heating and inelastic cooling and subse-
quent redistribution of low-energy electrons are more signifi-
cant for the energy balance than the energy gain from electric
field and losses in other collisions. The vibrational excitation
with the threshold of 0.098¢V is of less importance having in
mind the actual values of the mean energy. For E/ng higher
than 60 Td, the dominant part in the energy balance is the
energy gain from the electric field while attachment heating
and induced phenomena are significantly suppressed. Thus,
for E/ng higher than 60 Td the mean energy monotonically
increases with increasing E/ny.

The variation of the mean energy with E/n for electrons in
CF;lis shownin figure 5. The agreement between different resca-
ling procedures is very good. Small deviations between discrete
rescaling and swarm duplication from one side and continuous
rescaling from the other side are present between approximately
3 and 20 Td. BOLSIG+ slightly overestimates the mean energy
only in the limit of the lowest E/n. In contrast to mean energy
of the electrons in SFg, the mean energy of the electrons in CF;l
monotonically increases with E/ny without signs of anomalous
behavior. If we take a careful look, then we can isolate three
distinct regions of electron transport in CF;l as E/ng increases.
First, there is an initial region where the mean energy raises rela-
tively slowly due to large energy loss of the electrons in low-
threshold vibrational excitations. In this region the mean energy
of the electrons is well above the thermal energy due to extensive
attachment heating. The mean energy is raised much sharper
between approximately 5 and 50 Td, indicating that electrons
become able to overcome low-threshold vibrational excitations.
The following region of slower rise follows from the explicit
cooling of other inelastic processes, including electronic excita-
tions and ionization, as these processes are now turned on. In
conclusion, the nature of cross sections for electron scattering in
CF;l and their energy dependence as well as their mutual rela-
tions do not favor the development of the anomalous behavior of
the swarm mean energy.
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Figure 6. Variation of the drift velocity with E/n for electrons
in SFe. Monte Carlo results using three different techniques for
electron number density compensation are compared with the
BOLSIG+ results.
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Figure 7. Variation of the drift velocity with E/n for electrons
in CFsl. Monte Carlo results using three different techniques for
electron number density compensation are compared with the
BOLSIG+ results.

3.1.2. Drift velocity. Infigures 6 and 7 we show variation of the
bulk and flux drift velocity with E/ng for electrons in SFg and
CFsl, respectively. For electrons in SFg the agreement between
different rescaling procedures for electron compensation is
excellent for both the bulk and flux drift velocity over the
entire E/ng range considered in this work. The BOLSIG+ bulk
results slightly underestimate the corresponding bulk Monte
Carlo results in the limit of the lowest E/ng. For electrons in
CFsl, the agreement among different rescaling procedures
for electron compensation is also good except for lower E/ng
where the continuous rescaling gives somewhat lower results
than other techniques.

For both SFg and CFsl, we see that the bulk dominates the
flux drift velocity over the entire E/ng range considered in this
work. For lower E/ny this is a consequence of a very intense
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Figure 8. Spatial profile of electrons (blue curves) and spatially resolved averaged energy (red curves) at four different E/n in CF;l. Full
lines denote the results when electron attachment is treated as a non-conservative process, while the dashed lines represent our results when
electron attachment is treated as a conservative inelastic process with zero energy loss.

attachment heating while for higher E/ng this follows from
the explicit effects of ionization. As mentioned above, when
transport processes are greatly affected by attachment heating
the slower electrons at the back of the swarm are consumed at
a faster rate than those at the front of the swarm. Thus, in the
case of drift, the electron attachment acts to push the centre
of mass forward, increasing the bulk drift velocity above its
flux component. For higher E/ny when ionization takes place,
the ionization rate is higher for faster electrons at the front of
the swarm than for slower electrons at the back of the swarm.
As a result, electrons are preferentially created at the front of
the swarm which results in a shift in the centre of mass. Of
course, this physical picture is valid if collision frequency for
ionization is an increasing function of electron energy. This
is true for electrons in both SF¢ and CF;l. The explicit effects
of electron attachment are much stronger than those induced
by ionization. When ionization is dominant non-conservative
process, the differences between two sets of data are within
30% for both gases. When attachment dominates ionization,
however, then the discrepancy between two sets of data might
be almost two orders of magnitude, as for electrons in SF¢ in
the limit of the lowest E/n.

The flux drift velocity is a monotonically increasing func-
tion of E/ny while the bulk component behaves in a qualitatively

different fashion. A prominent feature of electron drift in SFg
and CFsl is the presence of a very strong NDC in the profile
of the bulk drift velocity. On the other hand, a decrease in the
flux drift velocity with increasing E/ng has not been observed.
Such behavior is similar of the recently observed NDC effect
for positrons in molecular gases [78, 79] where Positronium
(Ps) formation plays the role of electron attachment.

In order to provide physical arguments for an explanation
of NDC in the bulk drift velocity, in figure 8 we show the spa-
tial profile and spatially resolved average energy of electrons
in CF3l. Calculations are performed for four different values
of E/ny as indicated in the graph. The direction of the applied
electric field is also shown. Two fundamentally different sce-
narios are discussed: (1) the electron attachment is treated as
a conservative inelastic process with zero energy loss, and
(2) the electron attachment is treated regularly, as a true non-
conservative process. The first scenario is made with the aim
of illustrating that NDC is not primarily caused by the shape
of cross section for attachment but rather by the synergism of
explicit and the implicit effects of the number changing nature
of the process on electron transport. Sampling of spatially
resolved data in our Monte Carlo simulations is performed
using the continuous rescaling. The continuous rescaling pro-
duces smoother curves and in most cases it is more reliable
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as compared to the discrete rescaling and swarm duplication.
The results of the first scenario are presented by dashed lines
while the second scenario where electron attachment is treated
as a true non-conservative process, is represented by full lines.

When electron attachment is treated as a conservative ine-
lastic process, the spatial profile of electrons has a well defined
Gaussian profile with a small bias induced by the effect of
electric field. The non-symmetrical feature of spatial profile
is further enhanced with increasing E/ng. While for lower E/ny
the spatial variation of the average energy is relatively low,
for higher E/ny, e.g. for E/ny of 59 Td the slope of the average
energy is quite high, indicating that the electron swarm energy
distribution is normally spatially anisotropic. It is important
to note that there are no imprinted oscillations in the spatial
profile of the electrons or in the profile of the average energy
which is a clear sign that the collisional energy loss is gov-
erned essentially by ’continuous’ energy loss processes [32].

When electron attachment is treated as a true non-
conservative process, the spatial profile and the average
energy of electrons are drastically changed. For all consid-
ered reduced electric fields spatially resolved average energy
is greater as compared to the case when electron attachment is
treated as a conservative inelastic process. For E/ng of 1.7 and
4.6 Td the spatial profiles of electrons depart from a typical
Gaussian shape. For 1.7 Td there is very little spatial variation
in the average energy along the swarm. When E/ny = 4.6 Td,
however, the spatial profile is skewed, asymmetric and shifted
to the left. This shift corresponds approximately to the differ-
ence between bulk drift velocities in the two scenarios. We
observe that the trailing edge of the swarm is dramatically cut
off while the average energy remains essentially unaltered. At
the leading edge of the swarm, however, we observe a sharp
jump in the average energy which is followed by a sharp drop-
off. In addition, the height of spatial profile is significantly
increased in comparison to the Gaussian profile of the swarm
when electron attachment is treated as a conservative inelastic
process. For higher E/ng the signs of explicit effects of elec-
tron attachment are still present but are significantly reduced.
For E/ng= 10 Td the spatial dependence of the average
energy is almost linear with a small jump at the leading edge
of the swarm. Comparing trailing edges of the swarms at 4.6
and 10 Td we see that for higher electric field the spatial pro-
file of electrons is by far less cut off. This suggests that for
increasing E/ng there are fewer and fewer electrons that are
consumed by electron attachment. Finally, for E/ny = 59 Td
the spatial profile of electrons is exactly the same as the profile
obtained under conditions when electron attachment is treated
as a conservative inelastic process.

The spatially resolved attachment rates are displayed in
figure 9 and are calculated under the same conditions as for the
spatial profile of the electrons and spatially averaged energy.
We see that the attachment rate peaks at the trailing edge of
the swarm where the average energy of the electrons is lower.
Attachment loss of these lower energy electrons causes a for-
ward shift to the swarm centre of mass, with a corresponding
increase in the bulk drift velocity. For increasing E/ng, the
spatially resolved attachment rate coefficients are reduced and
linearly decrease from the trailing edge towards the leading
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Figure 9. Spatially resolved attachment rate coefficient for a range
of E/ny as indicated on the graph. Calculations are performed for
electrons in CF;l.

part of the swarm. At the same time the electrons at the leading
edge of the swarm have enough energy to undergo ionization.
This suggests much less explicit influence of electron attach-
ment on the electron swarm behavior. As a consequence, NDC
is removed from the profile of the bulk drift velocity.

In addition to the explicit effects of electron attachment
there are implicit effects due to energy specific loss of elec-
trons, which changes the swarm energy distribution as a
whole, and thus indirectly changes the swarm flux. Generally
speaking, it is not possible to separate the explicit from
implicit effects, except by analysis with and without the elec-
tron attachment. Using these facts as motivational factors, in
figure 10 we show the electron energy distribution functions
for the same four values of E/ng considered above. The elec-
tron energy distribution functions are calculated when elec-
tron attachment is treated as a true non-conservative process
(full line) and under conditions when electron attachment is
assumed to be a conservative inelastic process (dashed line).
As for electrons in SFg, we observe a ‘hole burning’ effect in
the energy distribution function which is certainly one of the
most illustrative examples of the implicit effects. Likewise,
we see that the high energy tail of the distribution function
falls off very slowly even slower than for Maxwellian. Under
these circumstances, when the actual distribution function
significantly deviates from a Maxwellian, the numerical
schemes for solving the Boltzmann equation in the framework
of moment methods usually fail. Indeed, for E/ng less than
approximately 20 Td we have found a sudden deterioration in
the convergence of the transport coefficients which was most
pronounced for the bulk properties. Furthermore, we see that
the ‘hole burning’ effect is not present when electron attach-
ment is treated as a conservative inelastic process. The lower
energy part of the distribution function is well populated while
high energy part falls off rapidly. For increasing E/ny and
when electron attachment is treated as a true non-conservative
process, the effect of hole burning is reduced markedly while
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Figure 10. Energy distribution functions for four different E/n, for electrons in CFsl. Black lines denote the results when electron
attachment is treated as non-conservative process while dashed red lines represent our results when electron attachment is treated as a

conservative inelastic process.

the high energy part of the distribution function coincides with
the corresponding one when electron attachment is treated as
a conservative inelastic process.

Before embarking on a discussion of our results for dif-
fusion coefficients, one particular point deserves more men-
tion. NDC phenomenon in the bulk drift velocity has not been
experimentally verified, neither for SF¢ nor for CFsl. On the
other hand, as we have already seen, the two entirely different
theoretical techniques for calculating the drift velocity pre-
dict the existence of the phenomenon. Thus, it would be very
useful to extend the recent measurements of the drift velocity
in both SFg and CFsl to lower E/ng with the aim of confirming
the existence of NDC. On the other hand, such measurements
are most likely very difficult, even impossible due to rapid
losses of electron density in experiment.

3.1.3. Diffusion coefficients. Variations of the longitudinal
and transverse diffusion coefficients with E/n for electrons in
SFg are displayed in figures 11 and 12, respectively. From the
E/ng-profiles of the longitudinal and transverse flux diffusion
coefficients, we observe that different rescaling procedures for
Monte Carlo simulations agree very well. For the bulk comp-
onents, the agreement is also very good for intermediate and
higher E/ny and only in the limit of the lowest E/n the agree-
ment is deteriorated. Over the range of E/ng considered we see
that there is an excellent agreement between continuous and
discrete rescaling.

Comparing Monte Carlo and BOLSIG+- results, the devia-
tions are clearly evident. They might be attributed to the
inaccuracy of the two term approximation of the Boltzmann
equation which is always considerably higher for diffusion
than for the drift velocity. For higher E/n, inelastic collisions
are significant and the distribution function deviates substanti-
ally from isotropy in velocity space. In these circumstances,
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Figure 11. Variation of the longitudinal diffusion coefficient with
E/ny for electrons in SFg. Monte Carlo results using three different

techniques for electron number density compensation are compared
with the BOLSIG+ results.

the two term approximation of the Boltzmann equation fails
and multi-term Boltzmann equation analysis is required. For
lower E/ng, however, the role of inelastic collisions is of less
significance, but still discrepances between the BOLSIG+ and
Monte Carlo results are clearly evident, particularly for the
longitudinal diffusion coefficient. This suggests that further
analyses of the impact of electron attachment on the distribu-
tion function in velocity space of electrons in SFs would be
very useful.

From the profiles of the longitudinal diffusion coefficient
at lower and intermediate values of E/ny we observe the fol-
lowing interesting points. In contrast to drift velocity (and
transverse diffusion coefficient shown in figure 12) we see
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Figure 12. Variation of the transverse diffusion coefficient with
E/ny for electrons in SFg. Monte Carlo results using three different
techniques for electron number density compensation are compared
with the BOLSIG+ results.

that the bulk diffusion coefficient is smaller than the corre-
sponding flux component. This indicates that the decrease in
electron numbers due to attachment weakens diffusion along
the field direction. As already discussed, attachment loss of
electrons from the trailing edge of the swarm causes a forward
shift to the swarm centre of mass, with the corresponding
increases in the bulk drift velocity and mean energy. The same
effects result in an enhancement of the flux longitudinal dif-
fusion. It should be noted that when attachment heating takes
place, the opposite situation (bulk is higher than flux) has
also been reported [25]. This is a clear sign that the energy
dependence of the cross sections for electron attachment is
of primary importance for the analysis of these phenomena.
For higher E/ny, however, where the contribution of ionization
becomes important, we observe that the diffusion is enhanced
along the field direction, e.g. the bulk dominates the flux. This
is always the case if the collision frequency for ionization is
an increasing function of the electron energy, independently
of the gaseous medium considered.

From the profiles of the transverse diffusion coefficient
the bulk values are greater than the corresponding flux values
over the range of E/nj considered in this work. Only in the
limit of the lowest E/n the opposite situation holds: the flux is
greater than the bulk. In contrast to the longitudinal diffusion,
spreading along the transverse directions is entirely deter-
mined by the thermal motion of the electrons. The flux of the
Brownian motion through a transverse plane is proportional
to the speed of the electrons passing through the same plane.
Therefore, the higher energy electrons contribute the most to
the transversal expansion, so attachment heating enhances
transverse bulk diffusion coefficient.

Figures 13 and 14 show the variations of the longitudinal
and transverse diffusion coefficients with E/n for electrons in
CFsl, respectively. From the E/ng-profiles of the bulk diffu-
sion coefficients we observe an excellent agreement between
different rescaling procedures for E/ng > 10 Td. The same
applies for the flux component of the longitudinal diffusion.
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Figure 13. Variation of the longitudinal diffusion coefficient with
Elng for electrons in CF3l. Monte Carlo results using three different
techniques for electron number density compensation are compared
with the BOLSIG+ results.
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Figure 14. Variation of the transverse diffusion coefficient with
E/ng for electrons in CFs1. Monte Carlo results using three different
techniques for electron number density compensation are compared
with the BOLSIG+- results.

For E/ny < 10 Td the agreement is poor for bulk components,
particularly between the continuous rescaling from one side
and discrete rescaling and/or swarm duplication from the
other side. The agreement is better for the flux components.

Comparing Monte Carlo and BOLSIG + results, we see
that the maximum error in the two term approximation, for
both diffusion coefficients occurs at lower and higher E/ny. In
contrast to SFg, CFsl has rapidly increasing cross sections for
vibrational excitations in the same energy region where the
cross section of momentum transfer in elastic collisions
decreases with the electron energy. Under these conditions,
the energy transfer is increased and collisions no longer have
the effect of randomizing the direction of electron motion. As
a consequence, the distribution function deviates significantly
from isotropy in velocity space and two term approximation
of the Boltzmann equation fails.
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When considering the differences between the bulk and
flux values of diffusion coefficients the situation is much more
complex comparing to SF¢. From the E/ny-profiles of the lon-
gitudinal diffusion coefficient one can immediately see that
for lower and higher E/ny, the bulk is greater than the corre-
sponding flux values while at intermediate E/n, the opposite
situation holds: the flux is greater than the bulk. The behavior
of the transverse diffusion coefficient is less complex, as over
the entire of E/ng the bulk is greater that the corresponding
flux values.

As we have demonstrated, in contrast to drift velocity the
behavior and differences between the bulk and flux diffusion
coefficients is somewhat harder to interpret. This follows from
the complexity of factors which contribute to or influence the
diffusion coefficients. The two most important factors are the
following: (a) the thermal anisotropy effect resulting from
different random electron motion in different directions; and
(b) the anisotropy induced by the electric field resulting from
the spatial variation of the average energy and local average
velocities throughout the swarm which act so as to either inhibit
or enhance diffusion. Additional factors include the effects of
collisions, energy-dependent total collision frequency, and
presence of non-conservative collisions. Couplings of these
individual factors are always present and hence sometimes it
is hard to elucidate even the basic trends in the behavior of
diffusion coefficients. In particular, to understand the effects
of electron attachment on diffusion coefficients and associated
differences between bulk and flux components, the variation
in the diffusive energy tensor associated with the second-order
spatial variation in the average energy with E/ny should be
studied. This remains the program of our future work.

3.1.4. Rate coefficients. In figure 15 we show the variation of
steady-state Townsend ionization and attachment coefficients
with E/ng for electrons in SFq. The agreement between differ-
ent rescaling procedures and BOLSIG+ code is very good.
It is important to note that the agreement is very good, even
in the limit of the lowest E/ng considered in this work where
the electron energy distribution function is greatly affected
by electron attachment. The curves show expected increase
in a/ng and expected decrease in n/ng, with increasing E/ny.
The value obtained for critical electric field is 361 Td which
is in excellent agreement with experimental measurements of
Aschwanden [80].

In figure 16 we show variation of the steady-state Townsend
ionization and attachment coefficients with E/n for electrons
in CF;l. The agreement between different rescaling procedure
and BOLSIG+ code is excellent for ionization coefficient.
From the E/ng-profile of attachment coefficient, we see that
the continuous rescaling slightly overestimates the remaining
scenarios of computation. The critical electric field for CF;l
is higher than for SFe. This fact has been recently used as a
motivational factor for a new wave of studies related to the
insulation characteristics of pure CFsl and its mixture with
other gases, in the light of the present search for suitable alter-
natives to SFq. The value obtained for critical electric field
in our calculations is 440 Td which is in close agreement
with experimental measurements under steady-state [63, 81]
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Figure 15. Variation of the rate coefficients with E/n for electrons
in SFe. Monte Carlo results using three different techniques for
electron number density compensation are compared with the
BOLSIG+ results.
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Figure 16. Variation of the rate coefficients with E/n for electrons
in CFsl. Monte Carlo results using three different techniques for
electron number density compensation are compared with the
BOLSIG+ results.

and pulsed-Townsend [82] conditions, as well as with recent
calculations performed by Kawaguchi ef al [58] and Deng and
Xiao [52].

3.2. Recommendations for implementation

In this section, we discuss the main features of the rescaling
procedures and we give recommendations on how to use
them in future Monte Carlo codes. Based on our experience
achieved by simulating the electron transport in SFs, CF3l
and other attaching gases, we have observed that if correctly
implemented the procedures generally agree very well. The
agreement between different rescaling procedures is always
better for the flux than for the bulk properties. We found a
poor agreement for the bulk diffusion coefficients, particularly
for the lower E/ny while for mean energy, drift velocity and
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rate coefficients the agreement is reasonably good. For lower
E/ny when the distribution function is extremely affected by
electron attachment, the agreement between swarm duplica-
tion and discrete rescaling is also good. This is not surprising
as these two techniques are essentially the same.

In terms of implementation, the Monte Carlo codes can
be relatively easily upgraded with the procedures for swarm
duplication and/or discrete rescaling. Special attention
during the implementation of these procedures should be
given to the choice of the length of time steps after which
the cloning of the electrons is done. If the length of this time
step appears to be too long as compared to the time constant
which corresponds to the attachment collision frequency,
then the distribution function could be disturbed due to a low
statistical accuracy. In other words, depleting certain pockets
of the EEDF means that those cannot be recovered at all. On
the other hand, if the length of the time steps is too small,
the speed of simulation could be significantly reduced. The
implementation of the continuous rescaling procedure is
somewhat more complicated.

Which procedure is, the most flexible? It is difficult to
answer this question because the answer depends on the cri-
teria of flexibility. If the criterion for flexibility is associated
with the need for a priori estimates which are necessary for
setting the simulation, then the technique of continuous res-
caling is certainly the most flexible. Once implemented, and
thoroughly tested this procedure allows the analysis of elec-
tron transport in strongly attaching gases regardless of the
energy dependence of the cross section for electron attach-
ment. On the other hand, for the analysis of electron transport
in weakly attaching gases, the discrete rescaling is very con-
venient because it is easier for implementation into the codes
and less demanding in terms of the CPU time.

In terms of reliability and accuracy, the comparison of
the results obtained for various transport properties using the
rescaling procedures for Monte Carlo simulations and the
Boltzmann equation codes shows that the rescaling proce-
dures described herein are highly reliable. It should be noted
that only the multi term codes for solving the Boltzmann
equation may offer the final answer. Restrictions of the TTA
for solving the Boltzmann equation were demonstrated many
times in the past [7, 31], especially when it comes to the calcul-
ations of diffusion coefficients. Testing and benchmarking
against other Boltzmann solvers are currently ongoing.

3.3. Experiments in strongly attaching gases: difficulties
induced by non-hydrodynamic effects

It must be noted at this point that most processes scale with
pressure, so the independence on pressure would be main-
tained and so would be the equilibration of EEDFs affected
by excessive attachment. Most of the processes fall into that
category. These processes are best visualized in an infinite
uniform environment. Standard swarm experiments are built
in such a way that boundaries are not felt over appreciable
volume and thus, they mimic hydrodynamic conditions very
well. However, going to high E/n( requires operating at lower
pressures and there the boundaries may be felt over a larger
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portion of the volume. In general, whenever boundaries of any
kind are introduced selective losses resulting in very different
mean free paths of different groups of particles may lead to
selective losses. The resulting holes in the distribution may be
filled in by collisions, so when considerable selective losses
are introduced results may become the pressure dependent
(even when the cross section is not dependent on the pressure).
The same is true for temporal limitations. For example, if the
frequency of collisions is small, so that the mean free time is
comparable to the time required to accelerate to energies where
cross sections decrease with the electron energy, the runaway
effects may be developed. Similar effects may be created due
to temporal variations of the field that do not allow full equili-
bration. The pressure dependence of the results will develop
under such conditions (and so would the dependence on the
size of the vessel). The development of a non-hydrodynamic
theory for solving the Boiltzmann equation is difficult and
the best solution is a Monte Carlo simulation technique. For
that reason, rescaling procedures are essential in modeling of
the non-hydrodynamic (non-local) development of charged
particle ensembles.

Experiments in gases with a very large attachment (typi-
cally at low energies) may be difficult to carry out due to a
large loss of electrons. The fact that experiments in diluted gas
mixtures of such gases may be feasible, means that cross sec-
tions may be obtained. Yet, one should be aware of two main
problems. Even in such mixtures and depending on the size
of the experiment, attachment may be high enough to induce
depletion of the distribution function thus making results
pressure dependent or abundance dependent. If one wants to
extend the calculations to pure attaching gas for smaller ves-
sels and pressures, one needs to be aware that only techniques
that take full non-hydrodynamic description of the swarm
development, are required. Similar effects have been observed
in gases always associated with strong attachment such as
oxygen [76] and water vapor [83]. In any case, the critical
effects that include NDC for bulk drift velocity as a result of
excessive loss of electrons in attachment can be observed in
gases like SFq and CFsl based on hydrodynamic expansion
and even based on the two term theory provided that theory
takes into account the explicit and implicit non-conservative
effects of the attachment.

4. Conclusion

In this paper, we have presented the development, imple-
mentation and benchmarking of the rescaling procedures for
Monte Carlo simulations of electron transport in strongly
attaching gases. The capabilities of the rescaling procedures
have been described by systematic investigation of the influ-
ence of electron attachment on transport coefficients of elec-
trons in SFg and CF;1. Among many important points, the key
results arising from this paper are:

(1) We have presented two distinctively different methods for
compensation of electrons in Monte Carlo simulations of
electron transport in strongly attaching gases, e.g. the dis-
crete and the continuous procedures. In order to avoid the
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somewhat arbitrary choice of the fictitious ionization rate,
we have extended the continuous rescaling procedure,
initially developed by Li ef al [61], by introducing a time-
dependent collision frequency for the fictitious ionization
process.

(2) One of the initial motivating factors for this work was
to provide accurate data for transport properties of elec-
trons in SFg and CF3l which are required as input in fluid
models of plasma discharges. In this work, for the first
time, we have calculated the mean energy, drift velocity
and diffusion coefficients as well as rate coefficients for
lower E/ng for electrons in SFs and CF;l.

(3) We have demonstrated the differences which can exist
between the bulk and flux transport coefficients and the
origin of these differences. Our study has shown that the
flux and bulk transport properties can vary substantially
from one another, particularly in the presence of intensive
attachment heating. Thus, one of the key messages of this
work is that theories which approximate the bulk trans-
port coefficients by the flux are problematic and generally
wrong.

(4) We have demonstrated and interpreted physically the
phenomenon of the anomalous behavior of the mean
energy of electrons in SFg, in which the mean energy
is reduced for increasing E/ng. The phenomenon was
associated with the interplay between attachment heating
an inelastic cooling. The same phenomenon has not been
observed for electrons in CF3I indicating that the role of
the cross sections is vital.

(5) We have explained and identified a region of NDC in the
bulk drift velocity, originating from the explicit influ-
ence of electron attachment. The phenomenon has been
explained using the concept of spatially-resolved trans-
port properties along the swarm.

(6) The publicly available two term Boltzmann solver,
BOLSIG++, has been shown to be accurate for calcul-
ations of mean energy, drift velocity and rate coefficients
for electrons in SFg and CFsl. On the other hand,
significant differences between our Monte Carlo and
BOLSIG+ results for diffusion coefficients have been
observed, particularly for electrons in CF3l in the limit of
the lowest E/ng considered in this work.

Various rescaling procedures for Monte Carlo simulations
described in this work have recently been applied to modeling
of electron transport in strongly attaching gases under the
influence of time-dependent electric and magnetic fields. It
will be challenging to investigate the synergism of magnetic
fields and electron attachment in radio-frequency plasmas.
Likewise, the remaining step to be taken, is to apply the res-
caling procedures presented in this work to investigate the
influence of positronium formation on the positron transport
properties. This remains the focus of our future investigation.
Finally, we hope that this paper will stimulate further dis-
cussion on methods of correct representation of the effects
induced by electron attachment on transport properties of
electrons in strongly attaching gases.
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Abstract

CrossMark

Starting from analytical and numerical solutions of the equation for collisionless motion of
a single electron in time-varying electric and magnetic fields, we investigate the possible
mechanisms for power absorption of electron swarms in neutral gases. A multi term theory
for solving the Boltzmann equation is used to investigate the power absorption of electrons
in radio-frequency (rf) electric and magnetic fields in collision-dominated regime for Reid’s
inelastic ramp model gas and molecular oxygen. It is found that the effect of resonant
absorption of energy in oscillating rf electric and magnetic fields observed under conditions
when collisions do not occur, carries directly over to the case where collisions control the
swarm behavior. In particular, we have observed the periodic structures in the absorbed power
versus amplitude of the applied rf magnetic field curve which have a physical origin similar
to the oscillatory phenomena observed for collisionless electron motion. The variation of the

absorbed power and other transport properties with the field frequency and field amplitudes in
varying configurations of rf electric and magnetic fields is addressed using physical arguments.

Keywords: electron heating, Boltzmann equation, transport coefficients, electron swarms
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1. Introduction

Studies of electron swarms in neutral gases under the influ-
ence of varying configurations of electric and magnetic fields
are of interest not only from a theoretical viewpoint but have
many important applications such as determination of low-
energy electron—molecule cross sections [1, 2], modeling of
non-equilibrium plasma discharges, including magnetron
sputtering [3, 4], plasma propulsion [5, 6] and inductively
coupled plasma [7, 8], and modeling of particle detectors in
high-energy physics [9, 10]. A swarm of charged particles
is usually defined as an ensemble of charged particles, such
as electrons or ions, drifting and diffusing in a background
gas under the influence of electric and/or magnetic fields.
In plasma physics, this is designated as the free diffusion
or test particle limit where charged particle-charged particle
interactions and space-charge fields are negligible. In plasma
modeling, swarm data obtained under the influence of direct
current (dc) electric (and rarely magnetic) fields are gener-
ally applied as input in fluid models of magnetized plasma
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discharges. In swarm experiments, the applied electric and
magnetic fields as well as the properties of the background
gaseous medium can be very efficiently controlled, enabling
one to perform accurate measurements of transport coeffi-
cients. Transport coefficients can be then unfolded to yield
information about cross sections for electron scattering which
are required as input in kinetic models of plasma discharges.
The literature of contemporary theoretical investigation on
electron transport in electric and magnetic fields has been
summarized in the papers of Petrovi¢ et al [2, 11], White et al
[12, 13] and Dujko et al [14, 15], with particular emphasis on
dc electric and magnetic fields.

For the more general case of alternatively current (ac)
electric and magnetic fields, particularly in domain of rf
fields crossed at arbitrary phases and angles, there has been
comparatively less investigation. The reason is twofold: first,
the presence of time-varying magnetic field introduces una-
voidable mathematical complexity in theories for solving the
Boltzmann equation and second, still it is not entirely clear
how to implement time-resolved swarm transport data in fluid
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models of magnetized plasma discharges properly. In addi-
tion, it is very computationally expensive to store space and
time-dependent distribution functions and related transport
data and usually the cycle-averaged values for these quantities
are employed in the models [16]. Nevertheless, the existence
of crossed rf electric and magnetic fields in inductively cou-
pled plasmas, rf magnetrons and in some other types of mag-
netically enhanced plasma sources have triggered a new wave
of studies of the equivalent swarm problem. One of the critical
problems in these studies was accurate representation of tem-
poral and spatial non-locality of electron transport in various
field configurations [17-20]. Certain aspects of the same
problem are addressed by plasma modelers without taking
advantage of the recent advances in the physics of swarms.
In particular, kinetic phenomena induced by temporal non-
locality of electron transport in time-varying fields such as
anomalous anisotropic diffusion [21, 22], time-resolved nega-
tive differential conductivity [23] and transiently negative dif-
fusivity [24, 25], as well as phenomena induced by the explicit
influence of non-conservative collisions such as the absolute
negative electron mobility [26], are such examples. The influ-
ence of a time-varying magnetic field on electron kinetics
was also rarely studied in plasma modeling with the excep-
tion of some Particle in Cell models [27-29]. A few authors
have considered the E x B transport data into plasma models
accurately which in turn have led to a better understanding
of the plasma heating for some arrangements of magnetically
enhanced/assisted plasma reactors [16, 30]. It was also shown
that inclusion of the E x B drift may lead to additional heating
of inductively coupled plasmas [31, 32]. Kinetic phenomena
induced by temporal and spatial non-locality, their interpre-
tation and physical implications which may arise from their
explicit inclusion into plasma models, have given rise to a
whole new dimension of swarm physics. The literature of
theoretical investigation on electron swarms in rf electric and
magnetic fields has been recently summarized in the papers
[2, 11, 13, 33], textbook [7] and thesis [34].

In this paper, as a part of our on-going investigations of
electron transport in spatially uniform rf electric and mag-
netic fields, we systematically study the origin and physical
mechanisms for electron heating assuming swarm conditions.
Preliminary results revealed the existence of periodic struc-
tures in the variation of the mean energy with the magnetic
field amplitude for certain model gases [35]. This phenom-
enon was related to the resonant absorption of energy from rf
fields by electrons. Similar results have never been observed
for electrons in dc electric and magnetic fields, where the mean
energy of electrons is always a monotonically decreasing
function of magnetic field strength, independent of the gas
type and field configuration (except for parallel fields) [12, 14,
15, 36-38] and with the exception of one observation of local
peaks in energy for electron swarms in argon [39]. This raises
a number of questions: Which physical mechanism controls
the power absorption in rf electric and magnetic fields? What
is the nature of the periodicity and spacing between individual
peaks in the profile of the absorbed power? Does the phenom-
enon occur for real gases or only for less realistic model gases?
What are the implications of this phenomenon for analysis of

power absorption in more realistic plasma sources? In this
paper we will try to address some of these issues. In particular,
here we do not attempt to analyze the ohmic, and stochastic
heating by anomalous skin effect [40—44], and related elec-
trodynamics of electrons in realistic 1f plasma sources where
many parameters and operating conditions such as pressure,
coil design [45, 46] and antenna shape [47], and presence of
a substrate [48] as well as gas heating [49] may simultane-
ously affect the mechanisms for power absorption. Examples
of these studies include those attempting to understand the
non-local power deposition in inductively coupled plasmas
[50-52], rf magnetrons [53] and magnetically enhanced
plasmas. Instead we isolate and investigate the electron com-
ponent of these plasmas under the action of spatially uniform
rf electric and magnetic fields. We believe that one of the most
critical steps in plasma modeling is testing and verification
of plasma models and interpretations against swarm-type
models and spatially uniform fields. In particular, due to their
complexity and due to difficulties associated with the imple-
mentation of boundary conditions to solutions of Boltzmann’s
equation, kinetic treatments of non-equilibrium plasmas sus-
tained by rf electric and magnetic fields should be bench-
marked against the swarm results in the free diffusion limit.
On the other hand, one ought to mention the recent study on
the non-local response and resonance phenomena associated
with electrons subjected to an externally prescribed, spatially
varying electrostatic field [54].

This work represents the first multi term Boltzmann equa-
tion calculation of power absorption of the electrons in 1f elec-
tric and magnetic fields under swarm conditions. The study is
organized as follows. In section 2, we first consider the col-
lisionless motion of a single electron in oscillating rf electric
field, then we proceed to a combined 1f electric and dc mag-
netic fields case, and finally we analyze the motion of a single
electron in oscillating 1f electric and magnetic fields. In this
section, particular emphasis is placed upon the derivation of
conditions for resonance. The explicit influence and contribu-
tion of collisions between electrons and neutral molecules to
power absorption is examined via Boltzmann’s equation anal-
ysis. In the same section we analyze the role of collisions on
the power absorption by considering the electron transport in
varying configurations of electric and magnetic fields. Our
specific interest here is to investigate relations with the col-
lision free case. Temporal profiles and cycle-averaged values
of various transport properties are presented as a function of
the field frequency and field amplitudes for Reid’s inelastic
ramp model and molecular oxygen. In section 4 we discuss
the periodic resonant structures that exist in the profiles of the
absorbed power and mean energy with magnetic field ampli-
tude in rf electric and magnetic fields.

2. Collisionless motion of a single electron in
uniform and time-varying electric and magnetic fields

In this section we are concerned with the collisionless
motion of electrons in spatially uniform electric and mag-
netic fields perpendicular to each other. While some of the
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issues discussed here may be well known, it is necessary to
present them to build a phenomenology for the effect of the
magnetic field in collisionless and collisional conditions. The
assumption of motion without collisions is applicable when
electron performs a large number of oscillations between two
successive collisions. Let us assume that the electric field lies
along the z-direction while magnetic field is oriented along the
y-direction. The equations of collisionless electron motion are
then given by:

dv
x B
m = e, @), (1)
dvy,
dv,
mE = —e(E(t) + VxB(t))v (3)

where e and m are the electron charge and mass. In what fol-
lows the subdivision is made by considering the following
cases: (1) time-varying electric and no magnetic field, (2)
time-varying electric field and static magnetic field, and (3)
time-varying electric and time-varying magnetic fields. The
detailed consideration of electron orbits in electric and mag-
netic fields is beyond the scope of this paper and our focus is
placed upon the power absorption by electrons.

2.1. Interaction of electrons with a time-varying electric field

Let us consider now the interaction of electrons with a spa-
tially uniform and time-varying electric field, E = E,cos wt in
magnetic field free case. Solving equations (1)—(3), we obtain
for the three velocity components

eE() .
Vv, = ——— sInwt + vy, “4)
mw

Vx = V0, Vy = Vy0,
where v,9, v,0 and v are initial velocities. Integrating equa-
tion (4) we obtain for the displacement of the electron the
components

EE()
7 = — Cos Wt + v;of + 20,

2
)

X = Vot + X0, Y= Vyol + Y

mw

where Xy, yo 2o are initial positions.

From equations (4) and (5) we see that an electron oscil-
lates at the frequency of the field. The displacement is in phase
with the field while the velocity is out of phase by 7/2. Thus
if collisions do not occur, then the electric field on the average
does no work, on an electron. Using the vector notation, equa-
tions (4) and (5) imply that

—eEO2

(—eE-v) = (coswtsinwt) — eEq - vp(sinwt) = 0,

(6)
where angle brackets denote time averaging. Therefore, for
collisionless electron motion the energy gained during one
half of the field cycle is returned to the field in the other half
of the cycle, and no energy can be transferred.

For power absorption to occur there must be some rand-
omization mechanisms that break the regularity and coher-
ence of the electron motion and the 7/2 phase shift between
the velocity and electric field. As it is well known, phase
mixing required for electrons to achieve net mean energy is
due to collisions with the neutral background gas. Collisions
between the electrons and neutral molecules perturb the
phase, thereby disturbing the purely harmonic course of the
electron’s oscillations. Alternatively, reflection from a moving
field gradient which is common in rf plasmas will also lead to
heating even without collisions [8].

The time-averaged power absorbed by the swarm (or
plasma or any active medium), p,,, is given by

T
(s ) = % [ —enwa B, o

where N is the number of electrons in the swarm, T = 27/w is
the period, and W(z) is the average velocity. It should be noted
that the number of electrons N is not generally conserved
due to number changing processes such as electron attach-
ment or ionization. From equation (7) we see that in the time
intervals when the drift velocity (or current for plasmas) and
electric field have the same sign, the instantaneous power is
positive and the electric field pumps energy into the system.
Conversely, when the drift velocity and electric field have the
opposite signs the instantaneously power is negative and the
energy is transfered from an active medium to the external
circuit. This suggests that a phase difference between the drift
velocity and electric field controls the power absorption of the
electrons. This is illustrated schematically in figure 1.

2.2. Interaction of electrons with a time-varying electric field
and static magnetic field

In this section we analyze the collisionless motion of electrons
in time-varying electric E = Epcoswt and static magnetic
fields. Solving equations (1)—(3), we obtain for the Cartesian
components of the velocity

. e
V(1) = g cos QU + v,o8in Qf + —
m

®
QQLQZ(COS Qt — cos wt),
—w

vy(1) = vy, 9)

v,(t) = w9 cos Qt — v sin Qf — £

m
(10)

%(Q sin Qf — wsin wt),

where vy, vyo and v are initial velocities and €2 = eB/m is
the cyclotron frequency of gyration of the electrons about the
magnetic field lines. Integrating equations (8)—(10) the dis-
placement components of the electron can be derived. In brief,
magnetic field rotates electrons which have elliptical orbits in
(E,E x B) plane (e.g. in x—z plane) and the motion of elec-
trons has components at both the cyclotron frequency and at
the frequency of the electric field w. The major characteristics
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Figure 1. Schematic diagrams of power absorption for charged particle swarms when there is only electric field: (a) no phase difference
between the drift velocity and electric field; (b) the phase difference of 27/5 between the drift velocity and electric field.

of the orbits are dependent on the ratio {2/w. In particular for
the singular case {2 = w, the electron moves in circles of ever
increasing radii. This is the well-known cyclotron resonance
effect. During this spiral motion the velocity of electron
continually increases. Since its kinetic energy increases the
electron absorbs energy from the time-varying rf field. This
absorption of energy is a resonant process but as we will see
later the singular case {2 = w does not correspond to the max-
imum absorption of energy.

The instantaneous absorbed power for an arbitrary instant
of time is given by

pabs(t) = _evz(t)EO cos wr, (1 1)

while for the time-averaged power absorbed by an electron,
we find

. 10\?
2 eEOQsmT

— 12
ml O —w? (12)

1 T
<pabs> = ?f() pabs(t) dr =

Assuming the field frequency of 500 MHz and an electric
field amplitude of 200 Td (1 Td = 1 x 1072! Vm?), in figure 2
we display the time-averaged power as a function of the
reduced magnetic field strength (1 Hx = 1 x 102" Tm?). In
order to facilitate comparisons with the collisional case we
shall use E/ng and B/ng values in both cases to label conditions.
Having in mind that when ny = 0 the ratio E/ny and/or B/n
is meaningless in collisionless case, it should, however, rep-
resent the same field. For example, when E/ny = 200 Td the
electric field is actually 7080V m~! and when B/ny = 570 Hx
the magnetic field is 20.2 mT. It should be noted that selected
values for frequency and field strengths used to calculate the
absorbed power, correspond to those used in section 3.4 where
collisions occur and where the power absorption is studied for
electrons in molecular oxygen.

The resonant and periodic features in the profile of <pabs>
with B/ny shown in figure 2 are clearly evident. According to
equation (12) the positions of minima (or anti-resonances)
where the absorbed power is zero, are simply given by

404
g 3.0
=
o
. 2.0
A
2
[
o  1.0-
\Y;
0.0 . . /\

T T T 1
0 500 1000 1500 2000

Magnetic field strength [ Hx]

Figure 2. Variation of the time-averaged power for collisionless
motion of a single electron with dc magnetic field strength.

The amplitude of electric field is 200 Td (which corresponds to
7080V m~ ).

Q=kuw, (keNp\{1}), (13)
where (k € N\ {1}) indicates all natural numbers including 0
but without 1. This suggests that the spacing in the magnetic
fields between two successive minima corresponds to the field
frequency.

For positions of peaks we find

[ w(? + w?)

1
— = —arccot
TUN? — w?)

w m

]+m, (meN), (14)

where m is any natural number. Equation (14) is transcendent
and reflect the periodicity of the peak occurrence. It should
be noted that the spacing between two successive peaks gen-
erally is not constant due to the first term in equation (14).
However, if {2 dominates w the first term approaches to 1/2
and spacing between two successive peaks now becomes con-
stant. Note that according to equations (13) and (14) the posi-
tions of the extremes are determined exclusively by the ratio



Plasma Sources Sci. Technol. 24 (2015) 054006

S Dujko et al

3.0+
—— 570 Hx
| —— 1010 Hx
204 N -E cos(2nft) |/
— 1.04
n
=
£ 0.0
©
o
~
w 1.0
>
-2.04
-3.0 T T T - T T T .
On 1n 2n 3n 4n

Phase (rad)

Figure 3. Temporal profiles of the longitudinal velocity for
collisionless motion of a single electron in time-varying electric
and dc magnetic fields. The amplitude and frequency of the electric
field are 200 Td (7080V m~") and 500 MHz while magnetic field
strengths are 570 (20.2 mT) and 1010 Hx (35.8 mT).

Q/w. Moreover, it is interesting to note that for a selected set
of initial conditions used to evaluate the power, positions of
extremes in variation of (p,y ) with B/ng are not related to the
singular case of cyclotron resonance {2 = w.

In figure 3 we show temporal profiles of the longitudinal
(vg = ) velocity components for magnetic field strengths of
570 and 1010 Hx, respectively. Calculations are performed for
the first two periods of the electric field. The values of B/ng of
570 and 1010 Hx are deliberately chosen as the first peak and
first minimum in the absorbed power versus amplitude of the
applied magnetic field curve correspond to these values (see
figure 2). For B/ny of 1010 Hx, the longitudinal velocity is
perfectly periodic, its amplitude stays unaltered and its mean
value is zero. Conversely, for B/ny of 570 Hx, longitudinal
velocity is not periodic, its amplitude continuously increases
with time and its mean value is non-zero. This suggests that
an electron continuously absorbs the energy from the fields
which is demonstrated in figure 4 where the temporal pro-
file of the instantaneous power is shown. In contrast to the
B/ny = 570 Hx case, for B/ny which corresponds to the first

minimum in the B/ng profile of (p, ) (e.g. for 1010 Hx), we
see that the mean value of the instantaneous power is zero.

2.3. Interaction of electrons with time-varying electric and
time-varying magnetic fields

We now consider the case of time-varying electric and time-
varying magnetic fields. The solution of equations (1)—(3)
cannot be obtained in a closed-form. Instead, we apply a
numerical method described by Dormand and Prince [55]
which is based on Runge—Kutta formulas. Various imple-
mentations of this method are publicly available. In order to
demonstrate the effect of time-varying magnetic fields, equa-
tions (1)—(3) are numerically solved assuming E/ng = 200
Td, f = 500 MHz and a range of magnetic field amplitudes

— 570 Hx
—— 1010 Hx
E cos(2xft)

p,,. (1 0° W)

On 1n 2n 3n 4n

Phase (rad)

Figure 4. Temporal profiles of the instantaneous power for
collisionless motion of a single electron in time-varying electric
and dc magnetic fields. The amplitude and frequency of the electric
field are 200 Td (7080V m~') and 500 MHz while magnetic field
strengths are 570 Hx (20.2 mT) and 1010 Hx (35.8 mT).

By/ny. The same electric field amplitude and field frequency
will be applied in section 3.5 where the power absorption is
studied for electrons in molecular oxygen under conditions in
which the swarm behavior is controlled by collisions.

The solutions calculated wusing the initial values
Vo = ;0 = 0 are shown in figures 6 and 7. We observe that
the mean absorbed power during the first period of the rf field
exhibits a strong resonant behavior (figure 5) but the condi-
tions for resonance are not the same as in the case of a static
magnetic field. These conditions are discussed in more detail
in section 4. The longitudinal velocity (see figure 6) and the
instantaneous absorbed power (see figure 7) are calculated
using two different magnetic field amplitudes, 950 Hx and
1950 Hx, which correspond to the resonance and anti-reso-
nance, respectively. It is seen that in the case of resonance, the
amplitude of the longitudinal velocity (vg) increases with time
and so does the absorbed power. In case of anti-resonance,
the energy absorbed during one period is almost zero and the
velocity components are periodic functions with essentially
constant amplitudes.

3. Motion of electrons in uniform and time-varying
electric and magnetic fields in the presence of
collisions

3.1. Brief description of theoretical methods

The heating mechanism for electron swarms in the pres-
ence of collisions under the action of rf electric and mag-
netic fields is investigated using a multi term theory for
solving the Boltzmann equation. A detail discussion of the
Boltzmann equation based calculation used in this work to
evaluate power and various electron transport parameters
may be found elsewhere [17, 33, 36]. A Monte Carlo simula-
tion technique is also used in this work but as an indepen-
dent tool with the aim of verifying the sometimes atypical
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Figure 5. Variation of the time-averaged power for collisionless
motion of a single electron with the amplitude of rf magnetic field.
The amplitude of the electric field is 200 Td (7080V m~') and
frequency is set to 500 MHz.
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Figure 6. Temporal profiles of the longitudinal velocity for
collisionless motion of a single electron in time-varying electric and
magnetic fields. The amplitude and frequency of the fields are 200
Td (7080V m~') and 500 MHz while magnetic field amplitudes are
950 Hx (33.6 mT) and 1950 Hx (69 mT).

behavior of electron transport properties in rf electric and
magnetic fields found in the Boltzmann equation solutions.
Some examples of atypical behavior include the negative
diffusion coefficients, asymmetry of the drift velocity along
the E x B direction with respect to zero value or the pres-
ence of additional oscillatory type-behavior in the temporal
profiles of drift velocity components and in the profiles of
individual diffusion tensor elements. In addition, we use our
Monte Carlo method to follow the spatio-temporal develop-
ment of an electron swarm in the real space which can be
very useful to understand the behavior of electron transport
properties in rf electric and magnetic fields, particularly if
electron transport is greatly affected by non-conservative col-
lisions. For more details on our Monte Carlo technique the
reader is referred to [11, 56, 57].

—— 950 Hx
— 1950 Hx
———————— E,cos(2nft)

3044

p,,. (1 0° W)

On 1n 2n 3n 4n

Phase (rad)

Figure 7. Temporal profiles of the instantaneous power for
collisionless motion of a single electron in time-varying electric
and magnetic fields. The amplitude and frequency of the electric
field are 200 Td (7080V m~!) and 500 MHz while magnetic field
amplitudes are 950 Hx (33.6 mT) and 1950 Hx (69 mT).

3.2. Preliminaries

In order to illustrate the power absorption of electrons in
rf electric and magnetic fields under swarm conditions, we
first consider Reid’s inelastic ramp model [59]. This model
has been used many times in the past to test various theories
for solving Boltzmann’s equation and numerical accuracy of
different Monte Carlo codes for electron transport. Various
conditions have been considered, including dc electric and
magnetic fields [12, 37, 38, 60], as well as time-varying
electric and magnetic fields [11, 17, 25, 61] for a variety of
field configurations. The details of the model used here are as
follows:

02 . .
om(€) = 6 A" (elastic cross section)

Oinel(€) = 10(e — 0.2) Aoz, €>0.2 eV (inelastic cross section)
0, €<0.2eV
mo = 4 amu

To = 0K, 15)

where mg and T, represent the mass and temperature of the
neutral gas particles while € has the units of eV.

The failure of the classical two term approximation for
solving Boltzmann’s equation for Reid’s inelastic ramp
model is well-documented [37, 58, 59] and generally /;,,x = 4
is required to achieve convergence of transport coefficients
to within 0.5%. On the other hand, as pointed out by White
et al [66] and Dujko et al [17], the application of a magnetic
field acts to destroy the anisotropy of the velocity distribution
function, consequently inducing enhanced convergence in the
l-index. Nevertheless, all calculations are performed assuming
Imax = 4.

In addition to Reid’s inelastic ramp model, we investigate
the power absorption of the electrons in molecular oxygen.
The cross sections for electron scattering in molecular
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Figure 8. Variation of the cycle-averaged mean energy (full line) and power (dash line) with the frequency of the applied rf electric field.
Calculations are performed for (a) Reid’s inelastic ramp model (Ey/ng = 14.14 Td) and (b) molecular oxygen (Eo/ng = 200 Td).

oxygen are detailed in [62, 63] and displayed in [17]. The
same set of cross sections was successfully applied for deter-
mination of the steady-state electron transport coefficients
and for the studies of the temporal relaxation of electrons
when electric and magnetic fields are crossed at arbitrary
angles [17, 64]. Calculations are performed for low pres-
sures (p < 1 Torr) and while the effects of three-body attach-
ment are included in this study, these effects are negligible
in the limit of low pressures, as discussed in [65]. The two-
term approximation for solving Boltzmann’s equation for
electrons in molecular oxygen fails due to large cross sec-
tions for inelastic collisions and due to their rapid rise with
the electron energy. As for Reid’s inelastic ramp model, it
was found that a value of [,,,x = 4 is required to achieve
the convergence to within 1% for the transport properties of
interest in the present work.

All calculations are performed for zero gas tem-
perature and the neutral gas number density is fixed to
3.54 x 1022 m~3. The electric field has the following form
E(t)/ng = (Eo/np) cos(27ft) Td while magnetic field is treated
differently. In section 3.3 we consider magnetic field free case
while in section 3.4 we consider rf electric and dc magnetic
fields. In section 3.5 the electric and magnetic fields are radio-
frequency. In particular, if electric and magnetic fields are
7/2 out of phase then magnetic field has the following form
B(t)/ng = (Bo/no) sin(27ft) Hx, where By/n( is magnetic field
amplitude. All calculations deal exclusively with the E x B
configuration.

3.3. Electrons in a time-varying rf electric field in the
presence of collisions

In figures 8(a) and (b) we show the cycle-averaged mean energy
(e) and cycle-averaged power (pabs> as a function of the fre-
quency of the applied rf electric field for Reid’s inelastic ramp
model and molecular oxygen, respectively. For both gases the
cycle-averaged value of mean energy and the cycle-averaged
value of power display a maximal property with frequency.
We see that both () and (p,,,) decrease rapidly for higher
frequencies. For Reid’s inelastic ramp model the maximum
in (€) occurs at approximately 35 MHz while for (pabs> the

maximum is at approximately 27 MHz. For oxygen, the max-
imum in (€) occurs at higher frequencies, around 100 MHz
while (p,,, ) attains its maximal value around 80 MHz. The
instantaneous power relaxes on the time scale of momentum
relaxation while the mean energy relaxes according to the
time constant for energy transfer in collisions. As discussed
by Dujko et al [17], for molecular oxygen the relaxation of
momentum is a much faster process. As a consequence, the
mean energy undergoes a reduction in modulation amplitude
and exhibits a phase shift with respect to the electric field in
the range of field frequencies for which the drift velocity is
almost fully modulated.

Temporal profiles of the mean energy € and drift velocity W
as a function of the frequency of the applied rf electric field for
electrons in oxygen are shown in figure 9. These profiles are
used to evaluate the cycle-averaged values shown in figure 8.
For ¢ we note the following: (1) the modulation amplitude
decreases with increasing frequency and is essentially time-
independent in the limit of the highest frequencies considered
in this work; (2) the phase delay of the temporal energy pro-
file with respect to the applied electric field increases with
increasing frequency; (3) as already discussed e exhibits a
maximal property with frequency; and (4) there is a transition
from non-sinusoidal profiles at low frequencies to sinusoidal
at higher frequency.

From the profiles of the drift velocity W we note the fol-
lowing: (1) the modulation amplitude shows a maximal
property with the field frequency; (2) there are no signs of
time-resolved negative differential conductivity; and (3) there
is transition from non-sinusoidal profiles at lower frequencies
to sinusoidal at higher frequency.

Among the many important points which can be observed
in the temporal profiles displayed in figures 9(a) and (b), it
is clear that due to collisions between electrons and neutral
background molecules the coherence of the electron motion
and the 7/2 phase shift between the velocity and electric
field is broken. For swarms under the influence of an rf elec-
tric field in low-frequency regime, the effective relaxation
times for momentum and energy are sufficiently small over
all phases of the field, that full relaxation applies and drift
velocity follows the field in a quasi-stationary manner. In
such a case, the time-averaged power absorbed by the swarm
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Figure 9. Temporal profiles of the mean energy (a) and drift velocity (b) as a function of the frequency of the applied rf electric field. The
amplitude of electric field is 200 Td and calculations are performed for molecular oxygen.

depends on the magnitude of the drift velocity and shape of
the drift velocity temporal profile. As proposed by Bzeni¢
et al [23], the time-resolved negative differential conductivity
in the temporal profiles of the drift velocity can enhance/
reduce the overlap between the drift velocity and electric field.
As a consequence, the power absorption by the swarm could
be increased/reduced. On the other hand, for an increasing
field frequency the phase difference between the drift velocity
and electric field is increased due to the inability of both
momentum and energy to sufficiently relax before the field
changes. As a consequence, the drift velocity undergoes a
reduction in the modulation and an increase in the phase shift
with respect to the field which in turn leads to reduction of
the power absorption. It should be noted that various effective
field theories for electron transport in rf electric fields such as
quasi-stationary or effective field approximations usually fail
to accurately describe the power absorption [11, 23].

3.4. Electrons in a time-varying rf electric field and static
magnetic field in the presence of collisions

In this section we analyze the power absorption of the elec-
trons in time-varying rf electric and static magnetic fields in the
presence of collisions. Figures 10 and 11 display the variation
of the cycle-averaged mean energy and cycle-averaged power
as a function of the applied magnetic field strengths for Reid’s
inelastic ramp model and molecular oxygen, respectively. We
observe that the positions of peaks in the (¢) approximately
correspond to those of the (pabs ) For increasing frequency,
the peaks in the B/ng-profiles of the () and (p,, ) are shifted to
the right. For each value of the field frequency, () and (p,, )
initially increase with B/ng, reaching a peak, and then they
start to decrease with B/ng. This is a typical resonant behavior
although additional peaks observed for collisionless motion in
the limit of higher B/n are not observed. However, the posi-
tion of the central and dominant peak in the B/ng-profiles of

0.25 N
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—— 200 MHz | {4.0
—— 400 MHz
i —— 800 MHz
0.20 A
— o
% 7
. 0.15 \
A =
w S
V' 0.10- EA
0.05 ; Fe=e SEee -=-40.0
0 500 1000 1500 2000
B/n, [Hx]

Figure 10. Variation of the cycle-averaged mean energy (full lines)
and cycle-averaged absorbed power (dash lines) with B/n for
different field frequencies f. Calculations are performed for Reid’s
inelastic ramp model. The amplitude of electric field is 14.14 Td.

<pabs> for molecular oxygen agree very well with the corre-
sponding peak observed for collisionless motion of a single
electron shown in figure 2. This is a clear sign that resonant
absorption of the energy for collisionless motion carries over
to the situation where collisions control the swarm behavior.
Temporal variations of the longitudinal Wy drift velocity
over a range of magnetic fields for electrons in molecular
oxygen are shown in figure 12. The electric field amplitude and
frequency are set to 200 Td and 500 MHz, respectively. When
a dc magnetic field is applied we observe a reduction in modu-
lation amplitude of Wi and the modification of the phase shift
between Wg and the electric field. It is interesting to note that
for B/ng of 750 Hx there is no phase difference between Wg
and electric field. However, the maximal absorption of energy
occurs for lower B/ng, around 550 Hx, as shown in figure 11.
This follows from the fact that the modulation amplitude of
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Figure 11. Variation of the cycle-averaged mean energy (full lines)
and cycle-averaged power (dash lines) with B/n for different field
frequencies f. Calculations are performed for molecular oxygen.
The amplitude of electric field is 200 Td.
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Figure 12. Temporal variations of the longitudinal drift velocity
components for a range of magnetic field strengths. Calculations are
performed molecular oxygen (E/ny = 200 Td, f = 500 MHz).

WrE is significantly decreased for B/ng of 750 Hx and illustrates
how the interplay between modulation amplitude of the lon-
gitudinal drift velocity and its phase shift with respect to the
electric field directly influences the power absorption.

3.5. Electrons in time-varying rf electric and magnetic fields
in the presence of collisions

Certainly the most complex situation is the behavior of elec-
trons in rf electric and magnetic fields in the presence of
collisions. In figures 13 and 14 we show the variation of the
cycle-averaged mean energy and cycle-averaged power as a
function of the magnetic field amplitude for Reid’s inelastic
ramp model and molecular oxygen, respectively. Electric
and magnetic fields are in the crossed orientation and 7/2
out of phase. The most prominent property in the By/ng-pro-

files of () and (p,, ) is the presence of additional periodic

Figure 13. Variation of the cycle-averaged mean energy (full line)
and power (dash line) with By/ng for different field frequencies.
Calculations are performed for Reid’s inelastic ramp model. The
amplitude of electric field is 14.14 Td.

5.0
—— 250 MHz
——500 MHz
454 ——750MHz |11
—— 1000 MHz
A
— 4.0 o2
> 10 &
° v
3.5
A N
© S
v 3.0+ 0.5 3
2.5
: : : : 0.0
0 2000 4000 6000 8000
BO/n0 [ Hx]

Figure 14. Variation of the cycle-averaged mean energy (full line)
and power (dash line) with By/ng for different field frequencies.
Calculations are performed for molecular oxygen. The amplitude of
electric field is 200 Td.

structures. The positions of the extremes in () are found to
approximately correspond to those of (pabs ) For increasing
frequency, differences between positions of (¢) and < pabs> are
slightly enhanced as the mean energy and drift velocity relax
on different time-scales. For Reid’s inelastic ramp model and
frequencies lower than 50 MHz, (&) and (pabs> are monotoni-
cally decreasing functions of the magnetic field amplitude.
For higher frequencies, however, the resonant-type behavior
is induced. In contrast to the situation where the electric field
is radio-frequency and a magnetic field is static, we observe a
multitude of peaks in the Bo/no-profiles of (¢) and (p,y ). This
is a clear signature of the resonant absorption of energy from
the rf electric and magnetic fields. For increasing frequency,
the periodic structures become more wider and extremes
occur at higher values of By/n.

Temporal profiles of the longitudinal drift velocity com-
ponent as a function of the magnetic field amplitude and
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Figure 15. Temporal profiles of the longitudinal drift velocity component as a function of magnetic field amplitude and field frequencies.
Calculations are performed for molecular oxygen. The amplitude of electric field is 200 Td.

frequency for electrons in molecular oxygen are shown in
figure 15. For increasing By/ng the additional ‘oscillatory’-type
behavior in the Wy profiles is clearly evident for all frequencies
considered in this work. For By/ng of 1000 Hx the modulation
amplitude of W is increased as compared to the magnetic field
free case while the phase shift with respect to the electric field
is reduced. This favors the absorption of energy from the fields
as shown in figure 14. Further increase of the magnetic field
reduces the modulation amplitude and strong oscillations are
induced. This is an alternating process which leads to the peri-
odic structures observed in the absorbed power.

4. Discussion

The following question arises from the previous set of results:
why do the periodic resonant structures exist for the absorbed
power and mean energy in rf electric and magnetic fields?
In low-frequency regime when all transport properties have
enough time to relax, the physical mechanism of the mag-
netic cooling in dc electric and magnetic fields [15, 37, 66] is
directly carried over to the rf fields. Under these conditions,
the absorbed power is a monotonically decreasing function of
the applied rf magnetic field amplitude (with the exception
of the unusual behavior of mean energy for electrons in pure
argon [39]). When the field frequency is increased, however,
the phase shift between the drift velocity and electric field is
enhanced. The number of electrons traveling against the field
is significantly increased and the degree of their ‘synchroniza-
tion’ with the electric field is reduced. In such a case, if the
magnetic field is not too strong, then the action of the mag-
netic field perpendicular to the electric field (assuming that the
electric and magnetic fields are crossed at an arbitrary angle)
is to turn those electrons traveling against the electric field to
travel with the electric field. In other words, the magnetic field
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Figure 16. Temporal profiles of the difference between number

of electrons traveling along (N,) and against (N,,) the axis which

is defined by the electric field. Calculations are performed for
Reid’s inelastic ramp model and N is total number of electrons in
simulation. The amplitude and frequency of electric field are 14.14
Td and 200 MHz.

acts in such a manner to ‘synchronize’ electrons with the elec-
tric field. This physical picture is valid until reaching the first
peak in the absorbed power versus amplitude of the applied rf
magnetic field curve (see figures 13 and 14). Further increase
of the applied rf magnetic field leads to a decrease of the
absorbed power. Some aspects of these physical arguments
are illustrated on figure 16 where the temporal profiles of the
difference between number of electrons traveling with and
against the electric field are calculated for several magnetic
field amplitudes. Calculations are performed by our Monte
Carlo code for Reid’s inelastic ramp model. The amplitude
and frequency are set to 14.14 Td and 200 MHz, respectively.
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Figure 17. Positions of peaks in the absorbed power versus the
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Figure 18. Positions of minima in the absorbed power versus the
ratio of mean cyclotron frequency to driving frequency.

We see that the number of electrons traveling along the elec-
tric field is much greater for By/ng of 350 Hx than for the mag-
netic field free case. The phase shift between their oscillatory
motion and oscillating rf electric field is much less comparing
to the magnetic field free case and for cases where By/ny is set
to 150 and 800 Hx.

In order to investigate the periodic nature of the resonant
structures observed in figures 13 and 14, in figures 17 and 18
we show the positions of extremes in the absorbed power versus
the amplitude of the applied rf magnetic field curve. We con-
sider both the collision free case and situation when collisions
control the swarm behavior for Reid’s inelastic ramp model
and molecular oxygen. In addition, we present the results of
our linear fitting procedure for both the Reid ramp model and
molecular oxygen. The cyclotron frequency is a sinusoidal func-
tion and thus we have decided to present its mean value which
coincides with the amplitude of cyclotron frequency divided by
/2. We observe that the spacing between two successive peaks

1

is constant and is approximately twice the field frequency. In
other words, the slope of the fitting curves is approximately 2, as
indicating in figures 17 and 18. We have found that the positions
of the extremes are exclusively defined by the ratio between the
mean cyclotron frequency (€2) and field frequency w. As a con-
sequence, the positions of the extremes are not dependent on
the nature of the gaseous medium in which electrons drift and
diffuse under the influence of rf electric and magnetic fields.
Furthermore, we observe that numerical solutions for posi-
tions of the extremes in a collision free case agree very well
with those obtained by solving Boltzmann’s equation when
collisions occur. This is a clear sign that even when collisions
control the swarm behavior some amount of the energy is trans-
ferred to electrons via resonant absorption of the energy from
the rf electric and magnetic fields.

5. Conclusion

In this paper we have analyzed, first, the collisionless motion
of a single electron in spatially uniform rf electric and mag-
netic fields. The periodic feature in the absorbed power versus
amplitude of the applied rf magnetic field curve has a typical
resonant structure. When the power absorption peaks, the
longitudinal and transverse velocity components are not peri-
odic, their amplitude continuously increases with time and
their mean values are not zero. On the other hand, when the
absorbed power is zero, both velocity components are per-
fectly periodic with constant amplitudes.

Second, using a multi term theory for solving the
Boltzmann equation, we have investigated the power absorp-
tion of electrons when collisions with neutral molecules occur.
Numerical examples are given for electrons moving and dif-
fusing under the action of rf electric and magnetic fields for
Reid’s inelastic ramp model and molecular oxygen. For mag-
netic field free case, the absorbed power shows the maximal
property with frequency. In domain of rf fields, the absorbed
power first increases with frequency, reaching a peak, and
then it starts to rapidly decrease in the limit of higher frequen-
cies. When a dc magnetic field is applied, the absorbed power
first increases with increasing magnetic field, reaching a peak
and then a rapid decrease follows. The maximum absorption
of power occurs at magnetic field strengths for which simulta-
neously the phase shift between the longitudinal drift velocity
and electric field is minimal and amplitude of drift velocity
component is maximal. The position of the dominant peak
on the absorbed power versus magnetic field strength curve
coincides with the position of the same peak observed for col-
lisionless motion of a single electron. This is a clear sign that
the resonant absorption of energy takes place in both colli-
sionless and collision-dominated regimes for electron swarms
in rf electric and dc magnetic fields.

When both electric and magnetic fields are radio-frequency,
the periodic structures in the absorbed power versus magnetic
field amplitude strength curve are much more complex. We
have observed a multitude of peaks in the By/n¢-profiles of the
absorbed power and mean energy. Using numerical solutions
for collisionless motion of a single electron and multi term
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solutions of Boltzmann’s equation when collisions occur,
we have investigated the synergism of temporal non-locality
and resonances and the interplay between these two effects.
Perhaps the most striking phenomenon is the independence of
the position of the extremes with respect to the gas in which
electrons are drifting and diffusing.

In the past most plasma modeling has been carried out on
the basis of swarm data for dc fields without any effect of
magnetic field. We have tried to show here that the more elab-
orate representation of swarm transport theory would yield a
far richer and more accurate description of heating of elec-
trons in the complex case of combined electric and magnetic
fields and their gradients.

There are few possible directions of future work arising
from the results presented in this paper. The theory and math-
ematical machinery briefly presented in this paper, are valid
for electric and magnetic fields crossed at arbitrary phases and
angles. Therefore, the first logical extension of the current work
would be to consider the effects of varying phases and angles
between the fields on the power absorption. First steps have
already been made towards this direction [34, 67]. Second, the
theory and the associated code might be further extended to
consider resonances induced by spatial non-locality as consid-
ered for electric field only in [54]. The ultimative goal would
be to adapt the present theory in a form suitable for practical
application to magnetized plasmas. This requires incorporation
of the space charge effects through a multi term solution of
Boltzmann’s equation for both the electron and ion species in
the discharge. It would be challenging and instructive to use
this plasma-swarm nexus to explore the anomalous skin effect,
negative absorption of power and complex electrodynamics of
electrons in inductively coupled plasmas.
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Abstract

A multi term theory for solving the Boltzmann equation and Monte Carlo simulation technique
are used to investigate electron transport in Resistive Plate Chambers (RPCs) that are used

for timing and triggering purposes in many high energy physics experiments at CERN and
elsewhere. Using cross sections for electron scattering in C,H,F4, iso-C4Hjp and SFg as an
input in our Boltzmann and Monte Carlo codes, we have calculated data for electron transport
as a function of reduced electric field E/N in various C;H,Fa/iso-C4H;¢/SF¢ gas mixtures used
in RPCs in the ALICE, CMS and ATLAS experiments. Emphasis is placed upon the explicit
and implicit effects of non-conservative collisions (e.g. electron attachment and/or ionization)
on the drift and diffusion. Among many interesting and atypical phenomena induced by the
explicit effects of non-conservative collisions, we note the existence of negative differential
conductivity (NDC) in the bulk drift velocity component with no indication of any NDC for

the flux component in the ALICE timing RPC system. We systematically study the origin and
mechanisms for such phenomena as well as the possible physical implications which arise from
their explicit inclusion into models of RPCs. Spatially-resolved electron transport properties are
calculated using a Monte Carlo simulation technique in order to understand these phenomena.

Keywords: resistive plate chambers, Boltzmann equation, Monte Carlo simulation, electron

transport coefficients, negative differential conductivity

(Some figures may appear in colour only in the online journal)

1. Introduction

Resistive Plate Chambers (RPCs) are widely used particle
detectors due to their simple construction, good detection effi-
ciency, good spatial resolution and excellent timing resolution
[1-6]. They are mainly utilized in large high-energy physics
experiments for timing and triggering purposes [7-9] but they
found their way into applications in other fields, including
medical imaging [10, 11] and geophysics [12].

Depending on the applied electric field strength, geom-
etry and gas mixture, RPCs can be operated in avalanche or

0022-3727/14/435203+12$33.00

streamer mode. The avalanche mode of operation provides
a much better rate capability than streamer mode, but at the
expense of smaller signals [5]. Typical gas mixtures used
in the avalanche mode of operation are composed of tetra-
fluoroethane (C,H,F,), iso-butane (iso-C4H;p) and sulfur
hexafluoride (SF¢). Tetrafluoroethane is a weakly electron-
egative gas with a high primary ionization. Iso-butane is
a UV-quencher gas while sulfur hexafluoride is a strongly
electronegative gas, used in avalanche mode to suppress the
development of streamers. Recently, Abbrescia et al [13]
have proposed new gaseous mixtures for RPCs that operate in

© 2014 I0P Publishing Ltd  Printed in the UK
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avalanche mode to overcome some of the problems encoun-
tered with standard gas mixtures based on tetrafluoroethane,
iso-butane and sulfur hexafluoride.

There have been numerous models and simulations of
RPCs. Being analytical [14, 15], Monte Carlo [3] or based
on fluid equations [16—-18], all macroscopic models rely on
accurate data for electron swarm transport in gases. These
quantities can be either measured in swarm experiments
or calculated from electron impact cross sections by the
Boltzmann equation analysis or by a Monte Carlo technique
[19, 20]. In particle detector community, MAGBOLTZ [21] is
the most commonly used Monte Carlo code for such a task.
It has been routinely used many times in the past to evaluate
electron transport data under the hydrodynamic conditions,
and for different experimental arrangements including the
Pulsed Townsend (PT) and steady-state Townsend conditions
(SST). The motivation for this work lies with the fact that
there are some important aspects of electron transport which
cannot be analyzed by means of a Monte Carlo method used
in MAGBOLTZ. One of these aspects includes the explicit
and implicit effects of non-conservative collisions on electron
transport and implications which arise from their inclusion in
models of RPCs. Collisions in which the number of electrons
changes either being produced or removed from the initial
ensemble are regarded as non-conservative collisions. Typical
examples of these collisions are ionization, attachment, as
well as electron-induced detachment from negative ions and
electron-ion recombination. These processes may have a
marked influence on the electron transport properties and the
detector performance. As an illustrative example, Doroud et al
[22] have shown that the recombination dramatically reduces
the amount of charge in the gas filled gap which in turn affects
the rate capability in the multi gap RPC used for timing pur-
poses in the ALICE experiment at CERN. In particular, kinetic
phenomena induced by the explicit effects of ionization and/
or electron attachment should be studied in terms of flux and
bulk components of transport coefficients [19, 20, 23]. The
distinction between these two sets of transport data has been
systematically ignored in the particle detector community and
reason for this might be the fact that MAGBOLTZ cannot be
used to compute the bulk transport coefficients. At the same
time the most accurate experiments used to unfold the cross
section data measure bulk coefficients. However, the duality in
transport coefficients is easy to understand physically. In this
paper we present the required theoretical treatment of the non-
conservative corrections, and highlight differences in origin
and magnitudes of the bulk and flux transport coefficients for
electrons in the gas mixtures used in RPCs in various high
energy physics (HEP) experiments at CERN.

Recently, it was shown that the addition of SF4 (and iso-
C4H,p) to standard RPC mixtures may improve several impor-
tant aspects of the RPC performance in avalanche mode,
including efficiency and time resolution [24]. It has been long
established that electron attachment to SF¢ leads to the forma-
tion of both parent (SFg) and fragment (SF5, SF;, SF3, SF5
, F7 and F") negative ions [25]. In particular, the cross sec-
tion for the creation of stable parent negative ions SFy at zero
energy is huge suggesting that the lower energy electrons are

most likely to be consumed before their recombination with
the positive ions. This in turn may induce some attachment
induced kinetic phenomena in electron transport due to the
strong electronegative nature of SFs. One of the most striking
phenomena induced by strong electron attachment in the mix-
tures of rare gases and fluorine is the negative absolute electron
mobility [26, 27]. Occurrence of these phenomena should be
carefully considered in numerical simulations in accordance
with the experimental evaluation of the RPC performance.

Here we do not attempt to consider primary ionization
effects, space charge effects and signal induction in the pres-
ence of resistive material nor do we attempt to compute the
RPC performances, i.e. efficiency, time resolution and charge
spectra. These important elements of modeling are the subject
of our future publications [28]. Instead we isolate and inves-
tigate electron swarms under the action of a spatially uniform
electric field. In the present work we solve the Boltzmann
equation for electrons undergoing non-conservative collisions
in the gas mixtures of C,HyF,, iso-CsH;op and SF¢ used in
RPCs in various HEP experiments at CERN. In this applica-
tion electron attachment and ionization play a key role in the
electron behavior, therefore any modeling must treat them in
a comprehensive manner. Variation and general trends of the
mean energy and effective ionization coefficient, drift velocity
and diffusion tensor with the applied reduced electric field are
presented. We use our Monte Carlo simulation technique as
a complementary method to Boltzmann’s equation with the
specific purpose to evaluate the spatially resolved transport
data and distribution functions amidst non-conservative col-
lisions. The knowledge of spatially resolved transport data
is very useful in modeling of RPCs and understanding their
performance. Fluid models of RPCs can be further improved
by considering the non-local effects induced by a large spatial
variation in the electric field during the avalanche-streamer
transition or due to presence of physical boundaries. Correct
implementation of transport data and accuracy of their calcu-
lation is also highlighted in the present work. Our method-
ology based on complementary Boltzmann and Monte Carlo
studies of electron transport in neutral gases has already been
used in different gas discharge problems [29]. This is the
first paper to our knowledge where the combined Boltzmann
equation analysis and Monte Carlo simulation technique are
applied to the description of electron kinetics in the gas mix-
tures used in RPCs.

This paper is organized as follows. In section 2 we substan-
tiate the existence of hydrodynamic regime and identify the
differences in the bulk and flux transport coefficients. In sec-
tion 2.1 we give a brief discussion of the theoretical multi term
solution of the Boltzmann equation under non-conservative
conditions. The basic elements of our Monte Carlo simula-
tion code are discussed in section 2.2. In section 3, we present
the results of a systematic study of electron transport in the
gas mixtures used in RPCs that are used for timing and trig-
gering purposes in many high energy experiments at CERN.
We focus on the way in which the transport coefficients are
influenced by non-conservative collisions, particularly by
electron attachment. Spatially resolved energy and rate coeffi-
cients as well as spatial profiles of the electrons are calculated
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by a Monte Carlo simulation technique with the aim of under-
standing the NDC and related phenomena. This paper repre-
sents the first comprehensive treatment of non-conservative
electron transport in typical RPC gas mixtures based on a
rigorous Boltzmann equation analysis and the Monte Carlo
simulation technique.

2. Theoretical methods

Electron transport in non-conservative RPC gases should be
analyzed in terms of bulk (e.g. reactive) and flux components.
The main motivation for such analysis is to gain insight into
the effect of non-conservative processes on electron transport
as these processes influence many operating characteristics
of the detector. For example, there is a direct link between
the effective ionization coefficient and time resolution of an
RPC. Spatial resolution, on the other hand, is greatly affected
by transverse diffusion while the role of attachment processes
is twofold. On one hand, electron attachment is a desirable
process as it controls the avalanche multiplication and limits
the amount of charge between the electrodes, which in turns
improves the rate capability of an RPC. On the other hand, if
the attachment is too strong with a large exponential decay
rate for electrons then the time resolution and efficiency might
be seriously affected. It is clear that care must be taken when
non-conservative collisions are operative to ensure the optimal
performance of the detector.

2.1. A brief sketch of the Boltzmann equation analysis

All information on the drift and diffusion of electrons in gases
is contained in the electron phase-space distribution function
f(c, r, 1), where r represents the spatial coordinate of an elec-
tron at time ¢, and ¢ denotes its velocity. The distribution func-
tion f (r, ¢, f) is evaluated by solving Boltzmann’s equation:

(a,+c-vr + %E-vc) fae,e,n==J(fy) 1)
where d;, V, and V. are the gradients with respect to time,
space and velocity, while e and m are the charge and mass of
the electron and E is the magnitude of the electric field. The
right-hand side of (1) J(f, fo) denotes the linear electron-neutral
molecule collision operator, accounting for elastic, inelastic
and non-conservative (e.g. electron attachment and/or ioniza-
tion) collisions, and fj is the velocity distribution function of
the neutral gas (usually taken to be Maxwellian at fixed tem-
perature). For elastic collisions we use the original Boltzmann
collision operator [30], while for inelastic collisions we prefer
the semiclassical generalization of Wang-Chang et al [31].
The collision operators for non-conservative collisions are
discussed in [32, 33]. We assume that in the division of post-
collision energy between the scattered and ejected electrons in
an ionization process, all fractions are equally probable.
Solution of Boltzmann’s equation (1) has been extensively
discussed in our recent reviews [20, 34]. In brief, fis expanded
in terms of normalized Burnett functions about a Maxwellian
at an arbitrary temperature 7y. In the hydrodynamic regime, its

space-time dependence is expressed by an expansion in terms
of the gradient of the electron number density n (r, f). This
assumption is generally valid for an RPC detector even in the
regions where high energy particle creates the clusters of elec-
trons with steep density gradients. One may expect that dif-
fusion processes will act to validate the assumption on weak
gradients after a certain period of time. Thus, the following
expansion of the phase-space distribution function follows:

fr,ct)=
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with a?> = —. Ty is not equal to the neutral gas temperature

and serves as a free and flexible parameter to optimize the
convergence. The quantities ¢*!! and GY are normalized
Burnett functions and irreducible gradient tensor operator,
respectively, and are defined in [32, 33]. The coefficients F(v
Im|sd;a) are called ‘moments’ and are related to the electron
transport properties as detailed below. The bulk drift velocity
(W), bulk diffusion coefficients (D;, D7) and effective ion-
ization coefficient (kefr jon) are defined in terms of the dif-
fusion equation and can expressed in terms of moments as
follows [20, 34]:
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where J§, (a) are reduced matrix elements of the collision
operator. The bulk transport coefficients are the sum of the
flux transport coefficients (defined in terms of Fick’s law and
given the first terms in each of the expressions (4)—(6)) and
a contribution due to non-conservative collisions (the terms
involving the summations in each expression). Differences
between the two sets of coefficients thus arise when non-
conservative processes are operative. The reader is referred to
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[19, 20, 23, 34] for full details. Also of interest is the spatially
homogeneous mean energy

3 2
£= Eka(l - \/;F(100|00) ) (8)

Using the above decomposition of f (2), the Boltzmann
equation (1) is converted to a hierarchy of doubly infinite
set of coupled algebraic equations for the moments. To
obtain electron transport coefficients identified in (4)—(6)
under conditions when the transport is greatly affected by
non-conservative collisions, the index s in (2) must span the
range (0-2) (e.g. second-order density gradient expansion).
Solution of the system of equations can be found by trun-
cation of the infinite summations in the velocity space rep-
resentation in (2) at /. and vy, respectively. The values
of these indices required to achieve the designated conver-
gence criterion, represent respectively the deviation of the
velocity distribution from isotropy in velocity space, and the
deviation from a Maxwellian speed distribution at the basis
temperature T},. The classical two term approximation sets
Imax = 1, which is not sufficient for molecular gases used in
an RPC due to the anisotropy of fin velocity space. A value
of Inax = 5 was required for achieving an accuracy to within
1% . Depending of the basis temperature, values of vyax = 95
were sometimes required under conditions when the distri-
bution function was strongly non-equilibrium and far away
from a Maxwellian. The resulting coefficient matrix is sparse
and direct numerical inversion procedure is used to calculate
the moments.

One should be aware of the differences in the defi-
nition of both sets of transport data, bulk and flux, and
make sure that proper data are employed in the models.
MAGBOLTZ is routinely used in particle detector com-
munity for determination of electron transport properties
and few comments about this code are appropriate here.
MAGBOLTZ cannot compute the bulk transport coeffi-
cients and it is exactly these data that are required for
some aspects of modeling. For example, in the applica-
tion of Legler’s model for the avalanche size distribution
as a function of the distance [2, 35], one should use the
bulk drift velocity to evaluate the ionization coefficient.
In addition, the bulk data should be generally used to
unfold cross sections from experimentally measured and
theoretically calculated transport coefficients [19, 20]. On
the other, in fluid modeling of RPCs [16—18] the flux data
should be generally used as an input although in some
combined fluid/Monte Carlo models the bulk data are
required. Generally speaking, the distinction between the
bulk and flux data has been systematically ignored in the
particle detector community and one of the principal aims
of this work is to sound a warning to those who implement
the swarm data to be aware of the origin of the transport
data and the type of transport data required in their mod-
eling. In this paper we illustrate that bulk and flux data
may exhibit not only quantitative but also the qualitative
differences in the mixtures of C,H,F,, iso-C4Hy and SFg
used in RPCs operated in avalanche mode.
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. — 27 Td 1
10° 3 — 46 Td 3
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Figure 1. Exponential decay of the number of electrons for
three different reduced electric fields as indicated on the graph.
Calculations are performed for electrons in ALICE TOF RPC system.

2.2. A brief overview of our Monte Carlo simulation technique

Rather than present a full review of our Monte Carlo simula-
tion technique, we highlight below some of its aspects associ-
ated with the sampling of spatially resolved electron transport
data. In this work we apply the code primarily to calculate
spatially resolved transport data with an aim of using these
data to understand the sometimes atypical manifestations of
the drift and diffusion in the RPCs. In order to sample spa-
tially resolved transport parameters under hydrodynamic con-
ditions, we have restricted the space to realistic dimensions
of the RPC and divided it into cells. Every cell contains 100
sub-cells and these sub-cells are used to sample spatial param-
eters of electron swarm. This concept allowed us to follow the
development of the swarm in both real space and normalized
to 60, where o is the standard deviation of the Gaussian distri-
bution in space. The space (and time) resolved electron trans-
port properties including the average energy/velocity and rate
coefficients and also density profiles have been determined by
counting the electrons and their energies/velocities as well as
number of collisions in every cell.

When electron transport is greatly affected by non-con-
servative collisions, it is of key importance for a tractable
simulation to efficiently control the number of electrons
in simulations without distortion of the spatial gradients of
the distribution function. It is well known that the statistical
uncertainty of a Monte Carlo simulation decreases inversely
with the square root of the number of electrons processed. In
particular, when attachment occurs, electrons are lost continu-
ally, so that the number of electrons in the swarm decreases
exponentially with time. This is illustrated in figure 1 for elec-
trons in the gas mixture used in ALICE timing RPC.

The initial number of electrons is set to 1 x 10° and cal-
culations are performed for a range of reduced electric fields
E/N as indicated on the graph. We see that as E/N decreases
the number of electrons decreases markedly. This is a con-
sequence of an increasing collision frequency for electron
attachment when E/N is reduced. In order to compensate
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the electrons that are consumed by a strong attachment at
low electron energy, the following rescaling procedure was
adopted. First, the sampling time used for determination of
various swarm dynamic properties (for example the mean
position, velocity and energy of the electrons) was reduced
and adjusted depending on the applied reduced electric field.
Second, whenever electron is lost due to attachment another
electron is randomly selected in its place from the ensemble
of the remaining electrons. This was necessary in order to
prevent large and continuous losses of electrons. This proce-
dure was validated for a range of model and real gases when
attachment is dominant non-conservative process and found
to be correct [36, 37]. Other rescaling procedures to electron
swarms with large exponential decay rates are available. The
classical example is the procedure developed by Li ef al [38].
The essence of their rescaling procedure is the addition of an
artificial ionization channel with an energy-independent ioni-
zation frequency, chosen to be roughly equal to an attachment
collision frequency for a given E/N. Similar procedure was
applied to simulate electron transport in pure SFg by Yousfi
et al [39]. Finally, we note that when ionization takes place
the rescaling procedure was not necessary under conditions
considered in this work, as ionization was not a sufficiently
intensive process to increase the number of electrons beyond
the limits set by the allocated memory.

3. Results and discussion

3.1. Preliminaries

As discussed in section 1, one of the aims of this work is to
consider electron transport parameters as input in fluid and
kinetic models of RPCs. The operating values of E/N for RPCs
are above the critical electric fields for the corresponding gas
mixtures, usually between 400 Td and 450 Td for timing RPC
depending on the type of experiment and around 200 Td for
triggering RPC. Fluid models of these detectors in both ava-
lanche and streamer modes, however, require tabulation of
transport data over a wide range of the reduced electric fields
and/or mean energy of the electrons depending on the order of
fluid approach [40, 41]. In this work we consider the reduced
electric field range: 1-1000 Td (1Td =1 x 1072 Vm?) while
the pressure and temperature of the background gas are 1 atm
and 293 K, respectively.

The cross sections for electron scattering from C,H)F4
detailed in Sasi¢ et al [42] are used in this study. The cross
sections for electron scattering in iso-C4H;( are taken from
MAGBOLTZ code developed by Biagi. Finally, the cross
sections for electron scattering in SF¢ are taken from Itoh
et al [43]. Other sets of cross sections for electron scat-
tering in these gases are available in the literature but our
Boltzmann equation analysis has revealed that the present
sets provide values of swarm parameters such as ioniza-
tion and electron attachment rate coefficients, drift velocity,
longitudinal and transverse diffusion coefficient in a good
agreement with the experimental measurements for a wide
range of E/N [44, 45]. The following mixtures are used for
different RPCs considered in this work: (1) ALICE timing

RPC C,H;F,/iso-C4H,¢/SFe = 90/5/5 [8]; (2) ALICE trig-
gering RPC C,H,F4/iso-C4H¢/SFs = 89.7/10/0.3 [8]; (3)
CMS triggering RPC C,H,F4/iso-C4H¢/SFg = 96.2/3.5/0.3
[9]; and (4) ATLAS triggering RPC C,H;F4/iso-C4H;0/SF¢
=94.7/5/0.3 [7].

3.2. Effects of non-conservative collisions

In the following sections we often find it necessary to refer to
the explicit influence of electron attachment and/or ionization
on electron transport to explain certain phenomena. The fol-
lowing elementary considerations apply. Even under the hydro-
dynamic conditions (far away from the boundaries, sources and
sinks of electrons) the distribution of the average energy within
the swarm is spatially anisotropic. This is illustrated in sec-
tion 3.3 where spatially resolved average energy for electrons in
ALICE timing RPC is shown as a function of E/N. Electrons at
the front of the swarm generally have higher energy than those
at the trailing edge, as on the average they have been acceler-
ated through a larger potential. Since electron attachment and
ionization are energy dependent, they will also occur with a
spatial dependence. For example, if the collision frequency for
electron attachment increases with energy, attachment will pre-
dominantly occur at the front of the swarm, resulting in a back-
wards shift of the swarm’s centre of mass, which is observable
as a reduction of the bulk drift velocity as compared with the
flux drift velocity. The loss of high energy electrons also lowers
the mean energy which in turns reduces the flux component of
the diffusion. This process is known as attachment cooling [33].

If the collision frequency for electron attachment decreases
with energy, then the opposite situation holds: the lower energy
electrons at the trailing edge of the swarms will be consumed
resulting in a forward shift of the swarm’s centre of mass,
which is observable as an increase of the bulk drift velocity.
The mean energy is raised as the lower energy electrons are
consumed resulting in an enhancement of the flux components
of transverse and longitudinal diffusion. This phenomenon is
known as attachment heating [32] and is particularly impor-
tant for electron transport in the gas mixtures used in RPCs.
Finally, when ionization takes place, electrons are preferen-
tially created in regions of higher energy resulting in a shift
in the centre of mass position as well as a modification of the
spread about the centre of mass. This will be observable as
an increase of the bulk drift velocity and the bulk diffusion
coefficients. This situation also plays an important role in con-
sideration of electron kinetics in RPCs analyzed in this work.

3.3. Boltzmann equation results for electron
transport coefficients

In figure 2 we show the variation of mean energy with E/N
for RPCs used in ALICE, CMS and ATLAS experiments
at CERN.

The properties of the cross sections are reflected in the pro-
files of the mean energy and we observe three distinct regions
of transport. Excepting ALICE timing RPC, in the remaining
experiments we first observe a region of slow rise due to
(relatively) large energy losses associated with vibrational
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Figure 2. Variation of the mean energy with E/N for RPC

excitations. Second, there is a region of sharp rise as the cross
sections for vibrational excitations drop off and electrons start
to gain energy from the electric field rapidly. Finally, there is
another region of slow rise in the mean energy as new inelastic
channels including the electronic excitation, neutral dissocia-
tion and ionization become open. The variation of the mean
energy with E/N in these three RPCs systems is almost iden-
tical due to small differences in the abundances of C,H,F,
and is0-C4H in the gas mixtures. The amount of SFg in these
systems is the same and set to 0.3%.

However, for ALICE timing RPC the situation is more
interesting. In this system the amount of SFg in the gas mixture
is much higher and the electron transport is greatly affected by
electron attachment. In the limit of the lowest E/N considered
in this work (less than 10 Td) and contrary to the results for
other RPC systems, we see that for increasing E/N the mean
energy varies very slowly and essentially stays unaltered. We
also observe that the mean energy is significantly higher than

thermal electron energy (%kT) indicating the presence of an

additional heating mechanism for electrons. This unusual situ-
ation follows from the combined effects of attachment heating
and inelastic cooling. The term inelastic cooling simply refers
to the fact that whenever an electron undergoes an inelastic
collision it loses at least the threshold energy of the excitation
process and emerges from the collision with reduced energy.
In the energy range of interest, the collision frequency for
electron attachment (which leads to the formation of stable
parent SFg negative ion) decreases with the electron energy
and the lower energy electrons which predominantly exist at
the trailing edge of the swarm are preferentially consumed.
As already discussed in section 3.2, under these conditions
the mean energy is raised and bulk drift velocity is increased
(see figure 3). However, due to inelastic cooling if the elec-
trons have energy just above the threshold energy, then in any

s used in ALICE, CMS and ATLAS experiments at CERN.

inelastic encounter with a neutral they will lose almost all
energy, resulting in a substantial cooling effect on the swarm,
even if only a relatively small fraction of the electrons have
the required energy. This is exactly what happens for elec-
trons in ALICE timing RPC; due to attachment heating the
mean energy is raised above thermal energy and due to ine-
lastic cooling the mean energy cannot be further increased
for increasing E/N as the collision frequency for inelastic
collisions in this energy range rapidly increases with the
electron energy.

In figure 3 we show the variation of the bulk and flux drift
velocity with E/N for RPCs used in ALICE, CMS and ATLAS
experiments at CERN. In all experiments the bulk compo-
nent dominates the flux component over the entire E/N range
consider in this work. For lower E/N this follows from the
attachment heating while for higher E/N this is a consequence
of the explicit effects of ionization on the drift velocity. The
effects of electron attachment are stronger than those induced
by ionization and are the most evident for ALICE timing RPC
where differences between the bulk and flux values are of the
order of 100% for lower E/N. For other RPC systems these
differences are of the order of 10% for lower E/N while for
higher E/N are around 20%.

The existence of negative differential conductivity (NDC)
in the bulk drift velocity component with no indication of any
NDC for the flux component in the ALICE timing RPC system
is certainly one of the most striking phenomena observed in
this work. NDC is a kinetic phenomenon which represents the
decrease of the drift velocity with increasing driving electric
field. From the plot of the drift velocity for ALICE timing
RPC it is seen that electrons exhibit NDC in the bulk drift
velocity for reduced electric fields between 30 Td and 100 Td.
Conditions leading to this phenomenon have been extensively
discussed by Petrovi¢ et al [46] and Robson [47]. In brief, it
was concluded that NDC arise from certain combination of
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Figure 3. Variation of the bulk and flux drift velocities with E/N for RPCs used in ALICE, CMS and ATLAS experiments at CERN.

elastic-inelastic cross sections and is present in both the bulk
and flux drift velocity components. The conditions for the
attachment or ionization (non-conservative collision) induced
NDC were first discussed by Vrhovac and Petrovié [48] where
it was concluded that the effect is possible but most likely
to result in both bulk and flux drift velocities albeit at a dif-
ferent degree. This paper left a possibility that the flux drift
velocity may not have NDC but a strongly developed plateau
indicating that the NDC is on verge of being observable. This
conclusion was based on the survey of observable effects for
most gases with strong dissociative attachment.

In our case, however, NDC is present only in the bulk
drift velocity which is a reminiscent of recently observed
NDC effect for positrons in molecular gases [49, 50]. In
these studies, it was concluded that NDC is induced by non-
conservative nature of Positronium (Ps) formation. This
conclusion has been confirmed in calculations where the Ps
formation was treated as a conservative inelastic process;
the NDC phenomenon has been removed from the profiles
of the bulk drift velocity along with the differences between
bulk and flux drift velocity components. Following the same
strategy, we have treated electron attachment as a conservative
inelastic process for SFg in our Boltzmann equation analysis.
Results of our calculations are shown in figure 4. We see that
NDC is absent from the profile of the bulk drift velocity and
the only differences between the bulk and flux drift velocity
are those originating from the explicit contribution of ioniza-
tion for E/N higher than approximately 200 Td. The physical
mechanisms behind the attachment induced NDC phenom-
enon is discussed in section 3.4.

In figures 5 and 6 we show the variation of the longitudinal
and transverse diffusion coefficients with E/N for RPCs used
in ALICE, CMS and ATLAS experiments at CERN. Both the
bulk and flux values are shown and we see that all diffusion
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Figure 4. Variation of the bulk and flux drift velocity with E/N
when electron attachment is treated as a conservative inelastic
process for electrons in an ALICE timing RPC.

coefficients reflect to some degree the three distinct regions
of electron transport discussed above. For ALICE triggering,
CMS and ATLAS RPC systems, the variations of bulk and
flux components of ND; and ND7 with E/N are almost iden-
tical. Differences between the bulk and flux data for ND; and
NDr are of the order of 20% . In these systems the differences
between the bulk and flux values are only of quantitative nature
and are not as high as those present between the bulk and flux
values for ND; and NDy in the ALICE timing RPC system. In
this case the bulk and flux components of the diffusion coeffi-
cients exhibit qualitatively different behavior; although as E/N
increases both ND; and NDy generally increase, there exist
certain regions of E/N where the bulk components of both
NDy and NDy (and flux ND;) are decreased for increasing E/N.
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This illustrates the complexity of diffusion processes in gen-
eral and for electrons in RPC systems at CERN indicating how
difficult it is to understand the influence of non-conservative
collisions on the diffusion coefficients. In brief, many parallel
factors affect the diffusion simultaneously. In addition to the
effects of thermal anisotropy (dispersion of electrons due to
thermal motion is not the same in different directions) and
anisotropy at elevated reduced electric fields (spatial variation
of the average energy in conjunction with energy-dependent
collision frequency produces differences in the average local

velocities for a given direction, which act to inhibit and/or
enhance diffusion in that direction), there is always the contri-
bution of non-conservative collisions and the complex energy
dependence of electron attachment and ionization that even
further complicate the physical picture. In conclusion, our
results suggest a weak sensitivity of the diffusion coefficients
with respect to electron attachment and ionization for ALICE
triggering, CMS and ATLAS RPC systems and a much more
complex behavior of diffusion processes for electrons in
ALICE timing RPC.
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Figure 7. Variation of the effective ionization coefficient with E/N for RPCs used in ALICE, CMS and ATLAS experiments at CERN.

In figure 7 we show the variation of the effective ioniza-
tion coefficient with E/N for RPCs used in ALICE, CMS and
ATLAS experiments at CERN. The variation of this property
with E/N is almost identical for ALICE triggering, CMS and
ATLAS RPC systems due to small variations in the abun-
dances of C,H,F4 and iso-C4Hj in the gas mixtures. The
critical electric field for these systems is around 140 Td. The
critical electric field for ALICE timing RPC is much higher,
around 215 Td, due to higher abundance of SF¢ in the gas
mixture and stronger effects of electron attachment on the
electron energy distribution function.

3.4. Monte Carlo results for spatially resolved transport data
and distribution function

While all results presented above may reproduced exactly (for
all practical purposes) by Monte Carlo simulation (albeit with
a much more computing effort) there is a number of results
important for RPC modeling that may be obtained by Monte
Carlo technique with less difficulty and a more direct inter-
pretation. In this section we show spatially resolved electron
transport data that are sampled at every location over the
entire swarm. The effect of the electric field on the spatial dis-
tribution of the electron transport data and distribution func-
tion is examined. In figure 8 we show the spatial profile and
spatially resolved average energy for four different values of
E/N as indicated in the graphs. The Monte Carlo simulations
were simplified by assuming stationary gas (7 = 0 K). This
is the reason why our Monte Carlo results for electron trans-
port coefficients are slightly shifted to the left, towards lower
E/N comparing to our Boltzmann equation results obtained
for the gas temperature of 293 K (not shown here). As a con-
sequence, according to our Monte Carlo simulations the NDC
occurs approximately between 20 Td and 77 Td while the

Boltzmann equation analysis suggest the NDC between 30 Td
and 100 Td. One should bear this in mind in the following
discussions.

In addition to our actual results given by solid lines where
electron attachment is treated as a true non-conservative pro-
cess, the results denoted by the dashed lines are obtained
assuming electron attachment as a conservative inelastic
process with zero energy loss. When electron attachment is
treated as a conservative inelastic process, the spatial profile
of electrons is almost perfectly symmetric and it has a typical
Gaussian profile independently of the applied E/N. The spa-
tially resolved average energy has a characteristic slope indi-
cating spatially anisotropic distribution of the electron energy.
There are no imprinted oscillations in the spatial profile of the
electrons or in the profile of the average energy indicating the
collisional energy loss is governed essentially by ‘continuous’
energy loss processes [51].

When electron attachment is treated regularly, as a true
non-conservative process, we observe dramatic modifications
to the spatial profile of the electron density and to the spa-
tially resolved average energy. For E/N of 5.9 Td and 10 Td
the spatial profile of electrons is no longer Gaussian while
for E/N of 21 Td the spatial profile exhibits an asymmetric
Gaussian distribution whose height is significantly decreased
comparing to the Gaussian profile of the swarm when electron
attachment is treated as a conservative inelastic process. For
E/N = 5.9 Td we see that the average energy is essentially
spatially uniform along the swarm. This is indicative of our
normalization procedure: the spatial profile is not symmetric
and number of electrons attachments is also asymmetric
along the swarm and combination of these two yields a little
spatial variation of the average energy along the swarm. For
E/N =10 Td, however, we observe that the trailing edge of the
swarm is drastically cut off while the average energy remains
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Figure 8. Spatial profile of electrons (blue curves) and spatially resolved averaged energy (red curves) at four different E/N in ALICE
timing RPC. Full lines denote the results when electron attachment is treated as a non-conservative process, while the dashed lines represent
our results when electron attachment is treated as a conservative inelastic process. (f = 1 ns).

essentially constant otherwise. At the leading edge of the
swarm, the average energy is raised with a much steeper slope
towards the front. Before reaching the highest energy at the
leading edge of the swarm, there is a spatial region where the
average energy is first drastically decreased, and then rapidly
increased in a very narrow spatial region. For E/N = 21 Td
the spatial dependence of the average energy is almost linear
and no sharp jumps and drop-offs in the profile are observed.
For increasing E/N the average electron energy increases and
there are fewer and fewer electrons available for attachment.
Thus the explicit contribution of electron attachment is further
reduced which in turns removes the differences between the
bulk and flux components of the drift velocity and diffusion
coefficients in the energy region where NDC occurs. Finally
for E/N =77 Td, the spatial profile of electrons almost coin-
cides with the profile obtained under conditions when elec-
tron attachment is treated as a conservative inelastic process.
In both cases the average energy linearly increases from the
trailing edge towards the leading part of the swarm. This is
regime when electron attachment has no longer dominant con-
trol over the electron swarm behavior.

The spatially resolved attachment rates are shown in
figure 9 and are calculated under the same conditions as for
the spatial profile of the electrons and spatially averaged
energy. They have complex profiles that reflect the overlap of
the average energy and the corresponding cross sections. The
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Figure 9. Spatially resolved attachment rate coefficient for a range
of E/N in ALICE timing RPC. (¢ = 1 ns).

attachment rate is generally higher at the trailing edge of the
swarm where the average energy of the electrons is lower and
exactly these lower energy electrons are most likely to be con-
sumed by electron attachment. This results in a forward shift
of the centre of mass of the electron swarm, which is observ-
able as an increase of the bulk drift velocity over the flux
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attachment is treated as non-conservative process while dashed red lines represent our results when electron attachment is treated as a
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values as discussed above. For increasing E/N the spatially
resolved rate coefficients are decreased suggesting much less
impact of electron attachment on the electron swarm behavior.
When electron transport is greatly affected by non-con-
servative collisions it is often very useful to look at the energy
distribution functions in order to make conclusions about the
underlying physics of some processes. In figure 10 we show
the electron energy distribution functions for the same four
values of E/N considered above. The electron energy distri-
bution functions are calculated when electron attachment is
treated regularly as a true non-conservative process (black line)
and under conditions when electron attachment is assumed
to be a conservative inelastic process (dash red line). We see
that strong electron attachment induces a ‘hole burning’ in
the electron energy distribution function. For decreasing E/N
the electron energy is generally reduced and the attachment
cross section becomes larger. As a result the effect of elec-
tron loss on the distribution function increases. This phenom-
enon has been extensively discussed for electrons in O, [52]
and O, mixtures [29, 53] and under conditions leading to the
phenomenon of absolute negative electron mobility [26, 27].
The same effect is not present when attachment is treated as
a conservative inelastic process. Under these conditions, we
see that the population of low energy electrons is much higher
than the corresponding situation when electron attachment is
treated regularly. For increasing E/N, the population of high
energy electrons becomes well described even when electron
attachment is treated as a conservative inelastic process.

4. Conclusion

In this work, we have presented the results of a systematic
investigation of non-conservative electron transport in the

1

mixtures of C,H,F,, iso-C4H;y and SFg used in RPCs in
ALICE, CMS and ATLAS experiments at CERN. We have
considered conditions consistent with the electrons in an ava-
lanche and streamer mode of operation of these RPC systems
with partial motivation being the provision of transport coef-
ficients to be employed in fluid modeling of such systems.
Transport coefficients presented in this work are given as a
function of E/N and are accurate to within 2% . The E/N-
dependence of electron transport coefficients for ALICE trig-
gering, CMS and ATLAS RPC systems are almost identical
due to similar composition of the corresponding gas mixtures.
The bulk drift velocity is slightly higher than flux component
even for lower E/N indicating the presence of attachment
heating. When ionization dominates attachment the difference
between the bulk and flux drift velocities is further increased.
The most striking phenomenon observed in this work is the
existence of NDC in the bulk drift velocity component with no
indication of any NDC for the flux component in the ALICE
timing RPC system. This phenomenon was predicted as pos-
sible [48] but has never been observed for electrons primarily
as the dominance of explicit effects and strongly energy
dependent attachment were sought due to limitations of the
momentum transfer theory that was employed in that paper.
In order to understand the physical mechanisms behind of this
atypical manifestation of the drift velocity, we have calculated
spatially resolved transport properties and energy distribution
functions for electric fields critical for occurrence of this phe-
nomenon. It was found that the attachment heating governs
the phenomenon and plays the dominant role in consideration
of non-conservative effects on various transport properties. A
‘hole burning’ in the distribution function has been observed
illustrating the richness and complexity of electron transport
phenomena in RPCs.
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1 Introduction

Developed in the 1980s [1, 2], Resistive Plate Chambers (RPCs) became widely used particle
detectors in high energy physics experiments [3—5]. Electrodes of highly resistive material, such as
glass or bakelite, make them free from destructive discharges. They also show remarkable timing
resolutions of about 50 ps [6]. Due to their simple construction and low cost, they are often used
for large area timing and triggering purposes, but other applications such as medical imaging were
also considered [7].

Despite their apparent simplicity, modeling of RPCs is not an easy task because of various
physical phenomena ranging from charge generation, transport and multiplication, to signal induc-
tion, propagation and electrode relaxation effects, all occurring on different time scales. Yet, many
RPC models were developed and published [8]. Most numerical models are based on either the
Monte Carlo simulation technique [9, 10] or on the fluid equations [11, 12]. The latter can only
provide the mean values of RPC signals in a deterministic fashion while the Monte Carlo models
usually follow some theoretical distributions for primary ionization and electron avalanche fluctua-
tions in order to calculate the RPC performance characteristics such as timing resolution, efficiency
and charge spectrum. On the other hand, while often being approximate, only the analytical mod-
els [13, 14] can provide general conclusions about the influence of different parameters on the RPC
performance. These models can also include the stochastic effects in physics of RPCs.

Every RPC model relies on accurate data for electron swarm transport in gases. These pa-
rameters include the transport coefficients (e.g. drift velocity and diffusion coefficients) and rate
coefficients (e.g. attachment and ionization rate) which are usually calculated from electron impact
cross sections using a computer code based on either Monte Carlo method or Boltzmann equation



analysis. A Monte Carlo code that is often used for such purpose — MAGBOLTZ 2 [15, 16] has
cross sections imbedded into the code. Thus cross sections cannot be easily modified, compared
or presented. The questions associated with the reliability of cross sections for electron scattering
in RPC’s gases were already raised in case of CoHyF,4 [17], which is the main component in gas
mixtures for RPCs operated in avalanche mode. As will be shown, the final results that describe
the RPC performance may differ considerably depending on the cross sections used.

In this paper, we follow a completely different approach in RPC modeling. Our approach is
based on 3D tracking of individual electrons and their collisions with the background gas in a typi-
cal Monte Carlo fashion. Here the avalanche fluctuations and the RPC performance characteristics
emerge naturally from the stochastic character of electron collisions and are determined exclusively
by the cross sections for electron scattering. Such an approach based on MAGBOLTZ was used
for the calculation of gas gain fluctuations [18] but still, no such attempts in RPC modeling were
published [17].

This paper is organized as follows. First, we discuss our simulation technique (section 2).
Then, we present the results for electron avalanches in an infinite space (sections 3.2 and 3.3) which
are used for comparison with the analytical models of avalanche development and timing. Finally,
the boundaries are introduced (section 3.4) and timing and efficiency are calculated for a specific
timing RPC (0.3 mm gas gap, gas mixture of 85% C,H,F4 + 5% iso-C4Hjo + 10% SFg). A study
is made with different cross section sets and cluster size distributions. The results are compared
with experimental values. Due to limited computing resources we are only able to use a relatively
low value of signal threshold of about 10° electrons which excludes the space charge effects.

2 Simulation technique

Our simulation technique for an RPC event (i.e. passage of an incoming particle) can be divided
into a few steps. First, we generate the primary ionization, e.g., the initial electrons due to passage
of the incoming particle. The individual electrons and their collisions with the background gas
are then traced between the moments of sampling. In these moments, we record some quantities
(e.g. number of electrons) and calculate the induced signal. Sampling interval is set to 0.2 ps. The
threshold crossing time is determined using the exponential interpolation between the samples. The
simulation consisting of 10000 events usually takes approximately two days of computation time
on a multiprocessor system with about 300 active CPU cores @ 2.1 GHz.

2.1 Primary ionization

Primary ionization is generated according to a commonly used model. The primary electrons are
grouped in clusters. Electrons belonging to the same cluster have the same initial position. Number
of electrons in the cluster is generated using a cluster size distribution. The positions of the clusters
are generated using exponential distribution for the distance between neighboring clusters

P(x)ziexp(—j),

where A is the mean distance between clusters. Initial velocity of primary electrons is chosen
according to the Maxwellian velocity distribution with the mean electron energy of 1eV. Mean
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Figure 1. Cluster size distribution calculated by HEED, and 1 /5 model.

distance between the clusters and cluster size distribution are calculated using a computer program
HEED [19, 20]. For minimum ionizing particles, we have obtained a value of 8.44 clusters/mm,
which differs from 7.5 clusters/mm quoted in [21]. Considering the arguments and measurements
presented in [21], we have decided to use the value of 7.5 clusters/mm since it seems more realistic.
For cluster size distributions we use two models in our simulations for comparison: the 1/n% model
and the distribution calculated by HEED (figure 1). Both distributions are cut to 500 electrons.

2.2 Electron tracking

In the work reported here, the Monte Carlo method is used to simulate the motion of electrons
in the background gas. In the present Monte Carlo code both elastic and inelastic collisions are
assumed to occur in the interactions of the electrons with the gas molecules. The electron-electron
interactions are neglected since the transport is considered in the limit of low electron density.
Calculations are performed at zero gas temperature and isotropic scattering is assumed to occur in
all electron-molecule collisions regardless of the nature of specific processes or energy.
Spatiotemporal evolution of each electron is followed through a time step determined from
the mean free time between collisions. This small time step is used to solve the integral equation
for the collision probability in order to determine the time of the next collision. This can be done
using either the null collision technique or integration technique. In our code (and in contrast to
MAGBOLTZ) the latter approach is employed. The number of time steps is determined in such a
way as to optimize the performance of the Monte Carlo code without reducing the accuracy of the
final results. After a collision has occurred, it is then determined whether the electron has collided
elastically or experienced one of the several possible types of inelastic events, by using the relative



probabilities of various collision types. When an elastic collision has occurred, the electron energy
is reduced by the amount 2m/M where m and M are the electron and molecule masses, respec-
tively. In an inelastic collision the electron is assumed to lose an amount of energy corresponding
to the energy loss for that particular process. After ionization, it is assumed that all fractions of the
distribution of the available energy are equally probable between primary and secondary electrons.
When electron attachment takes place, the consumed electron is simply removed from the simula-
tion. Under the hypothesis of isotropic scattering, the change in direction of the electron velocity
after a collision is expressed by uniformly distributed scattering angle within interval [0, 7] and by
the azimuthal angle uniformly distributed within the interval [0, 27]. For more details on our Monte
Carlo simulation technique the reader is referred to our recent reviews [22-24].

In the present work we have employed three different sets of cross sections for electron scat-
tering in CoH,F4: 1) a set recently developed by our group [25], 2) a set from MAGBOLTZ 2.8.9
(2010), and 3) a set from MAGBOLTZ 2.7.1 (pre-2010). The set developed by our group and the set
from MAGBOLTZ 2.8.9 have been recently updated and modified on the basis of new experimen-
tal measurements of electron transport data in CoHoF4 under the pulsed Townsend conditions [26].
For electron scattering in iso-C4Hjo, we have used a set of cross sections from MAGBOLTZ 2.7.1.
There is an updated version of the same cross sections hard-coded in more recent versions of MAG-
BOLTZ but our calculations have revealed much better agreement between our data for ionization
coefficient and those experimentally measured [27], if the cross sections from MAGBOLTZ 2.7.1
are considered [27, 28]. Finally, for electron scattering in SFg we have employed a set of cross
sections developed by Itoh et al. [29].

2.3 Signal induction
The induced current in an electrode is calculated using Ramo’s theorem [30]:

E

1) = 3 q-n(r) - wl).

where E,, is the weighting field of the electrode (calculated as electric field in the gas gap when the
electrode is raised to the potential of V,, while the other electrodes are grounded), g is the electron
charge, and 7 is the number of electrons and w represents the flux drift velocity. The flux drift
velocity is the average electron velocity while the bulk drift velocity is defined as velocity of center
of mass of the electron swarm (avalanche) [31, 32]. The two may differ quantitatively and some-
times even qualitatively when non-conservative collisions such as attachment and/or ionization are
present [33]. For our RPC geometry (0.3 mm gas gap, one metallic and one 3 mm thick glass elec-
trode with €, = 8) the weighting field of 1.48/mm was calculated. The induced charge is calculated
as an integral of the induced current, ¢(t) = [3i(7)dT.

3 Results and discussion

3.1 Preliminaries

First we give a brief summary of the most important parameters used in the following sections. We
consider the gas mixture of 85% C,HyF4, 5% 1s0-C4H g and 10% SF¢ and the gas number density
is set to N = 2.505- 10> m~3 which corresponds to the pressure of 1 atm and temperature of 20°C).



Table 1. Calculated S = (& — n)w and k = 1/ ¢ parameters for a mixture of 85% C,HyF4 + 5% iso-C4Hjg
+ 10% SF¢ with three different CoH,F4 cross section sets. All calculations presented here are made using
our Monte Carlo method.

E/N Our set MAGBOLTZ 2.8.9 set MAGBOLTZ 2.7.1 set
(Td) | S (1019571 k S (1010 s~ 1) k S (100 s~ 1) k

359 | 1.2740.04 0.20£0.01 | 1.40+£0.04 0.16+0.01 | 1.66+0.04 0.1640.01
385 | 1.624+0.04 0.1640.01 | 1.774+0.04 0.134+0.01 | 2.144+0.04 0.13+£0.01
412 | 2.01+£0.04 0.134+0.01 | 2.204+0.04 0.1040.01 | 2.68+0.05 0.10£0.01
439 | 2.434£0.05 0.11+0.01 | 2.67+0.05 0.08+0.01 | 3.264+0.05 0.0840.01

The reduced electric field E /N is expressed in Td (1 Td = 102! Vm?). The primary ionization is
generated assuming the mean value of 7.5 clusters/mm for minimum ionizing particles. Velocity
of the initial electron(s) is chosen according to the Maxwellian velocity distribution with the mean
starting energy of 1 eV. Induced signal is calculated using the weighting field of E,, /V,, = 1.48 /mm.
The gas gap is 0.3 mm.

Our simulation results are compared with those obtained in an analytical model for time re-
sponse functions [13]. The model shows that, except for small thresholds (e.g. less than 1000
electrons), the RPC time response function can be written as

1 exp(naF(z))—1 (1—k>)nuS
p (1) = 27ri| f exp(na) —exp(naF(1/k)) (1 —kz)? .
(1-k)(1-2)

1—kz

(3.1)

-exp <St — Ny exp(St)> dz,
where ny, and n; are the threshold given as number of electrons and the mean number of clusters
(in our simulation 2.25 = 7.5/mm - 0.3 mm gas gap), respectively; F(z) and S = (& — n)w are the
Z-transform of cluster size distribution with radius of convergence rr and the effective ionization
rate, respectively; o and 1) are the ionization coefficient and attachment coefficient, respectively;
and w is the flux drift velocity and k = 1/o. The integration is made over a circle with radius
rp < r < 1/k. Using the expression (3.1), it can easily be shown that the shape of the time response
function does not depend on the threshold level. It is only shifted in time, and thus the timing
resolution does not depend on the threshold. This is a well know experimental observation [6].
One should note that this model does not include the space charge effects and the effects induced
by the gas gap boundaries, i.e. an infinite space is assumed. In addition, when comparison is made
with our timing distributions, the theoretical time response functions (3.1) are shifted in time so
that their mean threshold crossing time is equal to that of simulated data. Table 1 shows the S and &
parameters for different C;H,F4 cross section sets and electric field strengths calculated using our
Monte Carlo method described in section 2.2.

The analytical model presented above is based on the Legler’s basic theory of avalanche statis-
tics [34]. This theory is also used by some other analytical and numerical models [8]. According
to this theory the probability for an avalanche, initiated by one electron, to have n electrons after
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Figure 2. Avalanche size distribution at t = 290 ps. (Red) comparison with Legler’s model (3.2). Our cross
sections for CoHpF, [25] are assumed. E/N = 439 Td.

path x is given by

n=0

1—k \* [Akx)—1\""
i 0
0 (wms) (fz) + 2
where 71(x) = exp((a — 1n)x) is the mean avalanche size at the position x. This distribution has a
characteristic exponential shape which has been experimentally confirmed for many gases at lower

electric field strengths. But at higher electric fields, a prominent deviation was noticed and could
be attributed to the approximation of constant ionization coefficient used by this model [35]. Also,

P(n,x) = (3.2)

one should bear in mind that x is the position of avalanche center of mass and therefore o and 1
should be regarded as “bulk” coefficients, i.e. calculated using the bulk drift velocity. However, if
the probability P(n,x) is considered as time dependent (3.1), then the distinction between flux and
bulk values is not necessary since in each case 71 reduces to 7i(¢) = exp(St) where S is the effective
ionization rate.

3.2 Single-electron avalanches

First we present the results of simulation for 20000 avalanches in an infinite space initiated by a
single electron. The results for the avalanche size distribution (figure 2) are useful for compari-
son with Legler’s theory of avalanche statistics which is often used in many RPC simulations and
modeling [8]. Results show a deviation from the predicted exponential dependence (3.2) mostly
prominent at small avalanche sizes. This deviation follows from an approximation of constant first
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Figure 3. Timing distribution for single electron avalanches. The threshold is set to 10000 electrons and our
cross sections for C;HFy [25] are assumed. E /N = 439 Td.

Townsend ionization coefficient, assumed by Legler’s basic model. In reality, however, the ion-
ization coefficient varies during avalanche development, especially in the initial stages where only
one or just a few electrons are present. Without going into further details, it should be mentioned
that there have been several attempts to describe and to deal with this issue in Legler’s theory [36].
Unfortunately, even after setting aside the question of their validity and justification, each of these
attempts makes the solution for the avalanche size distribution unobtainable in closed form. On the
other hand, microscopic Monte Carlo approach does not have to deal with these approximations
since the avalanche statistics arise naturally from the stochastic character of electron-molecule col-
lisions. This is the key difference between our model and the other RPC models based on theoretical
avalanche size distributions (mostly Legler or Polya type).

Figure 3 shows the timing distribution for a threshold of 10000 electrons. The expected theo-
retical distribution was calculated using the time response function for the case of single electron
avalanches [13]:

nnS(1 —k)

p(nm,t) = —exp(—n(l =) exp (—St —np (1 —k)exp(—St)) .

The slight disagreement with the theoretical distribution can be attributed to the same cause as the

disagreement between avalanche size distributions discussed in the previous paragraph. Since the
corresponding theoretical avalanche size distribution is “wider” (i.e. has larger standard deviation)

than the simulated one, we expected the same for the timing distribution, which is the case. A
test was also made with different energy distribution for the initial electron as in the late stage of
avalanche development (mean energy of 6.7 eV). The test showed that the higher initial electron en-
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Figure 4. Timing distribution for avalanches started by primary ionization generated using (a) 1/n2, (b)
HEED cluster size distribution. Infinite space. The threshold is set to 10° electrons and our cross sections
for C;H,F4 [25] are assumed. E/N = 439 Td.

ergy had practically no effect on the r.m.s. value of threshold crossing times (it was lower by 0.2 ps)
while the number of avalanches which reached the threshold was slightly higher (18350). The latter
was expected since the initial electron with higher energy had a lower probability for attachment.

3.3 Avalanches started by primary ionization

The case of avalanches started by primary ionization progressing in an infinite space was also
studied. The primary ionization was generated according to the model described in section 2.1.
Simulations with 10000 events were made for 1/n* and HEED cluster size distributions. Fig-
ure 4 shows the timing distribution for a threshold of 10° electrons. The theoretical distributions
were calculated using the model (3.1). Slightly higher theoretical r.m.s. values have already been
discussed in the previous section. As of distribution shape, one can see that the left tail of the
distribution for the 1/n? case is wider than in the case where HEED cluster size distribution was
used. This is expected since the left tail represents the fastest events which most often come from
high primary ionization, and the probability for large primary clusters is higher in the case of 1/n?
distribution (figure 1). The same reasoning applies for the difference between r.m.s. values for the
1/n? and HEED case.

3.4 Full model with primary ionization and boundaries

We now consider the effects of boundaries with gas gap set to 0.3 mm. Avalanches initiated by pri-
mary ionization move towards the anode due to electric field. When an electron reaches the anode
it is removed from the simulation. Figure 5 shows the results for timing distribution with a thresh-
old of 10° electrons. Since the simulation also consists of 10000 events, comparing the number of
events which reached the threshold with the one from the previous case without boundaries, one
can see the “absorbing effect” of the anode. Also, a slightly higher r.m.s. value can be attributed to
the uncertainty of cluster positions, especially the ones closest to the anode which are the first to
be absorbed.

The same simulation was performed for a threshold of 2 fC of induced charge. This value
corresponds to about 10° electrons in the gas gap when the threshold is reached. One could expect
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Figure 5. Timing distribution for avalanches started by primary ionization generated using (a) 1/n2, (b)
HEED cluster size distribution. Gas gap 0.3 mm. The threshold is set to 10° electrons and our cross sections

for C;H,F4 [25] are assumed. E/N = 439 Td.
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Figure 6. Timing distribution for avalanches started by primary ionization generated using (a) 1/n2, (b)
HEED cluster size distribution. Gas gap 0.3 mm. The threshold is set to 2 fC and our cross sections for

C,H,F, [25] are assumed. E/N = 439 Td.

somewhat different results when boundaries are present, because this time the threshold is given
by induced charge i.e. the integral of the induced current (which is proportional to the number of
electrons in the gas gap). However, the results for this case (figure 6) show that practically only the
number of events which reached the threshold is slightly higher than in the case when the threshold
is 10° electrons. A possible explanation lies in the cumulative character of the induced charge in
such way that the avalanches which are absorbed in the anode are not completely “lost™ as if they
were not present at all. Instead, they contribute to the induced charge, and the other avalanches
which would otherwise be too small or too close to the anode to reach the threshold alone, can also
contribute so that eventually the threshold is reached.

Finally, we present the results for timing resolution (figure 7) and efficiency (figure 8) of the
RPC. The results were made for a range of electric field strengths, different CoH,F,4 cross section
sets and primary cluster size distributions. For each set of parameters 10000 events were simulated
with the threshold set to 2 fC. The timing resolution is simply the r.m.s. of the threshold crossing
times while the efficiency is the fraction of events which have reached the threshold. Results are
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compared with measurements by Lopes et al. [37] which show a clear fluctuation of the timing
resolution, probably due to some kind of experimental uncertainty. Also, the measured timing res-
olutions and efficiencies both show a pronounced saturation effect at higher electric field strengths
which is not present in our results. The theoretical timing resolutions, calculated using (3.1), are in
good agreement with the simulated ones. The discrepancy between the results for different C;H,Fy
cross sections sets is expected since the effective ionization rate is the dominant factor in both tim-
ing and efficiency [8]. Somewhat higher efficiency in the 1/n? case is a consequence of larger mean
cluster size than in the case of HEED cluster size distribution. It should also be mentioned that the
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tests with different energy distributions for the initial electrons showed no effect on the timing, but
the efficiencies were higher by 1-2% in case when mean initial electron energy was set to 10eV.

4 Summary and conclusions

A microscopic Monte Carlo approach, based on tracking of individual electrons and their colli-
sions with the gas molecules, was developed and used with the aim of obtaining the performance
characteristics of a timing RPC. The development of electron avalanches in infinite space was also
studied and the results for threshold crossing times showed good agreement with an analytical
model. Since the energy distribution of the initial electrons showed no effect on timing, the minor
differences can only be attributed to Legler’s basic theory of avalanche statistics, assumed in this
analytical model.

The realistic RPC simulations with implemented gas gap boundaries and primary ionization
models were performed with three different sets of cross sections for electron scattering in CoHoFj4.
The inclusion of boundaries show no significant effect on timing, unlike the effect of different cross
section sets which is very prominent. Overall, the results for timing and efficiency show good
agreement with experimental values. Because of limited computing resources, a relatively low
value of signal threshold was chosen corresponding to about 10° electrons in the gas gap. Still, the
results can be considered valid as the theory and experiments show that the timing resolution does
not depend on the threshold level. The extension of the threshold to realistic levels where space
charge is present, without sacrifice in accuracy, is an ongoing work.
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D. Bosnjakovié¢, Z. Lj. Petrovi¢ and S. Dujko

Institute of Physics, University of Belgrade,
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Abstract. A novel approach based on hydrodynamic approximation is
employed in fluid modeling of Resistive Plate Chambers (RPCs) which are
used for timing and triggering purposes in many high energy physics experi-
ments. The model is numerically implemented in a 1.5-dimensional scenario
and is utilized for studying of streamer and signal development in two RPC
configurations used at CERN. The results are compared with classical fluid
model.

1. INTRODUCTION

Owing to their good efficiency, excellent timing resolution and low
cost, Resistive Plate Chambers (RPCs) became widely used particle detec-
tors for large area timing and triggering purposes in high energy physics
experiments [1, 2]. They consist of one or many gas gaps sandwiched be-
tween the electrodes of high volume resistivity such as glass or bakelite.
RPCs also found their way into other areas such medical imaging, cosmic
ray physics and geophysics [3].

Many approaches were used in simulation and modeling of RPCs.
Still, all RPC models, except the microscopic Monte Carlo model [4], re-
quire accurate electron transport data in gases as input. Numerical models
based on fluid equations were used for studying the underlying physics and
signal development in RPCs [5, 6]. However, these were based on classical
fluid model where the diffusion flux was often neglected and the duality of
transport data used as input was systematically ignored. Namely, in particle
detector community, there seems to be a lack of awareness of the two types
of transport data named ‘flux’ and ‘bulk’ [7]. The two may differ consid-
erably when non-conservative collisions such as attachment and ionization
are present.
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In this work, we present a new approach in fluid modeling of RPCs
which is solely based on hydrodynamic approximation. This model is em-
ployed for studying the signal development in two RPC configurations used
in ALICE and ATLAS experiments at CERN. For comparison, the results
are also calculated using classical fluid model with flux and bulk transport
data as input.

2. THEORETICAL METHODS

The fluid model developed in this work is based on hydrodynamic
approximation which assumes that the electron distribution function can
be expanded in terms of gradients of the electron number density [8]. This
assumption is strictly valid for weak gradients in absence of sources or sinks
of electrons. Under these conditions, the continuity equation for electrons
in one-dimensional scenario can be written as

3ne 0 ane

= — | Wgrsgn(E)ne + D
It ax(Fg()ch LF 5
where the electric field E is oriented along the z-axis while Wy, Dy, r and
Spn denote flux drift velocity, flux longitudinal diffusion and source term due
to photoionization, respectively. Using hydrodynamic approximation, the
source terms due to ionization (S;) and attachment (S,) are also expanded
as

>+SiSa+Sph7 (1)

e | gz O
Ox Qa2

The ions can be considered as immobile on the timescale of fast
electron signal. Therefore, the balance equations for number densities of
positive (n,) and negative ions (n,) are written as

S = SWn, + SMsen(F) (m=ia). (2

on ony,
a—tp =5+ Spn and 5
We assume that the charge is contained inside a cylinder, with ra-
dius Ry along the z axis, and distributed uniformly in the radial direction.
For this case, the expression for electric field along the x axis is given in
[9]. Source term due to photoionization is calculated as in [10] and assumes
that the photon production rate is proportional to the ionization rate.
Equations (1) and (3) are solved numerically imposing homoge-
neous Dirichlet boundary conditions at the gas gap boundaries. The nu-
merical scheme uses second-order central finite differences for discretization
of spatial derivatives and classical fourth-order Runge-Kutta 4 scheme for
integration in time. Finally, the induced current is calculated using Ramo’s
theorem [11]

=S,. (3)

d
i(t):eoﬂRg%/o ne(@, ) Wi (| Bz, 8)]) sn(B(z, ) dz,  (4)

where E,, [V, is the weighting field and d is the gas gap length.
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Figure 1. Electron number density and electric field along the gas gap of
ALICE timing RPC at ¢ = 0.45 ns during avalanche development (left), and
t = 0.92 ns during positive streamer formation (right). The external electric
field is set to 10.4 MV /m. Calculations are made using corrected fluid model
and classical fluid model with flux and bulk transport data as input.

3. RESULTS AND DISCUSSION

The fluid model presented in previous section is used to study the
streamer development and signal formation in ATLAS triggering RPC [1]
and ALICE timing RPC [2]. For example, ALICE timing RPC uses five
0.25 mm gas gaps with a gas mixture of 90% CoHoFy + 5% iso-C4Hig +
5% SFg. The transport data and source term expansion coefficients are
calculated by our Monte Carlo code [12] using the cross section set for
electron scattering in CoHoF, developed by our group [13], cross sections
for iso-C4Hj taken from MAGBOLTZ 7.1 code (developed by S. Biagi [14]),
and cross sections for SFg taken from Itoh et al. [15].

For comparison, the results are calculated using both ‘corrected’
fluid model described in previous section and classical model with either
bulk or flux transport data. Mathematically, the corrected model reduces
to classical model if S5 = S{2 =0 (m =1,a). We assume that the initial
electron distribution at t = 0 is a Gaussian representing 6 primary electrons.
Figure 1 (left) shows the electron number density and electric field at time
instant ¢ = 0.45 ns during avalanche development in ALICE timing RPC.
At this moment, there are no space charge effects and the profiles obtained
using corrected model match with those obtained using classical model with
bulk data. During the avalanche phase, the induced current grows exponen-
tially with time (Figure 2). Afterwards, the exponential rise gradually stops
due to both space charge effects and electron absorption at the anode. At
about 0.92 ns, the positive streamer starts to develop (Figure 1, right) and
the current rises again while the streamer progresses towards the cathode
(Figure 2). The positive streamer stops at about 1 ns and starts to diminish
while the induced current slowly drops to zero. In the streamer stage, there
is an obvious difference between the profiles and induced currents for the

338



28th SPIG Low Temperature Plasmas

350 i T T T . | : | , :
< 300 |- ALICETOF LT orre_cted ]
E 5o [ Eo=104MV/m . p — — classical, bulk]
£ T EgN=415Td [\ classical, flux ]
g 200 +~ . _
3 150 - ]
o r 4
g 100 |- -
© 50 - .
£ - i

0 »
0.6 0.8 1.0 1.2 14
Time (ns)

Figure 2. Induced current in ALICE timing RPC calculated using corrected
fluid model and classical fluid model with flux and bulk transport data as
input. The external electric field is set to 10.4 MV /m.

three modeling scenarios. The difference arise mainly due to different drift
velocities and representation of the source term employed in these models.
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Abstract. Electron transport coefficients in CF;1 and SF¢ gases are calculated
using Monte Carlo simulations for a wide range of reduced electric field
strengths. In order to compensate for the loss of electrons in simulation due to
strong attachment, three different rescaling techniques are considered and
applied. Among many observed phenomena, in case of SFs we highlight the
reduction of mean electron energy with increasing electric field. In addition, we
observe that for both gases bulk drift velocities exhibit negative differential
conductivity which is not present in the flux drift velocity.

1. INTRODUCTION

Electron attachment in strongly electronegative gases, such as CF;I and
SFe, has many industrial applications. For example, in high-voltage circuit
breakers, it is the most significant process for the prevention of electric
breakdown [1]. Electronegative gases are also used for plasma etching and
cleaning in semiconductor fabrication [2].

On the other hand, electron attachment imposes practical difficulties in
experiments for measurement of transport coefficients [1,3]. Considerable
difficulties also appear in Monte Carlo simulations of electron transport in
strongly electronegative gases at low electric fields where electron attachment is
the dominant process. Due to this process, the number of electrons in a
simulation can reach extremely low values leading to poor statistics or complete
loss of electrons in the simulation [4,5]. In order to compensate for this loss of
electrons, some sort of rescaling techniques must be used.

In this work, we discuss the existing rescaling techniques for Monte
Carlo simulations of electron transport in strongly electronegative gases.
Furthermore, we introduce our modified rescaling procedure and demonstrate
how these techniques affect the calculated transport data for CF;I and SF¢ gases.
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2. RESCALING TECHNIQUES

The following rescaling techniques, applicable for Monte Carlo
simulations, can be found in the literature:
1. Duplication of electrons randomly chosen from the remaining swarm at
certain discrete time steps [6];
2. Duplication of the entire electron swarm (one or more times) at certain
time steps [5] or at certain distance steps [7];
3. Introduction of an additional fictitious ionization [4] or attachment
process [8] with a constant collision frequency.
An unaltered electron distribution function and its evolution are a common
objective for all these techniques. In this work, the first technique will be
referred to as discrete rescaling, the second as swarm duplication and the third as
continuous rescaling. However, we introduce a modification to the third
procedure where the fictitious ionization process is dynamically adjusted during
the simulation in such way that the fictitious ionization rate is chosen to be equal
to the attachment rate. Therefore, it is not necessary to define a fictitious
ionization rate in advance and as a benefit, the number of electrons is kept nearly
constant during the simulation.

3. RESULTS

In this section, we present the transport data for CFs;l and SF; gases,
calculated using our Monte Carlo code [6,9] with three different rescaling
techniques. The cross section set for electron scattering in SF¢ is taken from Itoh
et al. [10]. In case of CF;l, we use our modified cross section set [11] which is
based on cross sections of Kimura and Nakamura [12]. This modification of the
CF;l set was necessary in order to provide a better agreement between the
calculated data and the reference data measured in a pulsed Townsend
experiment for pure CF;l and its mixtures with Ar and CO,.

Figure 1(a) shows the variation of mean electron energy with E/ngy in
CF;l. Calculations are performed assuming the three rescaling techniques.
Excellent agreement between the cases of discrete rescaling and swarm
duplication can be understood, having in mind that these two techniques are
essentially the same. The only difference between the two is the fact that in case
of discrete rescaling, the probability for duplication of an electron is determined
by the ratio of current number and desired number of electrons, while in case of
swarm duplication technique, this probability is set to unity i.e. the duplication is
performed for all electrons. Continuous rescaling is also in a good agreement
with the other two techniques.

In case of mean electron energy for the SF¢ gas, Figure 1(b) shows
excellent agreement between the three rescaling techniques. Furthermore, one
anomalous behavior is observed — a decrease of mean energy with increasing
electric field. This phenomenon is associated with mutual influence of
attachment heating and inelastic cooling. Since it is observed only in case of SFs,
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Figure 1. Mean electron energy in (a) CFsl and (b) SF¢ gases as a function of
reduced electric field. The profiles are calculated using three different rescaling
techniques.

it is evident that the specific cross sections for electron scattering are essentially
responsible for the occurrence of this phenomenon.

Figure 2 shows flux and bulk drift velocities in (a) CF;I and (b) SFq
gases, obtained with three rescaling techniques. For electrons in CF;l, the drift
velocities calculated using discrete rescaling and swarm duplication are again in
excellent agreement while continuous rescaling at low electric fields gives
slightly lower values than the other two techniques. For drift velocities in the SF
gas, all three rescaling techniques are in good agreement over the entire range of
reduced electric fields considered in this work. We can conclude that the nature
of the cross sections for electron scattering in CF;l and SF4 and their energy
dependence are responsible for the differences between the results obtained using
different rescaling techniques.

Two interesting phenomena are also observed in Figure 2. First, for
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Figure 2. Variation of the drift velocity with E/ny for electrons in (a) CF;I and
(b) SFs gases. The profiles are calculated using three different rescaling
techniques.
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both gases the bulk drift velocity is higher than the flux drift velocity. In low
energy range, this is a consequence of strong attachment heating (the
consumption of slow electrons due to attachment) while in higher energy range
the explicit effect of ionization is responsible. As a result, new electrons are
preferentially created at the front of the swarm and/or slow electrons are
consumed at the back of the swarm resulting in a forward shift of centre of mass
of the swarm which is observed as an increase of bulk drift velocity over the flux
drift velocity. The other phenomenon is a very strong NDC effect (negative
differential conductivity) which is noticed for both gases, but only in case of
bulk component drift velocity. This behavior appears to be common for all
strongly electronegative gases since it is induced by explicit effects of electron
attachment.
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Abstract. Transport coefficients for electron swarms in mercury vapor in the
presence of electric and magnetic fields are calculated and analyzed using a multi
term theory for solving the Boltzmann equation and Monte Carlo simulation
technique. Particular attention is paid to the occurrence of negative differential
conductivity (NDC) at higher gas pressures and temperatures. It is shown that the
correct representation of the presence of mercury dimers and superelastic
collisions plays a key role in the analysis of NDC. When both the electric and
magnetic fields are present, another phenomenon arises: for certain values of
electric and magnetic field, we find regions where swarm mean energy increases
with increasing magnetic field for a fixed electric field. Spatially-resolved
electron transport properties are calculated using a Monte Carlo simulation
technique in order to understand these phenomena.

1. INTRODUCTION

In this work we discuss the transport of electrons in mercury vapor and
its mixtures with argon under conditions relevant for metal vapor lamps. Current
models of such lamps require knowledge of transport coefficients as a function of
electric field strengths, gas pressures and temperatures. Recently developed
inductively coupled plasma light sources require the knowledge of transport
coefficients when both the electric and magnetic fields are present and crossed at
arbitrary angles [1]. These transport coefficients can be either measured in swarm
experiments or calculated from transport theory. To date, no experiments exist
that can measure all the required transport coefficients, including rate coefficients,
drift velocities, and diffusion coefficients for electrons in gases in the presence of
electric and magnetic fields.

In the present work we solve the Boltzmann equation for electron
swarms undergoing ionization in mercury vapor and its mixtures with argon in the
presence of electric and magnetic fields crossed at arbitrary angles. For the E-only
case we discuss the occurrence of negative differential conductivity (NDC) for
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higher gas pressures and temperatures in the limit of lower electric fields. NDC is
a phenomenon where the drift velocity decreases with increasing electric field.
For electrons in mercury vapor this behavior of the drift velocity is attributed to
the presence of mercury dimers.

In the second part of this work we investigate the electron transport in
varying configurations of electric and magnetic fields. In particular, we discuss
the following phenomenon: for certain values of electric and magnetic fields, we
find regions where swarm mean energy increases with increasing magnetic field
for a fixed electric field. The phenomenon is discussed using spatially-resolved
transport data calculated in Monte Carlo simulations.

2. CROSS SECTIONS AND SIMULATION TECHNIQUES

The cross section for momentum transfer in elastic collisions is made as
follows. For lower electron energies, we use a cross section from [2] while for
higher energies, we use a cross section tabulated in MAGBOLTZ code [3]. Cross
sections for electronic excitations for levels Py, *P; and °P; are retrieved from [4]
while electronic excitations to 'S, and 'P, states as well as a cross section for
higher states are also taken from MAGBOLTZ code. For electron-impact
ionization, we have used a cross section from [5]. The effective cross section
which describes vibration and electronic excitations of mercury dimers is derived
using the experimental measurements of Elford [6]. Cross sections were slightly
modified during the calculations to improve agreement between the calculated
swarm parameters and the experimental values [6].

Electron transport coefficients are calculated from the multi term
solution of Boltzmann's equation. A Monte Carlo simulation technique is used to
verify the Boltzmann equation results and also for the calculations of spatially-
resolved transport data.

3. RESULTS AND DISCUSSIONS

In Figure 1 (a) we show the variation of the drift velocity with E/n, for a
range of gas pressures, as indicated on the graph. Calculations are performed in a
wide range of pressures, from 20.2 to 108.4 Torr. The temperature of the
background gas is 573K. The same range of pressures and temperatures was
considered by Elford in his experiments [6]. We extend his measurements by
considering the drift of electrons for six additional gas pressures. For E/n, less
than approximately 2.5 Td the pressure dependence of the drift velocity is clearly
evident. For higher E/n,, however, the drift velocity does not depend on the
pressure. For pressures higher than approximately 200 Torr, we see that the drift
velocity exhibits a region of NDC, i.e. over a range of E/ny values the drift
velocity decreases as the driving field is increased. The conditions for the
occurrence of NDC have been investigated previously [7]. For electrons in
mercury vapor, NDC arises for certain combinations of elastic cross sections of
dimer-free mercury vapor and inelastic cross sections of mercury dimers in
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which, on increasing the electric field, there is a rapid transition in the dominant
energy loss mechanism from inelastic to elastic. For pressures lower than 200
Torr the elastic cross section of dimer-free mercury vapor dominates the effective
inelastic cross section of mercury dimers. Thus, the conditions for the occurrence
of NDC are not set. For higher pressures, the phenomenon is promoted by either
or both of (i) a rapidly increasing cross section for elastic collisions and (ii) a
rapidly decreasing inelastic cross section. It is clear that the presence of dimmers
plays a key role in the development of NDC in mercury vapor.

In Figure 1 (b) we show a comparison between our calculations and
experimental measurements of the drift velocity for a range of pressures. Our
Monte Carlo results (figure 1 (b)) agree very well with those measured in the
Bradbury-Nielsen time-of-flight experiment [6]. The agreement is achieved only
after careful implementation of superelastic collisions in our calculations. Cross
sections for superelastic collisions are calculated directly in our code from the
principle of detailed balance.
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Figure 1. Variation of the drift velocity with E/n, for a range of pressures (a) and
comparison between our Monte Carlo results and experimental measurements.
Calculations are performed for electrons in mercury vapor. The temperature of
the background gas is 573K.

In the last segment of this work we discuss the impact of a magnetic
field on the electron transport in mercury vapor. The pressure and temperature of
the mercury vapor are set to 1 Torr and 293K, respectively. As an example of our
study, in figure 2 we show the variation of the mean energy with E/n, for a range
of the reduced magnetic fields B/ny, in a crossed field configuration. In the limit
of the lowest E/n, the electrons are essentially in the quasi-thermal equilibrium
with the mercury vapor, independent of the strength of the applied magnetic field.
In this regime, the longitudinal and transverse drift velocity components are
dependent on both E/ny and B/ny while the diagonal diffusion tensor elements
along the E and ExB directions are dependent on B/ny only. The diffusion
coefficient along the magnetic field direction is reduced to its thermal value as
magnetic field only affects the diffusion in this direction indirectly, through the
magnetic field’s action to cool the swarm. Certainly one of the most striking
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properties observed in the profiles of transport coefficients is an increase in the
swarm mean energy with increasing magnetic field for a fixed electric field. The
phenomenon is evident in the range E/ng=5-200 Td for B/ny considered in this
work. This behavior is contrary to previous experiences in swarm physics as one
would expect the mean swarm energy to decrease with increasing B/n, for a fixed
E/ng. The phenomenon could be associated with the interplay between magnetic
field cooling and inelastic/ionization cooling, although the role of the cross
sections in both phenomena is of course vital. The electron energy distribution
function and spatially-resolved mean energy, rate coefficients and other properties
are calculated using a Monte Carlo simulation technique in order to explain this
phenomenon.
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Figure 2. Variation of the mean energy with E/ny for a range of B/n,.
Calculations are performed for electrons in mercury vapor.
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Abstract. In this work we apply our time-dependent multi term solution of
Boltzmann’s equation and Monte Carlo simulation technique to investigate
the response of electrons with respect to lightning-generated electromagnetic
pulses (EMP) in the planetary atmospheres. Temporal profiles of EMP are
calculated externally by solving the appropriate set of Maxwell’s equations.
When considering the effect of lightning on the lower ionosphere of Saturn,
the effects of a planetary magnetic field are included in our calculations
assuming the crossed field configuration.

1. INTRODUCTION

Apart from Earth, lightning has been observed on several planets
in the Solar system. While the occurrence of lightning on Venus is still an
open issue, we posses clear evidences of lightning in all four gaseous and
ice planets of the Solar system. At the giant planets, the Voyager, Galileo,
Cassini, and New Horizons missions detected radio emissions attributed to
lightning [1]. Since the Voyager 1, every spacecraft that has approached to
Jupiter has imaged lightning flashes from its night side. The still-operating
Cassini spacecraft detected optical images of lightning in Saturn as well
as thousands of radio pulses termed Saturn electrostatic discharges (SED)
emitted from electric storms. Lightning discharges are thought to occur in
the deep HO clouds that exist in these atmospheres and are estimated to
be roughly 10% times more energetic than those on Earth.

It is well-documented that lightning discharges produce both an
electromagnetic pulse (EMP), due to the rapid lightning current pulse, as
well as a quasi-electrostatic (QE) field due to the removal of charge from
the thundercloud [2]. When the QE field exceeds the breakdown threshold,
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sprites can be initiated in the mesosphere while the EMP field similarly
leads to heating, ionization, and optical emissions referred to as elves. In
the atmosphere of Earth, elves are luminous glows extending at an altitude
from 75 to 105 km with lateral dimensions of 100-300 km and an extremely
short duration of less than 1 ms.

In this work we study the effect of lightning on the lower iono-
spheres of Earth and Saturn. We apply our time-dependent multi term
solution of Boltzmann’s equation and Monte Carlo simulation technique [3]
to investigate transport properties of electrons due to lightning-generated
electromagnetic pulses. Temporal profiles of EMP are calculated externally
by solving the appropriate set of Maxwell’s equations. The methods and
techniques for solving the Boltzmann equation are by now standard and the
reader is referred to our previous works [3, 4]. In addition to the multi term
solution of Boltzmann’s equation, we have used our time-resolved Monte
Carlo simulation code that has been described in great detail in previous
publications. Our Boltzmann and Monte Carlo codes have been verified for
a number of benchmarks which prove their correctness and accuracy.

2. RESULTS AND DISCUSSION

2.1 Electron transport in the atmosphere of Saturn in dc electric and
magnetic fields

In the first part of this work, we have calculated transport coef-
ficients for electrons in the gas mixtures that mirror the planetary atmo-
spheres. The common practice in previous studies of couplings between
atmospheric layers due to lightning-generated EMP in Jupiter and Saturn
was application of an altitude-dependent mobility in the Langevin equation
as well as an altitude-dependent ionization rate required for the description
of local changes in the ambient conductivity. The explicit effects of plane-
tary magnetic fields were neglected. In this work, we investigate the way in
which the transport coefficients and other properties are influenced by the
local electric field and planetary magnetic field in the atmosphere of Sat-
urn. Assuming the exponential decay of the pressure with the altitude and
planetary magnetic field of 20 pT, it is found that the cyclotron frequency
exceeds the collision frequency at altitudes where sprites can occur. The
expected heights of occurrence of sprites above lightning discharges in the
atmosphere of Saturn are calculated using the method of image charges.

As an illustrative example, in Figure 1 we show the variation of the
rate coefficients for electron attachment and ionization with the reduced
electric field E/N for different altitudes in the atmosphere of Saturn. We
see that between 0 (which corresponds to the so-called 1 bar pressure) and
600 km the critical electric field is not affected by the planetary magnetic
field. For higher altitudes, however, the critical electric field is increased. At
higher altitudes due to B/N scaling the effect of a magnetic field is stronger
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Figure 1. Variation of the rate coeflicients for ionization (full curve) and
electron attachment (dashed curve) with E/N for different altitudes in the
atmosphere of Saturn. Critical electric fields are obtained at the point of
intersection of curves for ionization and electron attachment.

which in turn leads to the depopulation of the high-energy electrons from
the tail of the distribution function. As a consequence, the ionization rate
is reduced.

2.2 Electron transport in the planetary atmospheres due to lightning-
generated EMPs

We split the applications into two parts, electrons in the upper
atmosphere of Earth and electrons in the upper atmosphere of Saturn. The
duration of electromagnetic pulses is 5 ms for Earth and 10 ms for Saturn.
Magnetic field amplitudes of EMP are weak (less than a few Hx, where 1 Hx
= 10727 Tm~3) and are neglected in our calculations. However, the effects
of the global planetary magnetic field of Saturn are explicitly included in
our calculations, assuming the crossed-field configuration. The effects of
planetary magnetic field can be neglected for Earth. For both planetary
atmospheres, we show temporal profiles of mean energy, drift velocity and
rate coefficients for electron attachment and ionization as a function of the
electric field amplitudes and altitudes. Non-local effects in time are observed
in the profiles of the mean energy and the ionization rate due to the inability
of the electrons to relax their energy on the time scale of the changes in
the field. Non-local effects have not been observed in the profiles of drift
velocity. This means that momentum relaxation occurs much faster than
the energy relaxation in the gas mixtures that mirror the terrestrial and
Saturnian atmospheres. As expected, non-local effects in time are more
pronounced for higher altitudes and lower electric fields.
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In Figure 2 we show the temporal profile of the mean electron energy
and the profile of the lightning-generated EMP in the atmosphere of Saturn.
Calculations are performed for an altitude of 750 km and the corresponding
planetary magnetic field of 580 Hx. When a planetary magnetic field is
taken into account, we see that the mean energy is significantly reduced.
For altitudes lower than 600 km the impact of planetary magnetic field on
temporal profiles of transport data is negligible. Among many important
points, this study shows that modeling of nonlinear processes such as local
changes in the ambient conductivity due to impact-ionization should take
into account the non-local effects.
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Figure 2. Temporal profile of the mean energy for electrons in the atmo-
sphere of Saturn. Calculations are performed for the altitude of 750 km and
along the axial axis of a discharge (R = 0 km).
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Synopsis An understanding of electron and positron transport in gases and soft-condensed matter under non-equilibrium
conditions finds applications in many areas, from low-temperature plasmas, to positron emission tomography, radiation dam-
age and particle detectors in high-energy physics. In this work we will highlight how the fundamental kinetic theory for solv-
ing the Boltzmann equation and fluid equation models are presently being adapted to study the various types of non-

equilibrium plasma discharges and positron-based technologies.

The transport theory of electrons and posi-
trons in gases and soft-condensed matter is of
interest both as a problem in basic physics and
for its potential for application to modern tech-
nology. For electrons, these applications range
from low-temperature plasmas to particle detec-
tors in high energy physics and to understand-
ing radiation damage in biological matter. For
positron based systems, the emission of back-
to-back gamma rays resulting from annihilation
of a positron and an electron is a fundamental
process used as a tool in many areas, ranging
from fundamental atomic and molecular phys-
ics, particle and astrophysics, to diagnostics in
biological and material sciences.

In this work we explore analytical frame-
work and numerical techniques for a multi term
solution of Boltzmann's equation [1], for both
electrons and positrons in gases and soft-
condensed matter, and associated fluid equation
models [2,3]. Together with the basic elements
of our Monte Carlo method, the particular atten-
tion will be placed upon the rescaling proce-
dures for compensation of electrons for losses
under conditions when transport is greatly af-
fected by electron attachment in strong electro-
negative gases.

For electrons, we will highlight recent ad-
vancements in the determination of the high-
order transport coefficients in both atomic and
molecular gases. Then we will discuss the ele-
mentary physical processes of electrons in the
mixtures of gases used to model planetary at-
mospheric discharges. In particular, we will
present the results of our theoretical calculations
for expected heights of occurrence of sprites
above lightning discharges in atmospheres of
planets in our Solar system.

' E-mail: sasa.dujko@ipb.ac.rs

As an example of fluid equation models, we
will discuss the recently developed high order
fluid model for streamer discharges [3]. The
balance equations for electron density, average
electron velocity, average electron energy and
average electron energy flux have been obtained
as velocity moments of Boltzmann’s equation
and are coupled to the Poisson equation for the
space charge electric field. Starting from the
cross sections for electron scattering, it will be
shown how the corresponding transport data
required as input in fluid model should be cal-
culated under conditions when the local field
approximation is not applicable. We will illus-
trate the non-local effects in the profiles of the
mean energy behind the streamer front and em-
phasize the significance of the energy flux bal-
ance equation in modeling. Numerical examples
include the streamers in N, and noble gases.

In the last segment of this talk we will dis-
cuss the interaction of primary positrons, and
their secondary electrons, with water vapor and
its mixture with methane using complete sets of
cross sections having bio-medical applications
in mind [4]. We will also highlight recent ad-
vancements in the testing/validation of com-
plete cross section sets for electrons in biologi-
cally relevant molecules, including water vapor
and tetrahydrofuran [5].
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Synopsis A model based on fluid equations is employed to investigate space charge effects and avalanche to
streamer transition in Resistive Plate Chambers which are used for timing and triggering purposes in many high
energy physics experiments and elsewhere. Correct implementation of electron collisional and transport data in

modeling of these devices is also discussed.

Resistive Plate Chambers (RPCs) consist of
one or several gas gaps between the electrodes
of high resistivity such as glass or bakelite.
Because of their simple construction, low cost,
good spatial resolution and rate capabilities,
they are used in many high energy physics
experiments for triggering purposes [1]. They
also show an outstanding timing resolution
needed for time of flight experiments and next
generation of medical imaging devices. For
high rate applications, typical RPCs use a gas
mixture of C,H,F,, iso-C4H ¢ and SFg.

There are many approaches in modeling of
these devices. However, they all require
accurate electron collisional or transport data in
gases. Recently, it was shown using a
‘microscopic’ Monte Carlo technique how
different cross sections for electron scattering in
C,H,F, affect the calculated timing resolution
and efficiency [2], two main RPC performance
characteristics. However, due to computing
constraints, the study was limited to electron
avalanches of about 10° electrons without space
charge effects.

In order to investigate the space charge
effects and avalanche to streamer transition, we
employ a first-order fluid model based on the
drift-diffusion equation for electrons, the
Poisson equation and number balance equations
for ions:

Z—rz =V(DVn—-—wn)+ n(v; —vy),

V2¢ =é(n—np+nn), E=-V¢,

any _

ony,

ac W T T
where n, n,, n, E, D, w, v, v,are the electron,
positive ion and negative ion number densities,
electric field, diffusion tensor, drift velocity,
ionization rate and attachment rate, respectively.
The equations are solved numerically in one
dimension using the 2™ order central
differences for the spatial derivatives and the 4™
order Runge-Kutta method for the integration in
time. The ions are considered stationary since
the time scale is defined by the fast electron

NVy,

current which is calculated using Ramo’s
theorem. As an example, Figure 1 shows the
avalanche to streamer transition and signal
development in a typical timing RPC gas
mixture of 85% C,HyF4, 5% iso-C4H;o and 10%
SF¢ Yvith the external electric field set to 1.1-107
Vm™.

0 0.2 0.4 0.6 0.8
t (ns)

ry

Figure 1. Spatial profiles of (A) electrons, (B) ions
and (C) electric field, at (1) 0.2 ns, (2) 0.6 ns, (3) 0.8
ns and (4) 1 ns. Induced current (D).

Calculations are made for different transport data
obtained from different CoH,F4 cross section sets
using a Monte Carlo technique. We also discuss the
correct implementation of transport data in fluid
modeling of RPCs [3].
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Transport coefficients and scattering cross sections for electrons in CF;l
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Synopsis Scattering cross sections for electrons in CF;l are developed using the swarm method. Drift velocity,
effective ionization coefficient and diffusion coefficients are calculated using a Monte Carlo simulation tech-
nique and from solution of the non-conservative Boltzmann equation. Transport coefficients are also calculated
in radio-frequency (rf) electric and magnetic fields and a multitude of phenomena induced by temporal non-
locality is observed. We systematically study the origin and mechanisms for such phenomena and physical im-
plications which arise from their explicit inclusion into plasma models.

Tetrafluoroiodomethane (CFzl) is a pro-
cessing gas employed for plasma etching of var-
ious materials. Due to its short atmospheric life-
time (1.8 days), low GWP (0.4 times than of
CO,) and high critical electric field ((E/no)erit =
437 Td; 1 Td =10%* Vm?), CFsl could be used
as a high voltage insulator instead of SFg (at-
mospheric lifetime = 3200 years, GWP =
22800, (E/ng)qit= 361 Td), both on its own and
mixed with N, and CO.,.

Transport coefficients for electrons in pure
CF;l and its mixture with Ar, Xe, N, and SFg
are calculated for a set of cross-sections which
was based on the work of Kimura and Nakamu-
ra [1] but which was modified to improve
agreement between the calculated swarm pa-
rameters and the experimental values. As an
illustrative example, in figure 1 we show the
variation of the drift velocity with the reduced
electric field E/ny before (a) and after the modi-
fication (b) of cross sections. After modification
of cross sections the calculated values of drift
velocity agree much better with those measured
in experiments [2].

As CF;l has a huge cross section for dissoci-
ative attachment, special attention is paid upon
the implementation of procedure for compensa-
tion of electrons for losses due to strong elec-
tron attachment in our Monte Carlo code. In this
presentation, we will discuss the following two
procedures: (1) addition of new electrons by
uniform scaling of the electron swarm at time
instants when number of electrons reaches a
certain threshold; and (2) introduction of a ficti-
tious ionization channel/process with constant
collision frequency (chosen to be approximately
equal to the attachment rate).

The next issue is the electron transport in
time-varying electric and magnetic fields. Cal-
culations are performed for the radio-frequency
fields having in mind applications in plasma
processing technology. Among many important

' E-mail: jasmina.miric@ipb.ac.rs
2 E-mail: sasha@ipb.ac.rs

phenomena, we have observed the periodic
structures in the absorbed power versus ampli-
tude of the applied rf magnetic field curve
which have a physical origin similar to the os-
cillatory phenomena observed for collisionless
electron motion.
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Figure 1. Drift velocity for electrons in CF;l calcu-
lated from (a) our initial set and (b) our final set of
cross sections. Results are compared with experi-
mental data.
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Swarms as an exact representation of weakly ionized gases

Zoran Lj. Petrovi¢', Sa¥a Dujko', Dragana Mari¢', Danko Bo3njakovi¢', Srdan
Marjanovi¢', Jasmina Mirié', Olivera Sagi¢', Snjezana Dupljanin’, Ilija
Simonovi¢', Ronald D. White

'Institute of Physics University of Belgrade POB 68 11080 Zemun Serbia
*James Cook University of Northern Queensland, Townsville QL Australia

Zoran@ipb.ac.rs

Often swarms are regarded as idealized ensembles of charged particles that may be realized in
specialized experiments to provide accurate transport coefficients, which after some analysis, yield
"complete" sets of cross sections and accurate representations of non-equilibrium electron energy
distribution function (EEDF) for a given E/N. Generally it is believed nowadays that swarms are just a
tool for modeling non-equilibrium (low temperature) plasmas, as some kind of an interface through
which atomic physics enters plasmas. In this review we shall show some new results that extend that
picture into several directions:

* New results for the cross sections in systems where information from beam experiments and
binary collision theories are insufficient such as C,H,F, that is commonly used as a cooling
gas in modern refrigerators and air conditioners, but also it is used in particle detectors and has
a potential for plasma processing applications.

* Jonized gases where swarms are exact representation of the system. Those include weakly
ionized gases such as atmosphere, gas breakdown, afterglow (after the breakup of the
ambipolar field), steady state Townsend regime of discharges, conduction of electricity
through gases, interaction of secondary electrons produced by high energy particles with the
gas or liquid background and many more. A special example will be modeling of Resistive
Plate Chambers, the most frequently used gas phase detectors of elementary particles in high
energy experiments.

* Swarm studies provide best insight into non-hydrodynamic (or as plasma specialists call it
non-local) development of the ionized gas. It is not only that simulations are simple but also
some of the accurate experiments operate in such conditions and thus allow testing of such
theories. One such example are the Franck Hertz oscillations. Temporal and spatial relaxation
of properties of ensembles to the final distribution belong to this group as well and are of
interest for a number of positron applications and trapping in general.

* Fluid models when applied to swarms provide a good way to test the fluid models as used in
more general plasmas. This has yielded the need to generalize fluid equations and extend
them to a one step further while using a higher order transport coefficients.

* Finally we shall address the open issues for transport theorists and atomic and molecular
collision population in the attempt to represent transport of electrons, positrons and other
particles in liquids, especially in water that has a strong dipole moment. Hydrated electrons
and positrons are the actually particles of interest for modeling these particles in the human
tissue.

As an interface between atomic and molecular collision physics on a lower phenomenological (but
deeper) level and plasmas on a higher (but less fundamental) level swarm physics has the
responsibility of providing plasma physics with its intellectual basis and fundamental importance. It is
how we combine the building blocks of atomic and molecular physics, transport theory and other
relevant elementary processes that will define generality of the conclusions about non-equilibrium
plasmas that are all different and require a special approach.

The models that we provide here are simple, yet realistic and real systems that may be described by
swarm models and that may be regarded as low ionization limits of some more complex non-
equilibrium plasmas.
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Rescaling procedures for Monte Carlo simulations of
electron transport in strong electronegative gases
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Electron attachment often imposes practical difficulties in Monte Carlo (MC) simulations of electron
transport in strong electronegative gases at low electric field strengths. If the attachment rate is too
high, the entire electron swarm can be consumed before steady state is achieved. In such extreme cases
the transport data cannot be calculated. An obvious solution would be to use a very large number of
initial electrons. However, in order to obtain the results with reasonable statistical accuracy, this would
usually require computing resources which are beyond practical limits.

In order to address this issue in an optimal fashion, two distinctive procedures for electron
compensation were proposed. The first one, which we refer to as discrete rescaling, is based on
duplication of electrons randomly chosen from the remaining swarm at certain discrete time instants
[1]. The other one we refer to as continuous rescaling introduces a fictitious ionization process with
constant collision frequency chosen to be roughly equal to the attachment rate [2]. Both of these
procedures were devised with the aim not to alter the electron distribution function and its evolution.
However, it can be shown theoretically that only continuous rescaling meets this requirement [2].

In this work, we investigate the effects of MC rescaling procedures on the electron transport in
CF;l and SF¢ gases. Additionally, we propose a new implementation of continuous rescaling
procedure which does not require the fictitious ionization rate to be defined a priori. Transport data is
calculated using our electron impact cross sections for CF;l [3] and a cross section set for SF¢
developed by Itoh et al. (1993). The results show that in case of CF;l the transport parameters obtained
using these two rescaling procedures can differ as much as 30% for the flux drift velocity or the
attachment rate. Figure 1 shows the calculated flux drift velocity for CF;l over a range of reduced
electric field strengths. The results calculated using two term approximation for solving Boltzmann
equation (BE TTA), are also shown for comparison.

10° Figure 1. Flux drift velocity for CF;l calculated
- —— MC continuous rescaling 1 over a range of reduced electric field strengths
[ — — MC discrete rescaling using two different MC rescaling procedures.
s BE TTA | Values obtained using two term approximation
- 10 3 j  for solving Boltzmann equation are also shown
€ C 1 (BETTA).
- I ]
= otk 3
103 L1l Lol Lo
100 10’ 102 103
E/N (Td)
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SCATTERING CROSS SECTIONS AND
ELECTRON TRANSPORT COEFFICIENTS
FOR ELECTRONS IN CF;l
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Electron transport coefficients and rate coefficients in pure
CF;l and its mixtures with Ar, Xe, N, and SF¢ have been
calculated for a set of cross-sections which was based on the
work of Kimura and Nakamura [1] but which was modified
to improve agreement between the calculated swarm
parameters and the experimental values. Electron drift
velocity, effective ionization coefficient and diffusion
coefficients are calculated using a Monte Carlo simulation
technique and from solution of the non-conservative
Boltzmann equation [2]. Calculated data for pure CF;l and its
mixtures with Ar, Xe, N, and SF¢ are compared with those
measured under both time-of-flight (TOF) and pulsed-
Townsend (PT) conditions. We note the existence of negative
differential conductivity (NDC) in the profile of the bulk drift
velocity with no signs of the same phenomenon in the profile
of flux drift velocity. We systematically study the origin and
mechanisms for such phenomena as well as the possible
physical implications which arise from their explicit
inclusion into plasma models. Spatially-resolved electron
transport properties are calculated using a Monte Carlo
simulation technique in order to understand these phenomena.
Special attention is paid upon the implementation of
procedure for compensation of electrons for losses due to
strong electron attachment in our Monte Carlo code.

The Monte Carlo method is used to analyze the behavior of
electron transport coefficients in radio-frequency electric
field in pure CF;I. Among many interesting Kkinetic
phenomena, we observe the time-resolved NDC and
anomalous anisotropic behavior of the longitudinal diffusion
coefficient. We explore the validity of the quasi-static
approximation for lower field frequencies and effective field
approximation for higher frequency for electrons in CF;l.

1. M. Kimura and Y. Nakamura, J. Phys. D: Appl. Phys. 43
(2010) 145202.

2. S. Dujko, R.D. White, Z.Lj. Petrovi¢c and R.E. Robson,
Phys. Rev. E (2010) 81 046403.
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Dear Mr. Bosnjakovic¢,

On behalf of the Scientific and Organizing Committees, we have a pleasure to invite
you to attend the 27" Summer School and International Symposium on the Physics
of lonized Gases (SPIG 2014) and present a progress report (20 min, including
questions and discussions) aimed at the topics covered by the Section 1 (Atomic
Collision Processes).
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details of the conference are available at www.spig2014.ipb.ac.rs. Unfortunately,
due to the limited conference budget, the organizers cannot commit to any financial
support.
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4™ of November and send us the title of your lecture.

We look forward to welcoming you to Belgrade in 2014.
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SIMULATION AND MODELING OF
RESISTIVE PLATE CHAMBERS

D. BoSnjakowt, Z.Lj. Petrovt and S. Dujko

Ingtitute of Physics, University of Belgrade,
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Due to their excellent timing resolution and good spatial resolution, Resistive
Plate Chambers (RPCs) became one of the most commonly used gaseous particle
detectors, mainly for timing and triggering purposes in high energy physics
experiments. Despite of their simple construction, which often consists of a single
gas gap between the electrodes of highly resistive material (e.g. glass or bakelite),
their modeling is not an easy task. A complete model of these devices must
consider three distinct physical processes: 1) primary ionization, i.e. interaction
between the high energy particle and the gas, 2) charge transport and
multiplication in the gas, and 3) signal generation and electrode relaxation effects.
We focus on the first two processes and discuss their effects on the main
performance characteristics of an RPC such as timing resolution and detection
efficiency. Then, we review different approaches in RPC modeling. Finally, we
present our “microscopic” RPC model where each electron and its collisions with
the gas are followed using a Monte Carlo technique. This approach demands the
use of high performance computing facilities and can be considered as a nearly
exact model for relatively low values of signal threshold corresponding to about
10° electrons in the gas gap. The results for timing resolution and efficiency of a
specific timing RPC with 0.3 mm gas gap and a gas mixture of 85¥F; + 5%
is0-C4H1o + 10% Sk are compared with experimental values [1] while taking into
acount different cross section sets for electron scattering J4f,Fz. The
comparison is also made with an analytical model [2] for timing distribution of
electron avalanches and possible causes of slight deviations are discussed.
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Abstract. We study the electron transport in gases used by Resistive Plate
Chambers in ALICE, ATLAS and CMS experiments at CERN. Particularly, we
identify and discuss the electron transport phenomena in these gases using the
Boltzmann equation analysis and spatially resolved Monte Carlo calculations. The
understanding of electron transport phenomena and its implications is necessary
for correct implementation of transport data in modeling of these devices.

1. INTRODUCTION

Resistive Plate Chambers (RPCs) were introduced in 1980s as a practical
alternative to spark counters with localized discharge [1,2]. Today, they are one of
the most frequently used particle detectors in large high energy physics
experiments owing to their outstanding timing resolution, good spatial resolution
and low cost per unit volume while the electrodes of highly resistive material (e.g.
glass or bakelite) make them resilient to destructive discharges [3]. They also
found their way in other areas such as geophysics and medical imaging [4].

There were many approaches in modeling of RPCs. Being analytical,
fluid or Monte Carlo based [5], they all require the knowledge of electron
transport data in gases which are used as input parameters. Also, a matter of
particular importance which had practically no attention in the particle detector
community is the correct implementation of these data with respect to duality of
transport coefficients. For example, in fluid modeling of these devices one must
use the flux data but in models where electron avalanche is treated as a whole,
bulk data must be used. In this work, we calculate the electron transport
parameters and study the associated kinetic phenomena in gas mixtures used by
RPCs in ALICE, ATLAS and CMS experiments at CERN.

2. THEORETICAL METHODS

Electron transport coefficients are calculated from the solution of the
non-conservative Boltzmann equation (BE). Instead of the conventional two
term approximation for solving the Boltzmann equation, we have used a
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Figure 1. Variation of the mean energy with E/N for RPCs used in ALICE, CMS
and ATLAS experiments at CERN.

contemporary multi term approach [6]. In addition to Boltzmann equation, a
Monte Carlo technique is used to sample spatially resolved transport data; for
more details the reader is refer to [7].

3. RESULTS AND DISCUSSION

The results in this section are calculated for the following RPC gas
mixtures of C,H,F4/iso-C4H;¢/SF¢, used at CERN: (1) ALICE timing RPC,
90/5/5; (2) ALICE triggering RPC, 89.7/10/0.3; (3) CMS triggering RPC,
96.2/3.5/0.3; and (4) ATLAS triggering RPC, 94.7/5/0.3. We use the cross
section set for C,H,F, developed by our group [8], cross section for iso-C,Hj,
taken from MAGBOLTZ 2.7.1 code developed by S. Biagi [9], and cross
sections for SFy taken from Itoh et al. [10]. The reduced electric field E/N is
given in Td (1 Td = 1x107*' Vm?).

Figure 1 shows mean electron energies over a range of E/N values, for
different RPC gas mixtures used at CERN. We may observe a very small change
of mean energy up to about 30 Td where the rapid rise begins. The small change
of electron energy is due to the rising collision frequency for vibrational
excitations in C,H,F,. This effect can be named as inelastic cooling since the
electrons loose considerable energy in inelastic collisions. At about 30 Td cross
sections for vibration excitation begin to drop and electron energy starts to rise
rapidly. In addition to inelastic cooling, for ALICE TOF mixture with higher SF
concentration, one can also observe that in the same £/N range the mean energy
is significantly higher than the thermal value of 0.038 eV. This is a typical
example of attachment heating [11] which takes place since electrons with lower
energies are consumed in thermal attachment by the SF¢ molecules.

Calculations of drift velocities (Figure 2) reveal another interesting
phenomenon: the bulk drift velocity in case of ALICE TOF mixture exhibits a
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Figure 2. Variation of the bulk and flux drift velocities with £/N for RPCs used
in ALICE, CMS and ATLAS experiments at CERN.

prominent negative differential conductivity (NDC) while this effect is not
present in the flux component or in any other gas mixture. NDC is a kinetic
phenomenon defined as a decrease of drift velocity with increasing electric field
strength [12]. It arises from a certain combination of elastic and inelastic cross
sections and is usually present in both flux and bulk components of drift velocity
but it was argued whether it can be present only (or dominantly) in the bulk
component when non-conservative collisions are present [13]. Here it is clear
that the NDC is induced by electron attachment since it is not present in the flux
component and the electron energies are well below the threshold for ionization.
The occurrence of NDC can be understood in terms of spatially dependent
(resolved) mean energy and attachment rate. It is well-known that the mean
energy is not constant along the swarm because the electrons at the front of the
swarm have higher energies than those at the back. This follows from the fact
that electrons at the front gain more energy from the electric field as they are
accelerated through a higher potential. As a consequence, the attachment rate
coefficient is not uniform because the cross sections for attachment are energy
dependent as well. In our case, the bulk drift velocity explicitly depends on the
spatial profile of the attachment rate. Since the attachment rate is greater at the
back of the swarm than at the front, the center of mass of the swarm shifts
forward which results in an increase of bulk component of drift velocity over the
flux component. This increase roughly depends on the spatial gradient (slope) of
the attachment rate coefficient. Figure 3 shows the spatial profiles of attachment
rate coefficients, for different E/N values, calculated using a Monte Carlo
technique. One must bear in mind that calculations were performed for a
stationary gas (7' = 0 K) and thus the values are shifted with respect to those
obtained from BE so that the onset of NDC (the peak in the bulk drift velocity)
corresponds to £/N = 10 Td. Indeed, one can see that the slope is at its maximum
for £/N = 10 Td. With increasing £/N the slope drops and so does the NDC.
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Abstract. We study the electron transport in gas mixtures used by Resistive Plate Chambers
(RPCs) in high energy physics experiments at CERN. Calculations are performed using a
multi term theory for solving the Boltzmann equation. We identify the effects induced by
non-conservative nature of electron attachment, including attachment heating of electrons and
negative differential conductivity (NDC). NDC was observed only in the bulk component of
drift velocity. Using our Monte Carlo technique, we calculate the spatially resolved transport
properties in order to investigate the origin of these effects. We also present our microscopic
approach to modeling of RPCs which is based on Monte Carlo method. Calculated results for
a timing RPC show good agreement with an analytical model and experimental data. Different
cross section sets for electron scattering in CoH2F4 are used for comparison and analysis.

1. Introduction

Resistive Plate Chambers (RPCs) emerged in 1980s as a practical alternative to spark counters
with localized discharge [1,2]. Their reliability comes from electrodes of high resistivity, such as
glass or bakelite, which are used to suppress the destructive discharges. Owing to their good
efficiency and spatial resolution in conjunction with outstanding timing resolution [3,4], they are
mainly used for timing and triggering in high energy physics experiments [5-7], but they also
found their way in other fields such as medical imaging [8,9] and geophysics [10].

There were many approaches to RPC modeling, mostly analytical [11,12], fluid [13-15] or
Monte Carlo based [16]. The common thread among all these models is that they require
electron transport data as input parameters. Electron transport data are usually calculated
from the knowledge of cross sections for electrons scattering using Boltzmann equation analysis
and/or Monte Carlo technique. A Monte Carlo tool for such a task — MAGBOLTZ [17] has
cross sections imbedded in the code and is often used by the particle detector community. The
question of reliability was raised in case of cross sections for CoHoFy [18] which is the main
component in gas mixtures for RPCs operated in avalanche mode. Another issue is the correct
implementation of transport data in RPC modeling when non-conservative collisions such as
attachment or ionization are present. In this regard, the duality of transport coefficients is often
neglected which in some cases may lead to incorrect results for RPCs performances, i.e. efficiency,
timing resolution and charge spectra.

In this paper, we review our recent efforts and outline some of our key results in studying of
electron transport and modeling of RPCs. Results are obtained using our multi term theory for
solving Boltzmann’s equation and Monte Carlo method which are briefly described in Section 2.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
BY of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.
Published under licence by IOP Publishing Ltd 1
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In Section 3.1, we investigate the electron transport in RPC gas mixtures used in ALICE, ATLAS
and CMS experiment at CERN. Finally, our new microscopic model of RPCs based on Monte
Carlo simulation technique is described in Section 3.2. For more details the reader is referred to
our recent papers about the electron transport in RPCs [19] and our microscopic approach to

RPC modeling [20].

2. Theoretical methods

2.1. Boltzmann equation analysis

Transport coefficients for electrons drifting and diffusing through a background gas under the
influence of spatially homogeneous electric field E, can be evaluated by solving Boltzmann’s

equation:
af of e of
ot ¢ or 'm dc (£, fo) (1)

where f(r,c,t) is the phase-space distribution function and e and m are the charge and mass
of the electron. J(f, fo) is the collision integral for electron-gas interactions, including elastic,
inelastic and non-conservative (e.g. electron attachment and/or ionization) collisions. fy is the
Maxwellian velocity distribution function of the neutral gas at T = 293 K.

We solve the Boltzmann equation (1) using a numerical technique initially developed by
Robson and Ness [21] and later extended by White et al. [22] and Dujko et al. [23,24]. Among
many important aspects, we emphasize the following important steps in solving Boltzmann’s
equation:

(i) The angular dependence of f is represented in terms of an expansion in spherical harmonics.
In contrast to classical two-term theory, our analysis is ‘multi term’, and we take as many
spherical harmonics as are necessary to achieve the full convergence of transport coefficients.

(ii) The speed (energy) dependence of f is represented by an expansion about a Maxwellian at
an arbitrary temperature, in terms of Sonine polynomials.

(iii) Transport coefficients are calculated assuming the hydrodynamic conditions. Thus, the
spatial dependence of f is treated by the density gradient expansion.

Substitution of these expansions into the Boltzmann equation (1) leads to a hierarchy of
coupled differential equations for the moments of f. These equations are numerically solved and
all transport coefficients of interest, including the mean energy, drift velocity and diffusion tensor
as well as rate coefficients are expressed in terms of these moments [19].

2.2. Monte Carlo simulation technique
Here we outline only the basic concepts behind of our Monte Carlo technique. A thorough
description can be found in our recent reviews [25-27].

We assume that the background gas molecules are stationary (zero gas temperature). Each
electron is tracked by the analytical solution of the equation of electron motion in electric (and
magnetic) field. The moment of collision is determined using the integration method where an
electron is moved in very small time steps (compared to collision frequency) while the cumulative
probability for a collision is less than a generated random number. When the collision occurs, the
type of collision is determined using relative probabilities of different processes determined by
the cross sections. The scattering is assumed to be isotropic. In an elastic collision, the electron
loses energy of about 2m/M where m and M are the electron and molecule mass, respectively.
When an inelastic collision or ionization takes place, the electron energy is reduced by the energy
loss of that process. After ionization, each division of the remaining energy between the primary
and secondary electron is considered to be equally probable. If attachment occurs, the electron
is removed from the simulation.
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Figure 1. Variation of the mean energy with £//N for RPCs used in ALICE, CMS and ATLAS
experiments at CERN. Taken from [19]. © IOP Publishing. Reproduced by permission of IOP
Publishing. All rights reserved.

Our Monte Carlo technique can also be used to calculate the spatially resolved transport data
using the following procedure. First we calculate the mean position (centre of mass) and the
standard deviation (o) of the electron swarm, for each coordinate axis. The interval (=30, +30)
around the mean position is then divided into 100 cells along each axis. Finally, the data including
the electron average energy and average velocity, and attachment rate coefficient are calculated
for every cell.

3. Results and discussion

3.1. A study of electron transport in RPC gases

First, we present the results for electron transport calculated using Boltzmann equation analysis.
The results are calculated for the RPC gas mixtures of CoHyFy/iso-C4Hio/SF¢ employed at
CERN LHC: (1) ALICE timing (TOF) RPC, 90/5/5; (2) ALICE triggering RPC, 89.7/10/0.3; (3)
CMS triggering RPC, 96.2/3.5/0.3; and (4) ATLAS triggering RPC, 94.7/5/0.3. The following
is assumed: the cross section set for CoHoFy was developed by our group [28], cross sections for
iso-C4H1g are taken from MAGBOLTZ 2.7.1 code and cross sections for SFg are taken from Itoh
et al. [29]; the temperature and pressure of the background gas is 293 K and 1 atm, respectively;
the reduced electric field strength E/N is given in Td (1 Td = 1 x 1072 Vm?).

Mean electron energies as a function of E/N are shown in Figure 1. One can observe that the
mean energy is nearly constant up to about 30 Td where the energy begins to rise noticeably.
This cooling effect is due to rising collision frequency for vibrational excitation of CoHsFy.
Above 30 Td the cross sections for vibrational excitations begin to drop and therefore the energy
increases. Another interesting effect can be observed in case of ALICE TOF mixture with the
highest SF¢ content: for lower electric fields, the mean energy is significantly higher than the
thermal value of 0.038 eV. This effect is known as attachment heating |21] since low energy
electrons are consumed in attachment and consequently the mean energy increases.

Figure 2 shows the calculated drift velocities. In case of ALICE TOF mixture, bulk component
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Figure 2. Variation of the bulk and flux drift velocities with E/N for RPCs used in ALICE,
CMS and ATLAS experiments at CERN. Taken from [19]. (© IOP Publishing. Reproduced by
permission of IOP Publishing. All rights reserved.

of drift velocity exhibits a strong negative differential conductivity (NDC). NDC is a kinetic
phenomenon defined as a decrease of drift velocity with increasing electric field [30]. It can
arise due to a certain combination of elastic and inelastic cross sections and is usually present in
both flux and bulk components of drift velocity. In this case however, the NDC is only present
in the bulk drift velocity and the question of whether this is possible was already raised [31].
The effect can be understood by analyzing the spatial profiles of the electron swarm. For that
purpose we use our Monte Carlo method to calculate the spatially resolved data including the
mean energy and attachment rate coefficient. The Monte Carlo calculations are performed using
cold gas approximation (T' = 0) and therefore the calculated values are shifted with respect to
those obtained using Boltzmann equation. Figure 3a shows the spatial profile and mean energy
along the swarm for E/N = 10 Td which corresponds to the peak of bulk drift velocity (the
onset of NDC). It can be seen that the mean energy is not constant along the swarm. Electrons
at front of the swarm have more energy than those at the back and thus the attachment rate is
higher at the back than at the front having in mind the energy dependence of cross section for
attachment. As a consequence, the center of mass of the swarm shifts forward which is observed
as an increase of bulk drift velocity over the flux component. The difference between flux and
bulk component is roughly proportional to the spatial gradient of the attachment rate coefficient
(Figure 3b). Indeed, one can see that the highest gradient corresponds to the peak of bulk drift
velocity for E/N = 10 Td. As electric field increases, the gradient drops and the NDC gradually
diminishes.

3.2. Our Monte Carlo model of RPCs

In this section, we present the results for timing distributions of electron avalanches and also the
performance characteristics of a timing RPC with a gas mixture of 85% CoHoFy + 5% iso-C4Hyg
+ 10% SFg. Results are calculated using our Monte Carlo method described in Section 2.2.
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Figure 4. Timing distributions compared to analytical model [11] (dashed lines) for E/N =
439 Td. Our cross sections for CoHoF4 [28] are assumed. (a) Single electron avalanches: the
threshold is set to 10000 electrons. (b) Realistic RPC events: electron avalanches started by
primary ionization generated using HEED cluster size distribution; gas gap 0.3 mm; the threshold
is set to 2 fC. Taken from [20]. (© SISSA Medialab Srl. Reproduced by permission of IOP
Publishing. All rights reserved.

Cross sections for electron scattering are the same as in Section 3.1.

Figure 4a shows the timing distribution for single electron avalanches in an infinite space.
The distribution agrees well with an analytical model [11]. This analytical model is based on
Legler’s model [32| of avalanche fluctuations and thus the slight difference between the timing
distributions can be attributed to the approximation of constant probability for an ionization
which is assumed by Legler’s model.
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The realistic RPC model, in addition to electron avalanche fluctuations, includes the effects of
primary ionization, boundaries (i.e. gas gap) and the threshold given by induced charge. Primary
ionization is implemented using a simple model which assumes that the primary electrons are
grouped in clusters while the distance between the neighboring clusters follows the exponential
distribution. Mean distance between the clusters and cluster size distribution are calculated
using HEED [33] assuming minimum ionizing particles. The boundaries are determined by the
0.3 mm gas gap with “absorbing” anode. The threshold is set to 2 fC of induced charge which
corresponds to about 10° electrons in the gas gap. The induced charge is calculated as an integral
of the induced current which is given by Ramo’s theorem [34].

A timing distribution calculated using the described RPC model is shown on Figure 4b. The
distribution has a typical Gaussian-like shape. The left tail of the distribution represents the
fastest events which most probably come from large primary ionization while the right tail is
mainly determined by the electron avalanche fluctuations.

Finally, we show the results for the timing resolution and detection efficiency. For comparison,
the results are made using different cross sections sets for CoHoF4. In addition to our set, we
use a set from MAGBOLTZ 2.8.9 (which is updated concerning the latest measurements [35])
and the older version from MAGBOLTZ 2.7.1. The timing resolution (Figure 5a) and detection
efficiency (Figure 5b) both noticeably depend on the cross sections used. The experimentally
measured values [36] are also shown for comparison.

4. Conclusion

We have presented some of our recent results in studying of electron transport in RPC gases and
modeling of RPCs. Studies of electron transport reveal some interesting phenomena, induced
by the explicit and implicit effects of electron attachment. In particular, the NDC effect is
present only in the bulk component of drift velocity while unusually strong attachment heating
is observed in the profile of the electron mean energy. Both of these phenomena are observed
in case of ALICE TOF gas mixture. Using our Monte Carlo technique to evaluate the spatial
profiles of the electron swarm we are able to illustrate and prove that the NDC is induced by
strong attachment due to higher concentration of SFg. In addition, our microscopic approach to
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RPC modeling shows how to calculate the RPC performance characteristic of a timing RPC by
following the individual electrons in a Monte Carlo fashion. The results for timing distributions
agree well with an analytical model which uses the approximation of constant probability for
ionization. The calculated timing resolution and efficiency agree well with experimental data
and they also show sensitivity with respect to cross section sets for electron scattering used for
CoHoFy.
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ELECTRON TRANSPORT COEFFICIENTS IN
GASES FOR RESISTIVE PLATE CHAMBERS

D. Bosnjakovi¢, S. Dujko and Z.Lj. Petrovic¢

Institute of Physics, University of Belgrade,
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Abstract. Electron transport coefficients for electron swarms in isobutane,
C,H,F, and their mixtures are calculated using a Monte Carlo simulation
technique and a multi term solution of non-conservative Boltzmann equation.
Values of drift velocity and rate coefficients are reported here. Results can be
used as input parameters for simulation-aided design and optimization of
Resistive Plate Chambers.

1. INTRODUCTION

Introduced in 1980s, Resistive Plate Chambers (RPCs) [1,2] quickly
became a widely used gaseous particle detector in high energy physics
experiments mainly because of their simple construction, good rate capability,
and timing resolution. They can also have a benefit of high position resolution
which makes them a good alternative to scintillator and solid state detectors used
in medical imaging applications [3].

Since their introduction, several gas mixtures have been proposed and
tested with the goal of achieving optimum performance characteristics such as
efficiency and timing. Isobutane (iC4H,¢) and Freon 134a (C,H,F,) are the most
frequently used gases in RPCs. They have good quenching and streamer
suppression properties. The mixture of C,H,F; and isobutane, with a small
addition of SFg is usually used in RPCs at the CMS, LHCb and ALICE
experiments.

During last 15 years, several numerical simulations of RPC’s operation
have been performed [4-7]. They have been meant to give an insight into the
underlying physical phenomena (by comparison with experimental
measurements) and to be used as a tool for detector design and optimization.
Electron swarm properties including the drift velocity, diffusion tensor, and
ionization and attachment coefficients were input parameters in these
simulations.

In this work, as a first step in our ongoing investigation on RPCs we
present electron transport coefficients in isobutane, C,H,F4 and in their mixtures
as a function of reduced electric field strength E/N. Results are obtained using a
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Monte Carlo simulation technique and multi term Boltzmann equation analysis.
Our results are compared with experimental data when possible and with those
obtained by the MAGBOLTZ simulation program [8].

2. METHODS

In this work we apply Monte Carlo simulation technique and multi
term solution of non-conservative Boltzmann equation. Computer codes behind
of these methods are verified for a number of benchmarks [9,10]. In the present
Monte Carlo code we follow a large number of electrons (typically 10*-10°)
over small time steps. The electron swarm is assumed to develop in an infinite
gas under uniform fields. All calculations are performed for zero gas
temperature. It is assumed that all electron scattering is isotropic. After
relaxation to a steady-state, all transport properties are averaged over the time in
order to obtain better statistics. The reader is referred to a recent review [10] for
a detailed discussion of the multi term Boltzmann equation solution technique.

For comparison, electron transport coefficients are calculated by the
MAGBOLTZ [8], a Monte Carlo simulation tool which is well known in
gaseous particle detector community. MAGBOLTZ uses its own cross section
database which is imbedded in the code. For calculations made by our codes,
we have employed MAGBOLTZ’s set of cross sections for isobutane as no
other cross section sets for isobutane exist [11]. For C,H,F,, however, we have
used a cross section set recently developed by our group [12].

3. RESULTS AND DISCUSSION

In this work we consider the electric field strength range:1-1000 Td (1
Td = 10*' Vm?®). Typical RPC operating field strengths are between 200 and
500 Td. The gas number density is 3.54x10** m> which corresponds to the
pressure of 1 Torr at 273 K. Here, we present only those results which could be
directly compared to experimental data obtained in a narrow E/N range, usually
using RPC-like configuration for measurement.

Figure 1 (left) shows our Monte Carlo results for the ionization
coefficient in isobutane. Our results are compared with the MAGBOLTZ
calculations and experimental data. We see that our results mostly agree with
those from MAGBOLTZ except for higher and/or lower electric fields.
Experimental data from Nakhostin ef al. [13] for higher electric fields fit quite
well with our calculations while those from Lima et al. [14] for lower electric
fields are closer to MAGBOLTZ s predictions.

266



26th Summer School and International Symposium on the Physics of Ionized Gases

8
7
N’-\ 1 6
g 10 z
& g
=)
= o 4
Z. 0% S| Magboltz <
< . = 3
< Lima et al. Monte Carlo
. 2 Nakhostin et al. 2 Fonte et al.
107 ¢ Monte Carlo W Magboltz
1 1 1 1 1 1 1 0 1 1 1 1
100 200 300 400 500 600 700 800 900 0 50 100 150 200
E/N (Td) E/N (Td)

Figure 1. Variations of the first Townsend ionization coefficient ( left) and drift
velocity (right) with £/N in isobutane.

In Figure 1 (right) we show the variation of the drift velocity with £E/N
in isobutane. Our results are compared with those obtained by the MAGBOLTZ
and with the experimental data taken from Fonte ef al. [11]. For E/N between 1
and 225 Td, calculations performed by our Monte Carlo code show no
differences between the flux and bulk drift velocity components. Our results
agree quite well with those obtained from MAGBOLTZ, except between 150
and 200 Td. On the other hand, the experimental data for higher field strengths
do not fit well to numerical calculations. Reported systematic errors in this
range are about 10% which questions the quality of the experimental technique.

In Figure 2 we display the drift velocity in C,H,F,-isobutane mixture
(90-10%) as a function of E/N. Calculations are performed by a multi term
theory for solving Boltzmann's equation and compared with those obtained by
the MAGBOLTZ and with measurements by Colucci et al. [15]. It is evident
that our results strongly disagree with those from MAGBOLTZ. This can be
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Figure 2. Variation of the drift velocity with E/N in C,H,F,-isobutane gas
mixture (90-10%).
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attributed to different cross sections used for C,H,F,. We see that the
measurements do not fit well to either our or MAGBOLTZ results.

From this work we see that discrepancies between the measured swarm
parameters and those calculated using the independently assessed cross section
sets may be due to several causes: (1) uncertainties in the cross sections; (2)
uncertainties in the measured swarm parameters; and (3) due to the effects of
collisions between electrons and excited molecules. Much remains to be done in
order to improve the existing sets of cross sections for gases of interest for
RPCs.
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Electron transport phenomena in gases for RPCs
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The progress and further improvements of Resistive Plate Chambers (RPCs) require the most accurate
modeling of electron transport processes in the gas mixtures of C2H2F4, i-C4H10, SF6 and rare gases. In this
work we first focus on the availability of data for electron collisional processes in relevant gases with
particular emphasis on C2H2F4. We present recently developed set of cross sections for electron scattering in
C2H2F4 and then from the solution of non-conservative Boltzmann equation we investigate electron transport
in mixtures of C2H2F4, i-C4H10, and SF6 under swarm conditions required for fluid modeling of RPC
detectors in streamer mode. Calculations are performed over a range of E/N values and C2H2F4
concentrations relevant to both timing and triggering modes of RPCs operation. Values and general trends of
mean energy, drift velocity and diffusion tensor as well as rate coefficients for different collisional processes
including the ionization and electron attachment are presented in this work.

We then discuss, in particular, (1) the explicit modification of transport coefficients by non-conservative
collisional processes of attachment and ionization; (2) the accuracy of the two term approximation for solving
Boltzmann’s equation; (3) the correct implementation of transport data in modeling of RPCs; and (4) the
differences between the steady-state Townsend and hydrodynamic transport properties. In addition, using a
Monte Carlo simulation technique we investigate the spatiotemporal development of electron avalanches
under the conditions typically found in RPCs to facilitate understanding of the non-local electron kinetics in
these detectors.
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BOSNJAKOVIC, Danko '; PETROVIC, Zoran Lj. '; DUJKO, Sasa '
! Institute of Physics, University of Belgrade
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We present a model for time response of Resistive Plate Chambers (RPCs) based on a 3D microscopic
approach. Individual electrons and their collisions with the background gas are followed in a typical Monte
Carlo fashion. Because of limited computing resources, a relatively low value of signal threshold is chosen
which corresponds to about one million electrons. This is still beyond space-charge effects. Timing resolution
and efficiency are calculated for a specific timing RPC: 0.3 mm gas gap and a gas mixture of 85% C2H2F4 + 5%
i-C4H10 + 10% SF6. Results are obtained for a range of electric field strengths, different primary ionization
models and different sets of cross sections for electron scattering in C2H2F4. Contrary to an analytical model,
it is shown that the timing resolution does not depend solely on the effective ionization rate but rather on the
cross section set as a whole. Comparison is also made with experimental values from Lopes et al. (2012) and
good agreement is found.
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The advancements in modern day technology associated with non-equilibrium plasma discharges
depend critically on accurate modeling of the underlying collision and transport processes of charged
particles in gases. To meet these challenges, we have undertaken a program to understand the kinetic
behavior of charged particles under the combined action of electric and magnetic fields in neutral
gases. A multi term theory for solving the Boltzmann equation has been developed and used to
calculate transport coefficients of charged-particle swarms in neutral gases [1,2].

In the first part of this talk I will focus on non-equilibrium magnetized plasma discharges where the
electric and magnetic fields can vary in space, time and orientation depending on the type of discharge
and where attention must be paid to the correct treatment of temporal and spatial non-locality within
the discharge. I will highlight the duality of transport coefficients arising from the explicit effects of
non-conservative collisions particularly for electrons in rare gas metal-vapor mixtures, having in mind
applications in lighting industry. As an example of fluid modeling of plasmas, I will discuss the
recently developed high order fluid model for streamer discharges [3,4]. Starting from the cross
sections for electron scattering, it will be shown how the corresponding transport data required as
input in fluid model should be calculated under conditions when the local field approximation is not
applicable. The temporal evolution of electron number density and electric field in the classical first
order and in the high order model are compared and the differences will be explained by physical
arguments.

In the second part of this talk I will discuss the detector physics processes of resistive plate
chambers that are often used in many high energy physics experiments. Critical elements of modeling
include the primary ionization, avalanche statists and signal development. The Monte Carlo simulation
procedures that implement the described processes will be presented. Time resolution and detector
efficiency are calculated and compared with experimental measurements and other theoretical
calculations.
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In this work we discuss the basic elements of modeling of the Resistive Plate Chambers (RPCs) often
used in many high energy physics experiments for timing and triggering purposes [1,2]. These
detectors consist of one or more gas gaps between resistive or metallic electrodes and usually with
signal-transparent high-voltage electrodes, isolating layers, and different arrangements of signal
pickup electrodes. RPCs can be operated in avalanche mode and in streamer mode with time
resolutions down to 50 ps. In spite of their simplicity, modeling of RPCs is a very challenging task due
to existence of complex phenomena occurring in very different time-scales ranging from pico to milli
seconds.

First, we focus the availability of data for electron collisional processes in C,H,F, [3,4], iso-C4H;
and SFs, typically used in the RPC gas mixtures. We present recently developed set of collisional and
transport data for electrons in the gas mixtures used in RPCs. Electron transport coefficients required
for fluid modeling of these detectors in streamer mode are calculated from solution of the non-
conservative Boltzmann equation [5]. We then discuss, in particular, (1) the explicit modification of
transport coefficients about by non-conservative collisional processes of attachment and ionization; (2)
the accuracy of the two term approximation for solving Boltzmann’s equation; and (3) the correct
implementation of transport data in modeling of RPCs; and (4) the differences between the steady-
state Townsend and hydrodynamic transport properties. In addition, we investigate the spatiotemporal
development of electron swarms in the presence of electric field to facilitate understanding spatial
non-locality of electron kinetics in these detectors.

Second, we present our Monte Carlo model for timing RPCs. We have calculated the time-response
of these detectors operated in avalanche mode. The development of induced signal was simulated for a
specific timing RPC geometry (0.3 mm gas gap, one glass and one metallic electrode). The time-
resolution and efficiency were calculated by signal discrimination with a given threshold. Calculations
were made for different gas mixtures and for a range of electric fields. The results agree very well with
the experimental measurements. The primary ionization, made by a high-energy particle travelling
through the detector, was included using a well known probability model with the available data for
mean distance between electron clusters and cluster size distribution, assuming minimum ionizing
particles.
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Abstract. Collisions of electrons, atoms, molecules, photons and ions are the basic processes
in plasmas and ionized gases in general. This is especially valid for low temperature
collisional plasmas. Kinetic phenomena in transport are very sensitivitive to the shape of the
cross sections and may at the same time affect the macroscopic applications. We will show
how transport theory or simulation codes, phenomenology, kinetic phenomena and transport
data may be used to improve our knowledge of the cross sections, our understanding of the
plasma models, application of the swarm physics in ionized gases and similar applications to
model and improve gas filled traps of positrons. Swarm techniques could also be a starting
point in applying atomic and molecular data in models of electron or positron therapy/
diagnostics in radiation related medicine..

1. Introduction

In this paper we present a survey of some of the recent results of the physics of swarms of
charged particles (we will confine our interest to electrons and positrons). Our first and
necessary point is to illustrate some of the recent results obtained by the group(s) at the
Institute of Physics in Belgrade (together with our collaborators). We also wish to illustrate
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Sdence and Technology of Serbia (01171037 and 11141011) and Serbian Academy of Arts and Sciences (SANU
155) have, provided a partial support to the ongoing activities of the group in Belgrade but none for the
participation at the conference or preparation of the manuscript.
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how swarm physics connects on one side to atomic and molecular collisions (and thus to
overall atomic and molecular physics) and on the other to non-equilibrium plasmas and their

numerous applications. As the topic of swarms has not been addressed frequently at ICPEAC
(although one of its satellites, Electron-molecule Collisions and Swarms, covers the topic very

well) this presentation will necessarily be rather broad but not very detailed.

Collisions of electrons, atoms, molecules, photons and ions are the elementary processes
occurring in plasmas. It may be argued that the level of individual collisions is the most
fundamental level of phenomenology required to describe non-equilibrium collisional plasmas.
That is so for two principal reasons: the first being that the duration of the collisions is many
orders of magnitude shorter than the mean free time between the collisions. Thus we may bury
all the quantum mechanics into the cross sections and basic properties of the energy levels and
molecules. As a result, we may even use classical trajectories for charged particles and thus
the Monte Carlo technique has had so much success. The second reason is related to the first
and it is that the De Broglie’'s wavelength of particles is usually small compared to the mean
volume per particle in the gas, at least until we reach very high densities (e.g. as in liquids).
Thus electrons collide with only one target per collision.

A reductionist view of the science which dominated in the past declared that the more basic
the phenomena were, the more fundamental they were. In that view of the world, the field
theory and mathematics on their own may explain the psychological states of humans! A more
realistic view which, luckily, prevails today is that there are layers of phenomenology, each
with its own rules and foundations and each providing its accomplishments that are not
trivially predicted at the more basic levels. In this way we may construct a path between
atomic and molecular physics and the numerous modern applications of low temperature
plasmas. As previously mentioned, there is no need to go deeper than the physics of
collisional processes (including a range of collisions with surfaces). The next stage is the
physics of swarms where collisions join the statistical physics and kinetic theory in addition to
the surface processes. More detailed presentations of this realm of physics have been given in
earlier texts [1,2], while more recent reviews have been given in references [3-5]. It is possible
to say that little in the papers presenting the cross section data prepares us for the complex
kinetic phenomena that evolve in the swarm physics, such as negative differential conductivity
or negative absolute mobility [6,7].

The next layer of phenomenology is that of low temperature or more accurately non-
equilibrium plasmas (NEP). It brings in space charge and other plasma effects, chemistry and
many more different inputs. Swarm physics, represented by its kinetic phenomena, together
with atomic collision data are the building blocks of the NEPs but little prepares us for the
phenomena such as the spewing of the plasma bullet (ionization front) from the glass tube
where an atmospheric pressure plasma jet (APPJ) is formed [8,9]. This device often produces a
plasma bullet (ionization front) that actually moves faster, and is bigger and brighter, in the
supposedly hostile world of atmospheric gases once it leaves the region of high field between
the electrodes wrapped around the tube where more favourable gases for its formation
dominate. But even at this level one cannot really envisage why and how such plasmas may
induce, for example, preferential differentiation of human (periodontal ligament mesenchymal)
stem cells into one out of four possible types of the cells [10].

Finally, one should welcome another change in the attitude that happened recently. It has
been slightly over 100 years since the discovery of electron. Its discoverer J.J. Thompson
toasted at Christmas receptions: “To the electron and may nobody find its application.”.
Needless to say, the previous century being labeled as the century of the electron means that
some applications were eventually found. The attitude that applied is not fundamental has,
however, changed. Luckily non-equilibrium plasmas offer one of the quickest and most
abundant fronts of development of new applications and each application brings in
requirements for new phenomena to be included. For example, attempting to apply NEPs to
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medicine requires an understanding of a large part of the relevant medical knowledge.
Following publication of a major review by David Graves, of the mechanisms coupling
reactive species from the plasmas with biological triggers [11], there is now no room for
plasma and atomic physicists to claim that medical processes need not be understood from
their viewpoint, they simply have to learn them (Latin terms and all). Nevertheless one could
claim that at the deepest relevant level leading to such applications, one may find atomic and
molecular collisions however remote from the final outcome those may be [10].

2. Electron swarms in gases, cross section data sets and kinetic phenomena

Swarms may be simply defined as ensembles of particles (in this case electrons and positrons) moving
in the background gas under the influence of external fields (if charged), limited by the walls of the
vessel. These particles do not suffer effects of any significance due to interactions between themselves
(Coulomb force, shielding of the external field) and also have negligible chances of colliding with the
remnants of previous collisions. In other words, they move in the external fields affected mainly by the
collisions with the pristine background gas.

Swarms bring transport theory and other aspects of statistical physics to the table, and often effects
of surfaces may be needed albeit only in specific situations (e.g. a Steady State Townsend
experiment). The transport may be well represented by a single particle distribution function, so the
standard Boltzmann equation (BE) is appropriate. However, due to 7 degrees of freedom, a complex
theoretical treatment is required for solving the BE. Due to the complexity of the cross sections (the
dependence on the energy that can only be tabulated) and hence collision operator, the final result has
to be obtained numerically. The resulting energy distribution function is however not something that
can be measured, and the swarm physics focuses on averaged properties such as transport coefficients
(drift velocity, diffusion tensor, ionization coefficients) or rates for specific processes (excitation or
chemical).

Initially swarm physics was developed when techniques of electrochemistry were applied to study
properties of charged particles in gases, especially when their elementary nature became obvious.
However, they quickly proved to be a very good source of data for cross sections for the dominant
processes especially after numerical solutions to the BE became available. The advantage of the
technique was originally significant, as it provided good absolute calibration, and results for He were
only matched by theory and beam technigues some ten to twenty years later [1]. Most importantly, if
a full set of swarm facilities is used the resulting cross section set provides good number, momentum
and energy balances for the charged particles in the gas and is thus directly applicable in the modeling

of plasmas.
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reached. In addition its resolution is poor, especially at higher energies, and the results potentially
suffer from non-uniqueness.

Reliable results are usually obtained from drift velocities and characteristic energies (diffusion
coefficient divided by mobility) for energies up to 1 — 2 eV, while typical electron energies in relevant
plasmas are higher. If the ionization coefficient is used in the analysis one may extend the energy
range of the set. Assuming that the measured ionization cross sections are very accurate we can fit the
ionization rate by adjusting the middle range electronic excitation cross sections or dissociation to the
ground state (which are often incomplete).

The accuracy of the resulting cross sections depends very much on the accuracy of the transport
theory (or the corresponding Monte Carlo simulation (MCS). Numerous tests need to be made to
check the codes against specially designed benchmarks, for various aspects of the transport or
properties of the processes [13]. On the other hand one needs to reopen, in a systematic fashion, the
issue of anisotropic scattering. At low energies, due to the randomizing effect of frequent collisions,
isotropic scattering is a good approximation provided that the momentum transfer cross section was
obtained with that approximation. It has been shown, however, that for mean energies in excess of 20
eV or even for smaller energies when inelastic processes are very strong, one needs to include
differential cross sections i.e. a full anisotropic model.

A plethora of atomic and molecular processes acting at the same time, that use up the energy
gained from the field, leads to the formation of the shape of the electron energy distribution function
(EEDF), and furthermore, but less obviously to the dependencies of the averaged properties, i.e. the
transport and rate coefficients. Those processes finally lead to the functionality of low temperature
plasmas and their many applications. From the viewpoint of fundamental physics the most interesting
aspect of the swarm physics are the so-called kinetic phenomena [3,5]. Those represent an often
counter intuitive behaviour of the collective properties, that cannot be predicted from the individual
trajectories or from the shape of the cross sections (at least not without some experience). Those may
be loosely classified according to the primary source of their existence (although the cross section
magnitudes, shapes and properties are generally relevant) :

= Dependence on the rates of momentum transfer and inelastic processasisotropic
diffusion; diffusion heating/cooling; enhanced mobility; negative differential conductivity
(NDC); spatial separation of fast and slow particles-i.e the energy gradient, ...

= Non conservative transport:attachment heating/cooling; negative absolute mobility;
difference between flux and bulk transport coefficients; positron NDC for bulk drift; skewed
Gaussians, ...

= Magnetic field induced: magnetic field cooling; ExB drift; ExB anisotropy of diffusion,...

= NDC for positrons in liquids

= Time dependent fields: anomalous diffusion; limited relaxation; phase delays at high
frequencies; time resolved NDC; transient negative diffusivity, heating of electrons due to
cyclotron-resonance effects,,..

= Non-hydrodynamic: Frank Hertz oscillations and Holst Oosterhuis structures; runaway ions;
runaway electrons; thermalization/equilibration (non-local transport); increasing mean
energies close to the boundaries; back-diffusion.

The fundamental reasons for these effects lie in the interplay between the times or spatial scales
required for relaxation of number, momentum and energy, and in the interplay between the source of
energy and momentum (i.e. the external field) and the processes that dissipate those properties. One
example of kinetic phenomena is particularly important for the world of Atomic and Molecular
physics. Absolute negative mobility has been predicted by several authors. The phenomenological
explanation requires a group of electrons to be released with energy of 2 eV in a mixture of argon with
0.5% of i (or any other gas with a large thermal attachment). The majority of the electrons would be
accelerated by the field and would have an increasing chance to collide. If scattering is isotropic then
50% of the electrons will scatter backwards and join the smaller group of electrons that move against
the field. Although those lose energy, the decreasing cross section will reduce their chances of
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redirection until they thermalize in the region of the Ramsauer Townsend (RT) minimum. There, the
electric field would again accelerate the majority of the electrons in the expected direction. Thus, for a
while, electrons would on average move against the field and current — mobility would be negative. If
one adds small amount of the thermal attachment will eat up the thermalized electrons not allowing
themto accelerate and the current would be negative perpetually [14,15]. Of course it has been shown
that this does not mean that we have a source of free energy although entropy is in principle reduced.
However we pay the price by producing a lot of negative ions which contribute to an even greater
growth of entropy [16]. The importance of this example is that it provides a situation where atomic
processes may be used to tailor the distribution function, and in essence act as Maxwell’'s demon (in
this case the thermal attachment). It is also not a man made device. Requirement to maintain the
second law of thermodynamics requires us to separate at least two kinds of transport coefficients. For
drift velocities we may have an average over all electrons in all of the space (the flux drift velocity),
while we may also follow the center of the mass of electrons and determine its velocity (the bulk drift
velocity). The distinction between these two is due to the changing number of particles (non-
conservative processes; attachment, postronium (Ps) formation for positrons or ionization for
electrons) and the difference may be associated with the vailidity of the second law of
thermodynamics [16].

We shall also show one example of the
related phenomenon of negative differential
conductivity (NDC), where drift velocity is
reduced as the field increases and the mean
energy increases due to the reduced control of
the energy by inelastic process and increased
randomization of directions in momentum
transfer collisions. This example also shows
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similar, set does not show the experimentally
observed NDC [12].

Kinetic phenomena, being shaped by the
cross sections, provide an opportunity to
strengthen the ability to normalize the cross
section sets and also to modify and even
define some of the applications or plasma
properties. Thus those effects should be
recognized and their implications understood when one wants to model collisional NEP.

3. Direct application of swarm data and models in the physics of ionized gases
In some cases when space charge is not excessive, swarms may be used as a direct representation of
the ionized gas (often under those conditions, however, all conditions are not met to call such systems
a plasma). The first example is the physics of Townsend discharges. The fact that swarm models are
exact for such circumstances (in the limit of vanishingly small currents), makes them perfect to
determine atomic and molecular processes in gas phase [17] and on surfaces and to study gas
breakdown as well sometimes even revealing new phenomena in experimental observations [18].
Further direct application of swarm data and theory is in attempts to optimize gaseous dielectrics. In
principle, two directions of research are dominant. The first is replacia@pySmore ecologically
acceptable gases and the second is to produce mixtures of such gases that would allow their operation
without the need for expensive high pressure vessels.

Another direction of research where swarm models and data are used abundantly (albeit that field
has almost severed its connections with the swarm community) is that of the gas filled particle
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detectors, including the nowadays most popular Resistive Plate Chambers (RPC)[19]. Using the
Monte Carlo code developed to study swarms and obtain cross sections, and the newly established
cross section set, we were able to calculate the time response of such devices [20] that agrees well
with experiments. These results may nowbe used to optimize gas mixtures, operating conditions,
chemistry and control the degree of ionization to speed up the counting rate. Other types of gas filled
detectors may be modeled in a similar fashion.

The most important aspect in application of swarm physics, is in so called low temperature plasmas
(we prefer to call them non equilibrium plasmas-NEP). We could spend much space on this issue, but
it is only covered here as a brief introduction with more being found in reference [21]. The kinetic
theory and the transport data all enter fluid models and together with the solution for the field
distribution are the foundation of the theory. The hybrid models use the same data together with the
cross section sethat have to be completeand thus be tested by the swarm technique, as do the
kinetic codes. As one example we can describe capacitively coupled RF plasmas, which have sheaths
close to the electrodes and with high fields that increase on one side and decrease on the other. During
the reduction of the field electrons diffuse into that region and get accelerated into the plasma when
the field starts increasing again. The diffusion flux of electrons is defined by the longitudinal
diffusion coefficient, the one that shows anomalous behavior due to inability of the electron energy to
respond the changes in the fields. This inability follows from the finite relaxation time of the electron
energy which is strongly affected by the shape of the elastic cross section. On the other hand, for
inductively coupled RF plasmas the ExB drift opens new channels to feed energy into the plasma [3].
Most models however assume constant (in space and time) transport coefficients, and neglect
additional components of drift velocity and diffusion when magnetic fields are present. Nevertheless
it has been difficult to impress upon the plasma modeling community that their models, when applied
to simple low space charge limit benchmark situati@muld be able to replicate the swarm
benchmarks Completing this exercise, however, would open many issues on the available cross
sections and would forge a stronger link between atomic and molecular collision physics and the
plasma modeling community. At the same time it would make binary collision experts aware of the
data needs for the numerous plasma applications,

Another issue is that of the pertinent theory. As mentioned above, most frequently spatial and
temporal uniformity are assumed in modeling. This is seriously wrong in cases of sharp gradients, in
the profiles of plasma properties when hydrodynamic expansion of the theory is not an option (and is
still being used in almost all cases). One such example is that of the streamers. Streamers are the basis
for most high pressure discharges and recently a theory has been developed that includes proper
treatment of transport across strong gradients in various streamer properties. Although the space
charge made the final profile very robust, the improved theory produced results that had a significant
change in the speed of propagation [22]. Streamers are an essential component of a number of
atmospheric plasmas including lightning, sprite discharges in the upper atmosphere and atmospheric
pressure plasma jets, which are being championed for novel medical procedures while having some
intriguing physics on their own [8]. Other atmospheric discharges like aurora are often modeled [23]
by using measured distribution functions from the atmosphere, in a procedure that resembles swarm
models. It seems possible that a similar analysis should be made with distribution functions calculated
having in mind all the available data and conditions at high altitudes.

4. Positrons in gases: swarms and (swarms in) traps

The absence of swarm experiments for positrons, with two exceptions [24], made us adopt a strategy
that we do not advise for electrons. That is to collect the available cross sections, which are now
generally available for several of the most important gases [25-27], and calculate the transport
coefficients hoping to identify new kinetic phenomena that would justify building new swarm
experiments. It was found that for gases with a strong positronium formation cross section, skewing
of the positron swarm occurs due to preferential loss at the front of the group leading to a major
reduction (NDC) for the bulk drift velocity. One such example is water vapour [28], which is critically
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important for applications of positrons in medicine. Assuming that a set of cross sections is
sufficiently complete, we may proceed to model tracks of positrons in water vapour allowing also for
assessment of nanodosimetry [29].

One should be aware that some of the critical devices in positron physics contain gas to reduce the
energy of positrons, below the threshold for Ps formation, and then to further cool them so that the
outgoing beams might have a very narrow energy spread. the Penning-Malmberg-Surko trap is usually
separated to three stages, with pressures ranging fromak®to 10° Torr, with pure N at the front
and nixture of N, and Chk in the last stage [30,31]. We have been able to apply the code originally
devdoped for electron swarms (and tested against all known benchmarks) to model the Surko trap
[32]. In figure 3 one can see the development of the distribution function from a single beam, through
to multiple beams (due to inelastic collisions with electronic excitations), and to gradual development
of the low energy distribution which becomes dominant and eventually decays to the Maxwell
Boltzmann distribution at room temperature [33]. This is fully analogous to the equilibration of
electron swarms with initial beam, followed by Frank Hertz like effects during the first collisions and
subsequent development of a broad energy distribution function demonstrating also that interpretation
of the experiment using swarm phenomenology is appropriate (including of course a good set of cross
sections). Having this tool it became possible to determine other aspects of trap operation: losses,
optimum choice of potential drops and geometry. It led to some new proposals such as the idea of S.
Marjanovk for the inversion of the gases, whereby, @Buld be used at the trap front and with the
mixture still at the last stage, with lower potential drops that would help avoid Ps formation and allow
efficiencies of up to 90%.

A large number of elastic
% 0z 54 collisions, which happen during
thermalization, leads to an
expansion of the positron swarm
£ o in the trap. For many applications,
e : - however, increased density is
S S 243 B i & require_d _and thus additional

Energy(eV) Erergyte) Energy(eV) narrowing in the final stage may
o N be required. For this purpose a
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Figure 3. Temporal development of the energy distribution
function in a positron trap [3:

viscosity was added to a simple
transport equation allowing the
experiments to be fitted. In our
approach a swarm based Monte Carlo codes has been used with realistic sets for the cross sections
[37]. The role of each of the processes has been elucidated, and it is possible to characterise all the
salient features of the rotating wall trap. As the system develops with an entire ensemble, it appears
that the term single particle rotating wall should be replaced by the swarm regime of the rotating wall.

5. Conclusion

The realm of the physics of ionized gases controlled by collisions without a significant effect of the
Coulomb interaction between charged constituents, is known as swarm physics. It is in this area that
the kinetic phenomena are observed most directly. The tools of swarm physics allow us to cross the
path from the elementary microscopic collisional processes all the way to the macroscopic properties
of swarms, plasmas and other forms of charged particle ensembles and their applications. It appears
that for gas filled systems the phenomenology, tools and data of swarm physics provide the best way
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to understand and even optimize the devices and their applications, while crossing the gap between
microscopic cross sections and the large scale practical devices.
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A quantitative understanding of charged particle transport processes in
gases under highly non-equilibrium conditions is of interest from both
fundamental and applied viewpoints, including modeling of non-
equilibrium plasmas and particle detectors used in high energy physics. In
this work we will highlight how the fundamental kinetic theory for solving
the Boltzmann equation [1] and fluid equations [2,3] as well as Monte
Carlo simulations [3], developed over many years for charged particle
swarms are presently being adapted to study the various types of non-
equilibrium plasma discharges and particle detectors.

Non-equilibrium plasma discharges sustained and controlled by electric
and magnetic fields are widely used in materials processing [4]. Within
these discharges the electric and magnetic fields can vary in space, time
and orientation depending on the type of discharge. Moreover, the typical
distances for electron energy and momentum relaxation are comparable to
the plasma source dimensions. Consequently, the transport properties at a
given point are usually no longer a function of instantaneous fields. This is
the case for a variety of magnetized plasma discharges where, before the
electrons become fully relaxed, it is likely that the electrons will be



reflected by the sheath or collide with the wall [5]. In this work we will
Illustrate various kinetic phenomena induced by the spatial and temporal
non-locality of electron transport in gases. Two particular examples of
most recent interest for the authors are the magnetron and ICP discharges.
The magnetron discharge is used in the sputtering deposition of in films [6]
where magnetic field confines energetic electrons near the cathode. These
confined electrons ionize neutral gas and form high density plasma near
the cathode surface while heavy ions and neutrals impinge on the solid
surface ejecting material from that surface which is then deposited on the
substrate. Within these discharges the angle between the electric and
magnetic fields varies and thus for a detailed understanding and accurate
modeling of this type of discharge, a knowledge of electron transport in
gases under the influence of electric and magnetic fields at arbitrary angles
Is essential. In this work we will investigate the electron transport in N,-O,
mixtures when electric and magnetic fields are crossed at arbitrary angles
for a range of pressures having in mind applications for low-pressure
magnetized discharges and discharges at atmospheric pressure. Special
attention is placed upon the explicit effects of three-body attachment in
oxygen on both the drift and diffusion in low energy range [7]. The duality
of transport coefficients arising from the explicit effects of non-
conservative collisions will be discussed not only for vectorial and low-
order tensorial transport coefficients but also for the high-order tensorial
transport properties. The errors associated with the two-term
approximation and inadequacies of Legendre polynomial expansions for
solving the Boltzmann equation will be illustrated and highlighted.

In addition to magnetron discharges, we focus on the time-dependent
behavior of electron transport properties in ICP discharges where electric
and magnetic fields are radiofrequency. We systematically investigate the
explicit effects associated with the electric and magnetic fields including
field to density ratios, field frequency to density ratio, field phases and
field orientations. A multitude of kinetic phenomena were observed that
are generally inexplicable through the use of steady-state dc transport
theory. Phenomena of significant note include the existence of transient
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negative diffusivity, time-resolved negative differential conductivity and

anomalous anisotropic diffusion. Most notably, we propose a new
mechanism for collisional heating in inductively coupled plasmas which
results from the synergism of temporal non-locality and cyclotron
resonance effect. This mechanism is illustrated for discharges in pure CF,
and pure O,.
As an example of fluid modeling of plasmas, we will discuss the recently
developed high order fluid model for streamer discharges [2,3]. Starting
from the cross sections for electron scattering, it will be shown how the
corresponding transport data required as input in fluid model should be
calculated under conditions when the local field approximation is not
applicable. The temporal and spatial evolution of electron number density
and electric field in the classical first order and in the high order model are
compared and the differences will be explained by physical arguments. We
will illustrate the non-local effects in the profiles of the mean energy
behind the streamer front and emphasize the significance of the energy flux
balance equation in modeling. We consider the negative planar ionization
fronts in molecular nitrogen and noble gases. Our results for various
streamers properties are compared with those obtained by a PIC/Monte
Carlo approach. The comparison confirms the theoretical basis and
numerical integrity of our high order fluid model for streamers discharges.
In the last segment of this talk we will discuss the detector physics
processes of resistive plate chambers and time-projection chambers that are
often used in many high energy physics experiments [8]. For resistive
plate chambers the critical elements of modeling include the primary
lonization, avalanche statists and signal development. The Monte Carlo
simulation procedures that implement the described processes will be
presented. Time resolution and detector efficiency are calculated and
compared with experimental measurements and other theoretical
calculations. Among many critical elements of modeling for time-
projection chambers, we have investigated the sensitivity of electron
transport properties to the pressure and temperature variations in the
mixtures of Ne and CO,. In particular, we have investigated how to reduce



the transverse diffusion of electrons by calculating the electron trajectories
under the influence of parallel electric and magnetic fields and for typical
conditions found in these detectors.
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Detection efficiency and timing resolution, the main performance
characteristics of Resistive Plate Chambers (RPCs), were calculated using
a new microscopic approach based on Monte Carlo technique. RPCs
consist of one or several gas gaps between electrodes of high resistivity.
Electrodes of highly resistive material, such as glass or bakelite, are used
for suppression of spark formation. Because of their simple construction,
low cost, good spatial resolution and rate capabilities, RPCs are used in
many high energy physics experiments for triggering purposes [1]. Also,
they show an outstanding timing resolution needed for time of flight
experiments and next generation medical imaging devices. Timing
resolution down to 50 ps and efficiencies of up to 95% can be achieved for
single-gap configuration. These detectors can be operated in avalanche or
streamer mode.

In our simulation, individual electrons and their collisions with the
background gas are treated in a typical Monte Carlo fashion. First, we
present recently developed set of collisional and transport data for
electrons in C,H,F,4 [2], iso-C4H1 and SFg, typically used in RPC gas
mixtures. Electron transport coefficients, required for comparison with
macroscopic probabilistic models of these detectors, were obtained from
solution of the non-conservative Boltzmann equation [3]. We then discuss,
in particular, (1) the explicit modification of transport coefficients by non-
conservative collisional processes of attachment and ionization; (2) the
accuracy of the two term approximation for solving Boltzmann’s equation;



(3) the correct implementation of transport data in modeling of RPCs; and
(4) the differences between the steady-state Townsend and hydrodynamic
transport properties. In addition, we investigate the stochastic nature of
electron avalanche development with comparison to a widely used
probabilistic model [4].

Finally, we present our results for timing resolution (Fig. 1) and
efficiency (Fig. 2) which were calculated for a specific timing RPC (0.3
mm gas gap, one glass and one metallic electrode) with a gas mixture of
85% C,H,F,4, 5% iso-C4,H, and 10% SFg. Calculations were made for
different cross section sets, primary ionization models and electric field
strengths. The primary ionization, made by a high-energy particle
travelling through the detector, was included using a well known
probability model with the available data for mean distance between
electron clusters and cluster size distribution, assuming minimum ionizing
particles.
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Fig 1. Timing resolutions for different cross section sets and primary ionization models.
Comparison with experimental values from Lopes et al. (2012).
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Fig 2. Detection efficiencies for different cross section sets and primary ionization
models. Comparison with experimental values from Lopes et al. (2012).

Results show that the timing resolution is not determined solely by the
effective ionization rate but rather by the cross section set as a whole,
contrary to an analytical model [5].
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Abstract. We present a new microscopic approach in modeling of Resistive Plate Chambers (RPCs) which is
based on the Monte Carlo method. RPCs are used in many high energy physics experiments for timing and
triggering purposes [1]. Due to their excellent timing properties they are also considered for use in next
generation medical imaging devices. These detectors consist of one or several gas gaps between electrodes of
high resistivity. Electrodes of highly resistive material, such as glass or bakelite, are used for suppression of
spark formation. RPCs can be operated in avalanche or streamer mode with timing resolution down to 50 ps and
efficiencies of up to 95% for single-gap configuration.

In our microscopic model, individual electrons are traced in a typical Monte Carlo fashion. Cross
sections sets for electron collisional processes in C,H,F,4, iso-C4H;y and SFy (typically used in the RPC gas
mixtures) were assembled from available sources. In addition, a new cross sections set for C,H,F, was recently
developed by our group [2]. Electron transport coefficients, required for comparison with macroscopic
probabilistic models of these detectors, were obtained from solution of the non-conservative Boltzmann
equation [3]. Results showed remarkable similarity of ionization rate calculated using our cross section for
C,H,F, with that calculated by using cross sections from MAGBOLTZ 8.9 [4].

Beside electron avalanche model, implementation of primary ionization and geometrical constraints
was also required. The primary ionization, made by a high-energy particle travelling through the detector, was
included using a well known probability model with the available data for mean distance between electron
clusters and cluster size distribution, assuming minimum ionizing particles. Finally, we present our results for
timing resolution and efficiency which were calculated for a specific timing RPC geometry (0.3 mm gas gap,
one glass and one metallic electrode) with different cross section sets and primary ionization models. Contrary
to a probabilistic model [5], results show that effective ionization rate is not the sole factor which determines the
timing resolution and that the cross section set as a whole is also a determining factor for RPC parameters.
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