




Struqna biografija – Tatjana Agatonovi� Jovin

Tatjana Agatonovi� Jovin ro�ena je 12. jula 1977. u Novom Sadu gde je
zavrxila osnovnu xkolu i gimnaziju. Osnovne studije upisala je akademske
1998/1999 na Departmanu za fiziku, Prirodno-matematiqkog fakulteta, Uni-
verziteta u Novom Sadu, na smeru Diplomirani fiziqar. Diplomirala je
19.05.2005. godine sa proseqnom ocenom 9.40 i diplomskim radom na temu
„Odre�ivaǌe energije i fluksa kosmiqkih miona na nivou mora”. Akademske
2008/2009 godine upisala je Doktorske akademske studije na Fiziqkom fakul-
tetu, Univerziteta u Beogradu, smer Fizika jezgara, qestica i poǉa, gde je
polo�ila sve ispite propisane statutom fakulteta, sa proseqnom ocenom 9.80.

U grupi za eksperimentalnu fiziku visokih energija, Laboratorije za fiziku,
u Institutu za nuklearne nauke „Vinqa” bila je zaposlena kao istra�ivaq
pripravnik od 01. aprila 2009. godine, gde je bila anga�ovana na projektu
Ministarstva, nauke i tehnoloxkog razvoja OI 171012 „Fizika i razvoj detek-
tora u eksperimentima sa akceleratorima visokih energija”. Bila je anga�o-
vana u ATLAS eksperimentu na Velikom hadronskom sudaraqu (Large Hadron Coll-
ider - LHC), pri Evropskom institutu za nuklearna istra�ivaǌa (CERN) i u
periodu 2009-2010 boravi u Laboratoriji za fiziku visokih energija (Labo-
ratoire d’Annecy-le-Vieux de Physique des Particules - LAPP) u Ansiju, Francuska,
kao stipendista francuske vlade. Od 01. maja 2011. kvalifikovani je autor na
radovima ATLAS kolaboracije. Tako�e uqestvovala je u radu na Me�unarodnom
linearnom sudaraqu (International Linear Collider - ILC), gde je bila anga�ovana na
mereǌu luminoznosti koriste�i doga�aje Bhabha rasejaǌa. Maja 2011. godine
izabrana je u zvaǌe istra�ivaq saradnik. Od 01. februara 2014. zaposlena
je u Laboratoriji za fiziku visokih energija Instituta za fiziku u Zemunu,
kao qlan grupe koja uestvuje u ATLAS eksperimentu. ǋena glavna aktivnost u
okviru ATLAS eksperimenta odvija se u oblasti fizike beauty mezona i odnosi se
na mereǌe indirektnog naruxeǌa CP simetrije u raspadu B0

s → J/ψφ u eksperi-
mentu ATLAS. 07. juna 2016. reizabrana je u zvaǌe istra�ivaq saradnik.

Po pozivu ATLAS kolaboracije Tatjana Agatonovi� Jovin do sada je pred-
stavǉala rezultate na vixe vode�ih me�unarodnih konferencija iz ove oblasti.
Tokom doktorskih studija poha�ala je vixe me�unarodnih xkola iz fizike qes-
tica, u zemǉi i inostranstvu.

Doktorsku tezu pod nazivom „Precizno mereǌe naruxeǌa CP simetrije u ras-
padu B0

s → J/ψφ u ATLAS eksperimentu” odbranila je 10. juna 2016. godine na
Fiziqkom fakultetu, Univerziteta u Beogradu.
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Pregled nauqne aktivnosti – Tatjana Agatonovi� Jovin

Nauqno istra�ivaqki rad Tatjane Agatonovi� Jovin odvija se u oblasti
fizike visokih energija. Od 2009. anga�ovana je u ATLAS eksperimentu na
Velikom hadronskom sudaraqu (Large Hadron Collider - LHC) u CERN-u. U peri-
odu 2009-2010 godine bila je anga�ovana na Me�unarodnom linearnom sudaraqu
(International Linear Collider - ILC) u okviru jednog od predlo�enih koncepata de-
tektorskog sistema (International Large Detector - ILD).

Prvi deo svog istra�ivaǌa u ovoj oblasti posvetila je radu na Me�u-
narodnom linearnom sudaraqu (International Linear Collider - ILC). ǋena glavna
aktivnost na ILC-u odnosila se na mereǌe luminoznosti koriste�i doga�aje
Bhabha rasejaǌa, koji predstavǉaju dominantne QED procese na energiji ILC-a.
Tatjana Agatonovi� Jovin uqestvovala je u analizi qetvoro-fermionskih (fon-
skih) procesa, koji predstvǉaju jedan od glavnih izvora sistematcke neodred-
jenosti u mereǌima luminoznosti na ILC-u. Za generisanje dogadjaja sa leptonima u
konachnom stanju korishćen je WHIZARD generator, dok je za generisaǌe Bhabha do-
ga�aja korix�en Bhlumi generator. Odgovor luminometra (LCAL) simuliran je
koriste�i programski paket Barbie, zasnovan na Geant3 programu za simulaciju
detektora. Rezultati ove analize publikovani su u:

• H. Abramowicz, ... , T. Jovin et al., Forward instrumentation for ILC detectors,
2010 JINST 5 P12002.

• H. Stoeck, ... , T. Jovin, et al. [the ILD concept group], The International Large
Detector: Letter of Intent, DESY 2009/87, Fermilab PUB-09-682-E, KEK Report 2009-
6, ISSN 0418-9833; ISBN 978-3-935702-42-3 (2010), ILD (ILC) - Letter of Intent 2010.

U okviru kvalifikacije za autorsku listu ATLAS kolaboracije, od 2010. do
2011. godine, radila je na razvoju programa za simulaciju odgovora mionskog
spektrometra i analizi vremenske okupiranosti mionskog detektora zbog pris-
ustva pile-up doga�aja, za razliqite periode prikupǉaǌa podataka na ATLAS
detektoru i rada LHC-a.

Osnovni deo nauqno-istra�ivaqkog rada Tatjane Agatonoviv́c Jovin odnosi
se na izuqavaǌe fenomena naruxeǌa CP simetrije u raspadu B0

s → J/ψφ u ATLAS
eksperimentu. U Standardnom modelu fizike qestica naruxeǌe CP simetrije
opisano je kompleksnom fazom u Cabbibo-Kobayashi-Maskawa – CKM matrici i te-
stiraǌe CKM mehanizma predstavǉa jedan od glavnih zadataka u fizici qes-
tica. Poxto je vrednost faze naruxeǌa CP simetrije mala u Standardnom
modelu, ovo mereǌe predstavǉa veoma osetǉiv test na postojaǌe fizike izvan
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Standardnog modela, za xta je potrebno izvesti xto preciznije mereǌe. U
ovom mereǌu do naruxeǌa CP simetrije dolazi u interferenciji izme�u os-
cilacija B0

s mezona i direktnih raspada. Da bi se izvelo precizno mereǌe
faze CP naruxeǌa u B0

s → J/ψφ raspadu pomo�u ATLAS detektora primeǌena je
tagirana vremenski zavisna ugaona analiza. Odgovaraju�a separacija i mod-
elovaǌe fonskih procesa u fitu maksimalne verodostojnosti koji je primen-
jen u analzi gde je Tatjana Agatonovi� Jovin imala znaqajan doprinos pred-
stavǉa va�an deo ove analize. Uqestvovala je u razvoju modela fita koji
se odnosi na specifiqni B0

d fon i modelovaǌe raspodela mase i uglova ras-
pada konaqnih produkata fonskih procesa B0

d → J/ψK∗0 i B0
d → J/ψK+π− u

bazisu transverzaliteta. S obzirom da ovi fonski procesi ne mogu biti
eliminisani primenom selekcionih kriterijuma, va�no je pored odre�ivaǌa
odgovaraju�ih funkcija gustine verovatno�e u modelu fita, proceniti i udeo
ovih fonskih procesa u oblasti signala, na qemu je Tatjana Agatonovi� Jovin
tako�e radila. Pored razvoja i implementacije funkcija gustine verovatno�e
kojima se opisuje B0

d fon u analizi, uqestvovala je i u proceni sistematksih
efekata usled modelovaǌa B0

d fona u analizi. Tako�e, radila je na imple-
mentaciji i odre�ivaǌu komponenti fita koje opisuju doprinos CP-neparnog
nerezonantnog B0

s → J/K+K− S-wave stanja, kao i na razvoju alternativnih mod-
ela parametrizacije uglova u bazisu transverzaliteta u analizi.

Rezultati ove analize publikovani su u:

• G. Aad, ... , T. Jovin et al. [ATLAS Collaboration], Time-dependent angular analysis
of the decay B0

s →J/ψφ and extraction of ∆Γs and the CP-violating weak phase φs by
ATLAS, JHEP 1212 (2012) 072.

• G. Aad, ... , T. Agatonovic-Jovin et al. [ATLAS Collaboration], Flavour tagged time
dependent angular analysis of the B0

s →J/ψφ decay and extraction of ∆Γs and the weak
phase φs in ATLAS, Phys. Rev. D 90 (2014) 052007.

• G. Aad, ... , T. Agatonovic-Jovin et al. [ATLAS Collaboration], Measurement of the
CP-violating phase φs and the B0

s meson decay width difference with B0
s →J/ψφ decays

in ATLAS, JHEP 08 (2016) 147.
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Elementi za kvalitativnu ocenu nauqnog doprinosa

1.2 Kvalitet nauqnih rezultata

Kao qlan ATLAS kolaboracije Tatjana Agatonovi� Jovin autor je na 436
radova ATLAS kolaboracije. Originalan doprinos dala je u tri rada ATLAS
kolaboracije publikovana u vrhunskim me�unarodnim qasopisima (M21) JHEP
sa IF 5.618 u 2012. i IF 6.023 u 2015. i Phys. Rev. D sa IF 4.643 u 2014. godini.
Na me�unarodnim skupovima imala je qetiri predavaǌa po pozivu ATLAS ko-
laboracije xtampana u celini (M33). Tatjana Agatonovi� Jovin koautor je
u radu ILD koncept grupe na me�unarodnom linearnom sudaraqu (ILC) koji je
publikovan u me�unarodnom qasopisu izuzetnih vrednosti (M21a) JINST sa IF
3.148 u 2010. godini, kao i u monografskoj studiji (M13) ILD-Letter of Intent
publikovanoj 2010. godine.

1.4 Normiraǌe broja koautorskih radova

Dr Tatjana Agatonovi� Jovin potpisana je na svim radovima ATLAS kolabo-
racije od 2011. godine. Svi dobijeni rezultati objavǉeni su ili predstavǉeni
na konferencijama po pravilima ATLAS kolaboracije definisanim u dokumen-
tima: ATLAS Publication Policy i ATLAS Autorship Policy.

1.7 Uticaj nauqnih rezultata

Tri rada ATLAS kolaboracije sa originalnim doprinosom Tatjane Agato-
novi� Jovin publikovana su u vrhunskim me�unarodnim qasopisima (M21), dva
rada u JHEP sa IF 5.618 u 2012. i IF 6.023 u 2015. i jedan rad u Phys. Rev.
D sa IF 4.643 u 2014. godini. Rad ILD (ILC) koncept grupe u kojem je Tatjana
Agatonovi� Jovin imala tako�e originalan doprinos publikovan je u me�unar-
odnom qasopisu izuzetnih vrednosti (M21a) JINST sa IF 3.148 u 2010. godini.
Ukupan IF radova sa originalnim doprinosom je 13.409. Prema INSPIRE-HEP
bazi ovi radovi su do sada citirani 166 puta, a prema ISI/Web of Science 31 put.
Monografska studija u kojoj Tatjana Agatonovi� Jovin ima originalan dopri-
nos (M13) ILD-Letter of Intent publikovana je 2010. godine i prema INSPIRE-HEP
bazi do sada je citirana 180 puta.

1.8 Konkretan doprinos kandidata u realizaciji radova u nauqnim cen-
trima u zemǉi i inostranstvu

Doprinos dr Tatjane Agatonovi� Jovin prepoznat je u okviru ATLAS kolab-
oracije. Redovno je prezentovala rezultate svog rada na sastancima BsJpsiphi
B-Physics radne grupe, kao i zajedniqke rezultate radne grupe B0

s → J/ψ na
Physics & Performance ATLASWeeks. Kao rezultat ǌenog rada Tatjana je imala qe-
tiri poziva ispred ATLAS kolaboracije da odr�i predavaǌe i prika�e rezul-
tate rada na me�unarodnim konferencijama.
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Elementi za kvantitativnu ocenu nauqnog doprinosa

Ispuǌenost kvantitativnih uslova prikazana je u slede�oj tabeli po klasi-
fikaciji koju je propisalo Ministarstvo prosvete, nauke i tehnoloxkog razvoja.
U tabeli su bodovani samo radovi sa originalnim i znaqajnim doprinosom Tat-
jane Agatonovi� Jovin.

Kategorija M bodova po radu Broj bodova Ukupno M bodova
M13 7 1 7

M21(a) 10 1 10
M21 8 3 24
M33 1 6 6
M63 1 3 3
M70 6 1 6

Pore�eǌe sa minimalnim kvantitativnim uslovima za izbor u zvaǌe
nauqni saradnik.

Minimalan broj M bodova Ostvareno
Ukupno 16 56

M10 + M20 + M31 + M32 + M33 + M41 + M42 10 47
M11 + M21 + M21 + M22 + M23 6 41

Citiranost

Prema INSPIRE-HEP bazi nauqnih radova dr Tatjane Agatonovi� Jovin citi-
rani su 350 puta, a prema ISI/Web of Science 16, 4, 11 puta, ne raqunaju�i autoc-
itate ATLAS kolaboracije.
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Spisak nauqnih radova i saopxteǌa sa konferencija

• Radovi u me�unarodnim qasopisima izuzetnih vrednosti (M21a):

(1) H. Abramowicz, ... , T. Jovin et al., Forward instrumentation for ILC detectors, 2010
JINST 5 P12002.

• Radovi u vrhunskim me�unarodnim qasopisima (M21):

(1) G. Aad, ... , T. Jovin et al. [ATLAS Collaboration], Time-dependent angular analysis
of the decay B0

s →J/ψφ and extraction of ∆Γs and the CP-violating weak phase φs by
ATLAS, JHEP 1212 (2012) 072.

(2) G. Aad, ... , T. Agatonovic-Jovin et al. [ATLAS Collaboration], Flavour tagged time
dependent angular analysis of the B0

s →J/ψφ decay and extraction of ∆Γs and the
weak phase φs in ATLAS, Phys. Rev. D 90 (2014) 052007.

(3) G. Aad, ... , T. Agatonovic-Jovin et al. [ATLAS Collaboration], Measurement of
the CP-violating phase φs and the B0

s meson decay width difference with B0
s →J/ψφ

decays in ATLAS, JHEP 08 (2016) 147.

• Saopxteǌa sa me�unarodnih skupova xtampana u celini (M33):

(1) T. Agatonovic-Jovin [On behalf of the ATLAS Collaboration], Study of Λ0
b decay

properties with the ATLAS detector, PoS(DIS2014)182.

(2) Tatjana Agatonovic-Jovin [On behalf of the ATLAS Collaboration], Flavour Tagging
and Systematics for B0

s →J/ψφ Measurement in ATLAS, PoS(Beauty 2013)070.

(3) Tatjana Jovin [On behalf of the ATLAS Collaboration], CP Violation at ATLAS,
PoS(HQL 2012)038.

(4) H. Abramowicz, P. Bambade, I. Bozovic-Jelisavcic, B. Pawlik, C. Rimbault, T. Jovin et
al., Luminosity Measurement at ILC, accepted as the eConf Proceedings of the Inter-
national Linear Collider Workshop 2010 LCWS10 & ILC10, Beijing 2010,
arXiv:1006.2539 [physics.ins-det].

(5) I. Bozovic-Jelisavcic, M. Pandurovic, I. Smiljanic, T. Jovin, I. Sadeh, Forward region
studies for ILC, 7th International Conference of the Balkan Physical Union, 9 - 13
September 2009, Alexandroupolis, Greece, AIP Conf. Proc. 1203, 49 (2010).

(6) I. Bikit, D. Mrdja, N. Todorovic, J. Slivka, M. Veskovic, M. Krmar, T. Jovin et al.,
Background reduction at an actively shielded gamma ray spectrometer, Proceedings of
the 20th Intenational Nuclear Physics Divisional Conference of the European Physi-
cal Society, Debrecen, Hungary, May 16 - 20, 2005, ISBN 2-914771-23-1 Vol.29A pp.83.
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• Saopxteǌa sa skupova nacionalnog znaqaja xtampana u celini (M63):

(1) T. Agatonovi�-Jovin i dr. [u ime ATLAS kolaboracije], Mereǌe faze naru-
xeǌa CP simetrije u raspadu B0

s → J/ψφ u ATLAS eksperimentu, 12. Kongres
fiziqara Srbije, 28. april - 2. maj, 2013, Vrǌaqka Baǌa, Srbija, ISBN
978-86-86169-08-2, pp. 212-216 (2013).

(2) T. Jovin i dr. [u ime ATLAS kolaboracije], Identifikacija znaka naelek-
trisaǌa b-kvarka u mereǌu naruxeǌa CP simetrije u ATLAS eksperimentu,
12. Kongres fiziqara Srbije, april 28 - maj 2, 2013, Vrǌaqka Baǌa,
Srbija, ISBN 978-86-86169-08-2, pp. 256-259 (2013).

(3) Tatjana Jovin, Nataxa �iki�-Todorovi�, Sofija Forkapi�, ǈiǉana
Qonki�, Miodrag Krmar, Spektroskopija antimionskog plastičnog detektora, 49.
Konferencija za elektroniku, telekomunikacije, raqunarstvo, automatiku
i nuklearnu tehniku, ETRAN 2005, Budva, Srbija i Crna Gora, 5. - 10.
jun 2005, Proc. 49th ETRAN Conf., Vol. IV pp. 58 - 61 (2005).

• Monografska studija/poglavǉe u kǌiziM11 ili rad u tematckom zborniku
vode�eg me�unarodnog znaqaja (M13):

(1) H. Stoeck, ... , T. Jovin, et al. [the ILD concept group], The International Large
Detector: Letter of Intent, DESY 2009/87, Fermilab PUB-09-682-E, KEK Report
2009-6, ISSN 0418-9833; ISBN 978-3-935702-42-3 (2010),
ILD (ILC) - Letter of Intent 2010.

• Javne note ATLAS kolaboracije:

(1) A. Barton, ..., M. Smizanska, ... , T. Jovin et al., Flavour tagged time dependent
angular analysis of the B0

s →J/ψφ decay and extraction of ∆Γ and the weak phase φs

in ATLAS, April 12, 2013, 18 pp., ATLAS-CONF-2013-039.

• Interne note ATLAS kolaboracije:

(1) A. Barton, ..., M. Smizanska, ... , T. Jovin et al., Time dependent angular analysis
of B0

s →J/ψφ decay and extraction of ∆Γs and the CP violating weak phase φs in
ATLAS, May 10, 2012, 58 pp., ATL-COM-PHYS-2012-155 (restricted to ATLAS).

(2) A. Barton, ..., M. Smizanska, ... , T. Agatonovic-Jovin et al., Time dependent angular
analysis of B0

s →J/ψφ decay and extraction of ∆Γs and the weak phase of B0
s meson

in ATLAS, March 5, 2013, 77 pp., ATL-COM-PHYS-2013-293 (restricted to ATLAS).

(3) A. Barton, ..., M. Smizanska, ... , T. Agatonovic-Jovin et al., Flavour tagged time
dependent angular analysis of the B0

s →J/ψφ decays and extraction of ∆Γs and the
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weak phase φs in ATLAS, January 11, 2016, 106 pp., ATL-COM-PHYS-2014-598
(restricted to ATLAS).

• Odbraǌena doktorska disertacija (M70):

(1) T. Agatonovi�-Jovin, Precizno mereǌe naruxeǌa CP simetrije u raspadu
B0

s → J/ψφ u ATLAS eksperimentu,Univerzitet u Beogradu, Fiziqki fakul-
tet, jun, 2016.
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ABSTRACT: Two special calorimeters are foreseen for the instrumentation of the very forward
region of the ILC detector, a luminometer designed to measure the rate of low angle Bhabha scat-
tering events with a precision better than 10−3 and a low polar angle calorimeter, adjacent to the
beam-pipe. The latter will be hit by a large amount of beamstrahlung remnants. The amount and
shape of these depositions will allow a fast luminosity estimate and the determination of beam pa-
rameters. The sensors of this calorimeter must be radiationhard. Both devices will improve the
hermeticity of the detector in the search for new particles.Finely segmented and very compact
calorimeters will match the requirements. Due to the high occupancy fast front-end electronics is
needed. The design of the calorimeters developed and optimised with Monte Carlo simulations is
presented. Sensors and readout electronics ASICs have beendesigned and prototypes are available.
Results on the performance of these major components are summarised.

KEYWORDS: Si microstrip and pad detectors; Radiation-hard detectors; Calorimeter methods;
Detector modelling and simulations I (interaction of radiation with matter, interaction of photons
with matter, interaction of hadrons with matter, etc)
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1 Introduction and challenges

A high energy e+e− linear collider is considered to be the future research facility complementary to
the LHC collider. Whereas LHC has a higher potential for discoveries, an e+e− collider will allow
precision measurements to explore in detail the mechanism of electroweak symmetry breaking and
the properties of the physics beyond the Standard Model, should it be found at the LHC. Two
concepts of an e+e− linear collider are presently considered, the ILC [1] and CLIC [2]. For the
ILC, with superconducting cavities, an engineering designreport will be issued in 2012. The
centre-of-mass energy will be 500 GeV, with the possibilityof an upgrade to 1 TeV. CLIC is based
on conventional cavities. A conceptional design report is foreseen in 2011. CLIC will allow to
collide electrons and positrons up to energies of 3 TeV.

An R&D program is ongoing to develop the technologies for detectors for precision measure-
ments in this new energy domain. Letters of Intent have been submitted for detectors at the ILC
in 2009. Two detectors, the ILD [3] and the SiD [4], are reviewed and validated. In both detec-
tors two specialised calorimeters are foreseen in the very forward region, LumiCal for the precise
measurement of the luminosity and BeamCal for a fast estimate of the luminosity and for the con-
trol of beam parameters [5]. Both will also improve the hermeticity of the detector. Tosupport
beam-tuning an additional pair-monitor will be positionedjust in front of BeamCal.

With LumiCal the luminosity will be measured using Bhabha scattering, e+e− → e+e−(γ), as
a gauge process. To match the physics benchmarks, an accuracy of better than 10−3 is needed at
a centre-of-mass energy of 500 GeV [3]. For the GigaZ option, where the ILC will be operated
for precision measurements at centre-of-mass energies around the Z boson, an accuracy of 10−4

would be required [6]. To reach these accuracies, a precision device is needed, with particularly
challenging requirements on the mechanics and position control.

BeamCal is positioned just outside the beam-pipe. At ILC energies we have to tackle here a
new phenomenon — the beamstrahlung. When electron and positron bunches collide, the particles
are accelerated in the magnetic field of the bunches towards the bunch centre. This so called pinch
effect enhances the luminosity. However, electrons and positrons may radiate photons. A fraction
of these photons converts in the Coulomb field of the bunch particles creating low energy e+e−

pairs. A large amount of these pairs will deposit their energy after each bunch crossing in BeamCal.
These depositions, useful for a bunch-by-bunch luminosityestimate and the determination of beam
parameters [7], will lead, however, to a radiation dose of about one MGy peryear in the sensors
at lower polar angles. Hence radiation hard sensors are needed to instrument BeamCal. BeamCal
is supplemented by a pair monitor, consisting of a layer of pixel sensors positioned just in front
of it to measure the density of beamstrahlung pairs and give additional information for the beam
parameter determination.

All detectors in the very forward region have to tackle relatively high occupancy, requiring
special front-end electronics.

A small Molière radius is of importance for both calorimeters. It ensures high energy electron
veto capability for BeamCal even at small polar angles. Thisis essential to suppress background in
searches for new particles for which the signature consistsof large missing energy and momentum.
In LumiCal the precise reconstruction of electron, positron and photon showers in Bhabha events is
facilitated. Both calorimeters also shield the inner tracking detectors from back-scattered particles

– 2 –
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Figure 1: The very forward region of the ILD detector. LumiCal, BeamCal and LHCal are carried
by the support tube for the final focusing quadrupole and the beam-pipe. LHCal extends the cover-
age of the hadron calorimeter to the polar angle range of LumiCal. TPC denotes the central track
chamber, ECAL the electromagnetic and HCAL the hadron calorimeter.

induced by beamstrahlung pairs hitting the downstream beam-pipe and magnets.

2 Design of the very forward region

A sketch of the very forward region of the ILD detector [3] is shown in figure1. LumiCal and
BeamCal are designed as cylindrical sensor-tungsten sandwich electromagnetic calorimeters. Both
consist of 30 absorber disks of 3.5 mm thickness, each corresponding to one radiation length,
interspersed with sensor layers. Each sensor layer is segmented radially and azimuthally into pads.
Front-end ASICs are positioned at the outer radius of the calorimeters. LumiCal is positioned in
a circular hole of the end-cap electromagnetic calorimeterECAL. BeamCal is placed just in front
of the final focus quadrupole. BeamCal covers polar angles between 5 and 40 mrad and LumiCal
between 31 and 77 mrad.

Colliding beams enter the interaction point, IP, with a crossing angle of 14 mrad. Both
calorimeters are centred around the outgoing beam. In the design of BeamCal a hole for the in-
coming beam-pipe is foreseen.

2.1 LumiCal simulation studies

The differential cross section of Bhabha scattering,dσB
dθ , can be calculated precisely from theory [8].

In leading order it reads,

dσB

dθ
=

2πα2
em

s
sinθ

sin4(θ/2)
≈ 32πα2

em

s
1

θ3 , (2.1)

whereθ is the polar angle of the scattered electron with respect to the beam. The approximation
holds at smallθ .

– 3 –



2
0
1
0
 
J
I
N
S
T
 
5
 
P
1
2
0
0
2

 [rad]θ
40 50 60 70

-310×

 [p
b/

(0
.5

 m
ra

d)
]

θ
/d

Bσd

20

40

60

80

(a)
 [rad]minθ

40 45 50 55 60
-310×

st
at

 L
 / 

L)
∆(

0.04

0.06

0.08

0.1

0.12

-310×

(b)

Figure 2: (a)Dependence ofdσB/dθ , the differential Bhabha cross-section, on the polar angle, θ ,
at
√

s= 500 GeV. The dashed lines mark the fiducial volume of LumiCal,41< θ < 67 mrad, which
is defined in eq. (2.5) later in this section.(b) Dependence of the statistical uncertainty in counting
the number of Bhabha events,(∆L/L)stat, on the minimal polar angle of the fiducial volume,θmin,
while the upper limit is kept at 67 mrad. An integrated luminosity of 500 fb−1 is assumed.

For a given rate of Bhabha events, NB, determined in a certainθ -range, the luminosity,L, is
obtained as

L =
NB

σB
, (2.2)

whereσB is the integral of the differential cross section, eq. (2.1), over the consideredθ range.
Because of the steepθ dependence of the cross section, as illustrated in figure2a, the most critical
quantity to control when counting Bhabha events is the inneracceptance radius of the calorimeter,
defined as the lower cut in the polar angle,θmin. Hence a very preciseθ measurement is needed.
Furthermore, theθ -range must be chosen such that the number of Bhabha events measured provides
the required relative statistical uncertainty of 10−3. By choosing the lower bound of the polar angle
between 40 and 60 mrad the latter requirement can be easily reached as illustrated in figure2b.
Here a Bhabha event sample generated with the BHWIDE generator [9] was used. The generated
sample corresponds to an integrated luminosity of 500 fb−1, as expected in one year of running the
collider at nominal luminosity.

Electromagnetic showers are simulated in LumiCal using theGEANT4 [10] based package
Mokka [11]. Sensors consist of 300µm thick silicon sectors covering an azimuthal angle of 30◦.
The depositions in each sensor pad are recorded, and a reconstruction of the shower is performed.
The position of an electromagnetic shower in LumiCal is reconstructed by performing a weighted
average over the energy deposits in individual pads. The weight, Wi, of a given detector pad i
is determined by logarithmic weighting [12], for which Wi = max{ 0, C + ln(Ei/Etot )}. Here
Ei refers to the individual pad energy, Etot is the total energy in all pads, andC is a constant.
In this way, only pads which contain a sufficient fraction of the shower energy contribute to the
reconstruction. The polar angle resolution,σθ , and a polar angle measurement bias,∆θ , are defined
as the Gaussian width and the central value of the differencebetween the reconstructed and the
generated polar angles. There is an optimal value forC , for whichσθ is minimal [13, 14].
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Figure 3: (a) Dependence of(∆L/L)rec, as defined in eq. (2.3), on the polar angle pad size, lθ . (b)
The energy resolution, ares, for 250 GeV electrons as a function of the polar angle,θ , covering the
polar angle range of the LumiCal.

Non-zero values of∆θ are due to the non-linear signal sharing on finite size pads with gaps
between them. The bias and the resolution in the polar angle measurement depend on the polar
angle pad size. The bias causes a shift in the luminosity measurement, since events may migrate
into or out of the fiducial volume. This shift reads as

(

∆L

L

)

rec
≈ 2

∆θ
θmin

. (2.3)

Figure3ashows the relative shift in the luminosity as a function of the polar angular pad size, lθ ,
using the optimal value ofC . For lθ < 2 mrad the shift in the luminosity measurement is smaller
than 10−3. As the baseline for the design we have chosen lθ = 0.8 mrad, which corresponds to
64 radial divisions of the sensor. For this segmentation thepolar angle resolution and bias amount
to σθ = (2.2± 0.01)×10−2 and∆θ = (3.2± 0.1)×10−3 mrad, respectively. The relative shift in
the luminosity is(∆L/L)rec = 1.6×10−4.

The polar angle bias needs careful understanding in test-beam measurements with sensors
finally chosen for the calorimeter. Once its value is known, acorrection can be applied to the
luminosity measurement. The uncertainty of the luminositymeasurement is then given by the
uncertainty of the measured bias which may be smaller than the shift itself. The value of 1.6×10−4

can therefore be considered as an upper bound on the relativeluminosity bias.

With 30 radiation lengths of tungsten as absorber, high energy electrons and photons deposit
almost all of their energy in the detector. The relative energy resolution,σE/E, is parametrised as

σE

E
=

ares
√

Ebeam(GeV)
, (2.4)
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Figure 4: (a) Normalised distribution of the charge deposited in a detector pad, Cpad, by 250 GeV
electron showers.(b) Normalised distribution of the maximal charge collected ina single pad per
shower, Cmax

pad , for 250 GeV electron showers.

where E andσE are, respectively, the central value and the standard deviation of the distribution of
the energy deposited in the sensors for a beam of electrons with energy Ebeam. The parameter ares

is usually quoted as the energy resolution, a convention which will be followed here.
Figure3b shows the energy resolution as a function of the polar angleθ for electron showers

with energy 250 GeV. The energy resolution parameter approaches minimal constant values be-
tweenθmin = 41 mrad andθmax = 67 mrad, where the shower is fully contained inside the calorime-
ter. The fiducial volume of LumiCal is thus defined to be the polar angular range

41< θ < 67 mrad, (2.5)

as indicated by the dashed lines in figure2a. Fiducial cuts on the minimal and maximal recon-
structed polar angles of the particles used for the luminosity measurement reject events with shower
leakage through the edges of LumiCal. For electron showers located inside the fiducial volume of
LumiCal, the energy resolution is estimated to be ares= (0.21±0.02)

√
GeV. No dependence on

the electron energy is found in the energy range from 50 to 300GeV. In order to determine the
energy of showering particles, the integrated deposited energy in the detector has to be multiplied
by a calibration factor. The calibration factor is found to be constant in the same energy range.

The expected range of energy depositions in the pads has beenstudied for the passage of
minimum ionising particles, hereafter denoted as MIPs, andfor showers of 250 GeV electrons [15].
The energy deposition in silicon is converted to released ionisation charge. The distribution of the
charge in a single pad, Cpad, is shown in figure4a. It ranges between 4< Cpad< 6×103 fC. The
distribution of the maximal charge collected in a single padis shown in figure4b. About 95 % of
electron shower signals are less than 5.4×103 fC.

The impact of the digitisation of the detector signal on the LumiCal performance is investi-
gated in ref. [15]. It is shown that an ADC with 8 bit resolution is sufficient tokeep the energy
resolution quoted above. No bias in the energy measurement is found.

– 6 –
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2.2 BeamCal simulation studies

BeamCal will be hit after each bunch-crossing by a large amount of beamstrahlung pairs. Their
number, energy and spatial distribution depend on the beam parameters and the magnetic field in-
side the detector. For the nominal ILC beam-parameter set [16], beamstrahlung pairs are generated
with the GUINEA-PIG program [17]. Inside the ILC detector an anti-DID field [18] is assumed.
Beamstrahlung pairs are simulated in the detector, using a program based on GEANT4.

The energy deposited in the sensors of BeamCal per bunch crossing, about 150 GeV as shown
in figure 5a, and the shape of these depositions allow a bunch-by-bunch luminosity estimate and
the determination of beam parameters [7]. From the spatial distribution of the deposited energy
a set of observables, e.g. radial and angular moments and asymmetries, is defined. These observ-
ables are related to beam parameters like bunch sizes, emittances and bunch offsets by a matrix
equation. In the single parameter determination accuracies better than 10% [7] are obtained. In the
multiparameter mode correlations appear. However, reasonable precision can still be obtained by
using information from other diagnostics devices.

For search experiments it is important to detect single highenergy electrons on top of the wider
spread beamstrahlung pairs. Superimposed on the pair depositions in figure5a is the deposition
of an electron of 250 GeV, seen as the red spot on the right side. By performing an appropriate
subtraction of the pair deposits and a shower-finding algorithm which takes into account the lon-
gitudinal shower profile, high energy electrons can be detected with high efficiency, as shown in
figure5b. This feature allows to suppress the background from two-photon processes in a search
e.g. for super-symmetric tau-leptons [19] in a large fraction of the parameter space.

The range of signals expected on the pads was estimated. Including the depositions from
beamstrahlung signals up to 40 pC are expected. Digitising the signals with an ADC with 10 bit
resolution has no impact on the performance of the calorimeter.

GEANT4 simulations are also used to determine the expected dose and the neutron fluence
in the sensors after one year of operation with nominal beam parameters. The dose in a sensor
layer at the depths of the shower maximum as a function of the radius is shown in figure6a. In
the innermost ring of the calorimeter a dose of about 0.5 MGy is expected. Since the dose is non-
uniformly distributed as a function of the azimuthal angle,it approaches 1 MGy per year in some
sensor areas of the inner rings.

The neutron fluence is estimated using in GEANT4 the cascade model of Bertini [20]. The
fluence per year of running at nominal beam parameters is shown in figure6b as a function of the
sensor layer number. Fluences up to 2×1015 per layer are expected near the shower maximum.
Other GEANT4 models predict lower neutron fluences, particularly at low neutron energies [21].
The distribution of the fluence of neutrons in the sensor layer with the maximum fluence is shown in
figure7. With the cascade model of Bertini, a neutron fluence of 0.4× 1012 neutrons per mm2 and
year is expected near the beam-pipe. Albeit this is still an order of magnitude less than predicted
for LHC detectors near the beam pipe dedicated tests of sensors are planned.

2.3 Pair monitor simulations

Additional and independent information on beam parameterswill be obtained from the pair moni-
tor [22, 23]. The device will consist of one layer of silicon pixel sensors, with pixel size of 400×400

– 7 –
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Figure 5: (a) The distribution of the energy deposited by beamstrahlung pairs after one bunch
crossing in the sensors of BeamCal. The depositions are integrated over pads of 7.65×7.65 mm2

area. Superimposed is the deposition of a single high energyelectron (red spot on the right side).
The white area in the centre allows space for the beam-pipes.(b)The efficiency to detect single high
energy electrons on top of the beamstrahlung background forelectron energies of 75 (triangles),
150 (squares) and 250 (circles) GeV.
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Figure 6: (a) The dose in BeamCal sensors per year as a function of the radial distance from the
beam. (b) The fluence of neutrons per year inside the sensors of BeamCalas a function of the
sensor layer number using the cascade model of Bertini. An integrated luminosity of 500 fb−1

is assumed.

µm2, just in front of BeamCal to measure the number density distribution of beamstrahlung pairs.
Here we investigated the sensitivity to the horizontal and vertical bunch sizes,σx andσy, and the
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maximum using the cascade model of Bertini.
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Figure 8: The relative deviations of the vertical,σy, and horizontal,σx, beam sizes, and the ratio
of vertical displacement to the vertical beam size,∆y, averaged over 50 bunch crossings measured
by the pair monitor.

ratio of the vertical displacement between bunches crossing to their vertical size,∆y.
To reconstruct the beam profile several observables characterising the number density of pairs

at the front face of BeamCal are used [24]. Bunch crossings are simulated for certain ranges ofσx,
σy and∆y, and each of these observables is fitted with a second order polynomial. Then, several
thousand bunch crossings are generated using different sets of beam parameters andσx, σy, and
∆y are reconstructed with the inverse matrix method. Figure8 shows a few examples of the results
displayed as the difference between the beam parameters reconstructed and set in the simulation
divided by the latter, averaged over 50 bunch crossings. These quantities are compatible with zero.
The relative uncertainties, averaged over about 100 such reconstructions of vertical and horizontal
beam sizes and the relative vertical displacement are 10.1%, 3.2% and 8.0%, respectively.

3 Mechanical concepts

On the basis of the simulation results mechanical designs ofboth calorimeters are developed. To al-
low their installation after the beam-pipe is in place, bothcalorimeters consist of two half-cylinders.
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(a) (b)

Figure 9: (a) A half-cylinder of BeamCal. The brown block is the tungsten absorber structure
interspersed with sensor layers. The orange structure represents the mechanical frame. The blue
segments at the outer radius indicate the front-end electronics. In front of the calorimeter a graphite
shield, shown in grey, reduces the amount of low energy particles back-scattered into the tracking
detectors.(b) A half-layer of an absorber disk assembled with a sensor sector and the front-end
readout.

A schematic of a half cylinder of BeamCal is shown in figure9a. The tungsten absorber disks are
embedded in a mechanical frame stabilised by steel rods. Each layer is composed of a tungsten
half-disc surrounded by a brass half-ring as shown in figure9b. Precise holes in the brass ring
will ensure a position accuracy of better than 100µm. The sensors are fixed on the tungsten and
connected via a flexible PCB to the front-end readout. The distance between two adjacent tungsten
plates is kept to 1 mm to approach the smallest possible Moli`ere radius. The sensors of Beam-
Cal are structured into pads of about 8×8 mm2 size allowing the maximum electron detection
efficiency [25]. Due to the required high radiation tolerance, GaAs sensors are foreseen. For the
innermost part of BeamCal, adjacent to the beam-pipes, alsoCVD1 diamond is considered.

The design of LumiCal is similar [26]. Since it is a precision device, special care is devoted to
the mechanical stability and position control. The tungsten half-discs are held by special bolts. For
a barrel structure as shown in figure10 a finite element simulation is performed. The calorimeter
weight leads to a maximal vertical displacement of 20µm. For a temperature difference of 1 K
over a disk, the deformation of the shape of the tungsten plate is estimated to be 25µm. To match
the requirements on the precision of the lower polar angle measurement, the sensor positions at the
inner acceptance radius must be controlled to better than 40µm. Other critical quantities are the
distance between the two calorimeters and the position of the beam with respect to the calorimeter
axis. The former must be known to about 1 mm and the latter to 500 µm. A laser based position
monitoring system has been developed [27] to control the position of LumiCal over short distances
with µm precision.

For LumiCal, sensors made of high-ohmic n-type silicon are foreseen. The thickness of the
sensors is about 300µm. The p+ side is segmented in polar and azimuthal pads and the backside

1Chemical Vapour Deposition.
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Figure 10: The mechanical structure of LumiCal. Tungsten disks are precisely positioned using 4
bolts which are stabilised by additional steel rings on bothsides of the cylinder.

is fully metallised. To keep the Molière radius small the gap for the sensors is 1 mm. The signals
on the pads of both calorimeters are led by thin copper stripson a Kapton foil to the front-end
electronics positioned at the outer radius of the calorimeter.

4 Systematic effects in the luminosity measurement

Several phenomena which may have an impact on the luminositymeasurement are considered.
These are: pinch effect and beamstrahlung, background fromtwo-photon processes, the resolution
and scale of the electron energy measurement and the beam polarisation.

4.1 Pinch effect and beamstrahlung

Due to the pinch effect the luminosity for given bunch charges and sizes will be enhanced. How-
ever, electrons and positrons may radiate photons prior to Bhabha scattering. In addition, final state
particles are deflected inside the bunch. The result is a reduction of the Bhabha event counting
rate in a given range of low polar angles. The reduction is found to depend on the selection cri-
teria for Bhabha events. For a selection optimised for nominal ILC beam parameters at 500 GeV
centre-of-mass energy, it amounts to 1.51±0.05% [28], where the quoted uncertainty stems from
the statistics in the simulation. The dominant contribution to the loss is due to the reduction in the
centre-of-mass energy caused by beamstrahlung. The latterleads to an effective centre-of-mass
energy distribution called luminosity spectrum.

In the measurement of the luminosity, the loss of Bhabha events has to be corrected for. The
impact of beamstrahlung can be estimated from the measured luminosity spectrum with a relative
uncertainty of about 10−3 [28]. The impact of the deflection inside the bunch depends mainly on
the horizontal bunch-size,σx, and the bunch length,σz. Assuming that one can control these two
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Figure 11: The Feynman graph for the dominant process in four-fermionproduction.

quantities with a relative uncertainty of 5%,2 the uncertainty of a correction to the luminosity is
about 1.5× 10−3 [28].

4.2 Background from four-fermion production

Four-fermion production is known to have a large cross section with maxima at low polar angles.

It is dominated by the diagram shown in figure11, where two virtual photons are exchanged
between electron spectators. We used the WHIZARD [29] event generator to obtain samples of
events for final states with leptons in the inner legs. The generator was tuned to experimental data
of the process e+e− → e+e− c c̄ using data from LEP and other accelerators [30]. The cross-section
of four-lepton production amounts to 12.0±0.5 nb at 500 GeV when the momenta of the exchanged
photons are required to be larger than 0.1 GeV/c. The spectators remain at high energy. Less
than 1% of them hit the luminosity calorimeter and become a background for Bhabha events. A
Bhabha event sample has been generated with a cross-sectionof 4.70±0.03 nb at 500 GeV centre-
of-mass energy, using the BHLUMI [31] event generator. The LumiCal response is simulated
using BARBIE V4.3 [32], a GEANT3 based simulation program. The following event selection
criteria are applied: the polar angle of the reconstructed shower must be within the LumiCal fiducial
volume at one side and withinθmin +4 mrad andθmax−7 mrad on the other. In addition, the total
energy deposited in both calorimeters must be more than 80% of the center-of-mass energy. These
criteria are optimised to reduce the impact of beamstrahlung and deflection on the Bhabha event
counting to the amount given in the previous section [28]. The selection efficiency of Bhabha
scattering events is about 68%.

Four-fermion events in the LumiCal are to a large fraction rejected by the Bhabha selection
criteria. This is illustrated in figure12where the hits of particles from the four-fermion final states
in the front plane of LumiCal per bunch crossing are shown before and after applying the Bhabha
event selection. The fraction of four-fermion final states in the selected Bhabha event sample is
2.3×10−3.

At LEP energies agreement between measurements and modelling of four-fermion processes
was obtained within 20% [30]. Assuming that at 500 GeV it will be possible to model these pro-
cesses with a precision of 40%, correcting the luminosity measurement correspondingly will lead
to an uncertainty of 0.9×10−3.

2In ref. [7] the estimated uncertainty of e.g.σx varies between 0.5% and 6.5%, depending on the number of free
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Figure 12: Average number of hits originating from four-fermion interactions per bunch crossing
on the first plane of LumiCal at 500 GeV, before (left) and after (right) application of Bhabha event
selection criteria.

4.3 Effects of a bias in the energy resolution and the energy scale

One of the criteria to select Bhabha events is the total energy measured in the calorimeters, required
to be larger than 80% of the centre-of-mass energy. A possible bias in the energy resolution or the
energy calibration will result in a change of the number of selected Bhabha events and hence in the
measured luminosity.

The selection efficiency for Bhabha events as a function of the required energy in the calorime-
ters is shown in figure13a. At the position of the cut in the measured calorimeter energy the slope
of the tangent to the function is about−1.8×10−3. To keep the shift of the luminosity below 10−3,
the cut in the measured calorimeter energy must be controlled with a precision of about 400 MeV.
A study done allowing a constant offset in the measured energy leads to a similar requirement [33].

The effect of a bias in the energy resolution, ares in eq. (2.4), is illustrated in figure13b. We
estimate that if ares can be controlled within 20%, it will contribute to the luminosity uncertainty
by about 10−4 .

4.4 Impact of electron and positron polarisation

To exploit the full physics potential of a linear collider, electron and positron beams will be po-
larised. Polarisation will also change the Bhabha cross section in the acceptance range of LumiCal
up to a few per cent [34]. In the current design the maximum values for electron and positron
polarisation are 0.8 and 0.6, respectively, with an uncertainty of 0.0025 [35]. Using these values
the shift in the Bhabha cross section is 2.3×10−2 with an uncertainty of 1.9×10−4.

4.5 Summary of systematic uncertainties

In addition to effects studied in this section also the impact of the polar angle resolution and polar
angle bias as estimated in section 2.1 are included. All uncertainties based on the current level

beam parameters in the analysis. A similar range of precision is obtained forσz.
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Figure 13: (a) The selection efficiency for Bhabha events as a function of the measured shower
energy,(b) the shift of the measured luminosity as a function of the biasin the energy resolution
parameter ares.

Table 1: The estimated systematic uncertainties on the luminositymeasurement from all sources
considered above at a centre-of-mass energy of 500 GeV.

Source Value Uncertainty Luminosity Uncertainty

σθ 2.2×10−2 100% 1.6×10−4

∆θ 3.2×10−3 100% 1.6×10−4

ares 0.21 15% 10−4

luminosity spectrum 10−3

bunch sizesσx, σz, 655 nm, 300µm 5% 1.5×10−3

two photon events 2.3×10−3 40% 0.9×10−3

energy scale 400 MeV 100% 10−3

polarisation, e−, e+ 0.8, 0.6 0.0025 1.9×10−4

total uncertainty 2.3× 10−3

of understanding are summarised in table1. They are considered as being uncorrelated, leading
currently to a total uncertainty of 2.3× 10−3. The reduction of the largest uncertainty, due to the
deflections of final state electrons or positrons inside the bunch, needs further investigation. Also
the energy scale uncertainty may be reduced by a proper calibration.

5 Sensor development

5.1 Sensors for BeamCal

The challenge of BeamCal is to find sensors tolerating about one MGy of dose per year. So far
polycrystalline CVD diamond sensors of 1 cm2 size and larger sectors of GaAs pad sensors, as
shown in figure14, have been studied. Irradiation is done using a 10 MeV electron beam at the S-
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Figure 14: A prototype of a GaAs sensor sector for BeamCal with pads of about 30 mm2 area.

DALINAC accelerator [36]. The intensity is varied between 10 and 100 nA corresponding to dose
rates between 20 and 200 kGy/h. Since large area CVD diamond sensors are extremely expensive,
they may be used only at the innermost part of BeamCal. At larger radii GaAs sensors appear to be
a promising option.

5.1.1 GaAs sensors

Large area GaAs sensors are obtained from the Tomsk State University. They are produced using
the liquid encapsulated Czochralski method and are doped with tin and tellur as shallow donors
and chromium as a deep acceptor.

Three batches with different concentrations of dopants areirradiated up to 1.2 MGy and the
charge collection efficiency, CCE, is measured as a functionof the absorbed dose. The results are
shown in figure15. The charge collection efficiency depends slightly on the dopant concentration.
The sensors with a lower donor concentration show a larger initial charge collection efficiency and
the decrease of the charge collection efficiency as a function of the absorbed dose is less steep. The
smallest decrease of the CCE as a function of the dose is observed for tin donor. A MIP signal is
separated from the pedestal up to a dose of 600 kGy for the sensors with lower donor concentration.
The leakage current of a pad at room temperature before irradiation is about 200 nA at an applied
voltage of 50 V. After exposure of a dose of 1.2 MGy leakage currents of up to a factor 2 larger
were found. The pad capacitance is measured to 12 pF. The results are consistent with previous
measurements [37].

5.1.2 CVD diamond sensors

For polycrystalline diamond sensor samples of 1 cm2 area and 500µm thickness the linearity of
the response and the leakage current and the signal collection efficiency have been investigated as
a function of the absorbed dose [38]. The signal size depends linearly on the number of charged
particles crossing the sensors for up to 5×106 particles in 10 ns. The leakage current, less than
1 pA at room temperature, depends only slightly on the absorbed dose up to 7 MGy. The charge
collection efficiency rises by a factor of two for doses between 0.5 to 1 MGy, then drops smoothly
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Figure 15: The CCE as a function of the absorbed dose for the GaAs sensors with different donor
concentrations. The donor is tellur for batches 1 and 2 and tin for batch 3.

Figure 16: A prototype silicon sensor for LumiCal.

approaching the charge collection efficiency of a non-irradiated sensor. Provided the sensor is
continuously irradiated, this efficiency is reached at about 7 MGy.

5.2 Sensors for LumiCal

Prototypes of LumiCal sensors have been designed [39] and then manufactured by Hamamatsu
Photonics. A picture of a sensor is shown in figure16. Its shape is a ring segment of 30◦. The
thickness of the n-type silicon bulk is 320µm. The pitch of the concentric p+ pads is 1.8 mm and
the gap between two pads is 0.1 mm. The leakage current of a single pad as a function of the bias
voltage is shown in figure17a. Putting the neighbouring pads on ground stabilises the measurement
and reduces the current values by a factor of two. The leakagecurrents of all the pads of one sensor
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Figure 17: (a)The dependence of the leakage current on the bias voltage fora single pad with and
without grounded neighbours.(b) The capacitance of a pad as a function of the bias voltage.

have been measured at a bias voltage of 500 V. All pads except one have a leakage current in the
range from 1 to 4 nA. Less than 5% of all pads have a break-through voltage below 500 V. For
other sensors the results are similar. The capacitance as a function of the bias voltage for a pad is
shown in figure17b. Also shown is how the value of the full depletion voltage is obtained. Values
from 39 V to 43 V were found. At a voltage of 100 V the pad capacitance values are between 8 pF
for the smallest pads and 25 pF for the largest pads.

6 ASIC developments

Since the occupancy in BeamCal and LumiCal is relatively large they must be read-out after each
bunch crossing. Therefore special front-end and ADC ASICs have been developed which match
the timing of the ILC-bunch trains with a frequency of 5 Hz andabout one ms duration with 300
ns between bunches. Since the ASICs are positioned at the outer radius of the calorimeters the
expected radiation dose is noncritical. From Monte Carlo simulations less than 140 Gy and about
one Gy are estimated for BeamCal and LumiCal, respectively,for one year of operation at 500 GeV
centre-of-mass energy and nominal beam parameters.

6.1 LumiCal readout

The design of the LumiCal front-end electronics was performed for the proposed detector archi-
tecture [40]. The front-end ASIC is supposed to work in two modes, the physics mode and the
calibration mode. In the physics mode, electromagnetic showers will be measured with large en-
ergy depositions on the pads. The front-end ASIC must process signals up to at least 6 pC per
channel. In the calibration mode, MIP signals from single relativistic muons will be measured.
The minimum size of these signals is 2 fC, corresponding to the low end of the Landau distribu-
tion for MIPs in 300µm thick silicon. From the sensor segmentation a range of pad capacitances
between 10 pF and 100 pF was obtained.3 Because of the high expected occupancy, the front-
end ASIC needs to be fast enough to resolve signals from subsequent bunch crossings which are
separated in time by about 300 ns.

3The sensor segmentation was revised later, resulting in padcapacitances between 10 pF and 25 pF.
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Figure 18: Photograph of prototypes of the front-end ASIC(a) and the ADC ASIC(b)

Figure 19: Block diagram of the single front-end channel

The simulations of LumiCal indicate that the shower reconstruction needs at least 8 bit preci-
sion. Severe requirements set on the readout electronics power dissipation may be strongly relaxed
if switching of the power between bunch trains is done. This is feasible since in the ILC experi-
ments after each 1 ms bunch train there will be a pause of about200 ms [16].

The prototype ASICs, as shown in figures18a and 18b, are fabricated in 0.35µm CMOS
technology.

6.1.1 Front-end electronics design

The chosen front-end architecture comprises a charge sensitive amplifier, a pole-zero cancellation
circuit (PZC) and a shaper, as shown in figure19. In order to cope with large charges in the physics
mode and small ones in the calibration mode a variable gain inboth the charge amplifier and the
shaper is applied. The mode switch in figure19changes the effective values of the feedback circuit
components Rf, Cf, Ri , Ci and therefore the transimpedance gain of the front-end ASICis changed.
The low gain (large Cf) is used for the physics mode when the front-end processes signals from
large charge depositions in the sensor, while the high gain (small Cf) is used in the calibration
mode. Assuming high enough open loop gain of the pre-amplifier (Apre) and the shaper amplifier
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Figure 20: (a)Output pulses in physics mode as a function of the input capacitance for Qin=3.3 pC.
(b) Noise ENC measurements obtained with true r.m.s. meter for the front-end ASIC.

(Ash), the transfer function of this circuit is given by

Uout(s)
I in(s)

=
1

CfCiRs
· s+1/CpRp

s+1/CfRf
· 1
(s+1/CiRi)(s+1/Cp(Rp||Rs))

. (6.1)

By setting properly the PZC parameters (CfRf = CpRp) and by equalising the shaping time con-
stants (CiRi = Cp(Rp||Rs)), one obtains the first order shaping, equivalent to a CR-RC filter, with a
peaking time Tpeak= CiRi . A simple first order shaping is chosen as a trade-off betweenthe noise
and the power dissipation. Regarding the noise, the main requirement is to obtain in calibration
mode the signal to noise ratio of about 10 for the largest sensor capacitances. Both of the ampli-
fying stages (Apre,Ash) are designed as folded cascodes [41] with active loads, followed by source
followers. In the prototype ASIC, eight front-end channelsare implemented. A more detailed
discussions of the front-end ASICs can be found in ref. [42].

6.1.2 Front-end electronics measurements

Figure20ashows the response of the front-end channel to charge injected through the input test
capacitance for different values of the input capacitance,Cdet, within the interesting range. The
sensor capacitance is simulated with an external capacitor. It is seen that both the amplitude and
the peaking time are not sensitive to the value of the input capacitance in agreement with HSPICE
simulations.

The output noise has been measured using a HP3400 true r.m.s.meter [43]. The equivalent
noise charge, ENC, as a function of input capacitance is shown in figure20b. Results obtained for
the physics and calibration modes are shown on the same plot.Since the HP3400 bandwidth is only
up to 10 MHz the numbers may be underestimated by about 20%. The measured ENC as a function
of Cdet are in agreement with simulations. In particular, in the calibration mode the signal to noise
ratio of 10 is maintained for input capacitances up to about 100 pF. For a few points additional
noise measurements have been performed by measuring the output noise spectra using a HP4195A
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Figure 21: Static measurements of(a) INL and (b) DNL at 20 MHz sampling frequency.

spectrum analyser [43] and then integrating it numerically. The results of such measurements are
added in figure20b. They agree within their uncertainties with the HP3400 measurements.

In order to test the effectiveness of the PZC circuit, the front-end response has been measured
as a function of the rate of input pulses. To avoid input charges of both polarities when using a
square-wave test signal, the staircase test waveforms are synthesised using the Tektronix AWG2021
waveform generator. It was found that the change in amplitude reaches 2% for input rates of
about 3 MHz and is quite insensitive to the input capacitance. The power consumption of about
8.9 mW/channel is measured in accordance with expectationsfrom simulation.

6.1.3 ADC design

As a compromise between speed, area and power consumption the ADC was designed using
pipeline technology. A 1.5-bit per stage architecture is chosen because of its simplicity and immu-
nity to the offsets in the comparator and amplifier circuits.The prototype ADC consists of an input
sample and hold circuit, 9 pipeline stages and digital correction circuitry. In addition, the power
switching feature is also implemented. More details about the ADC design can be found in ref. [44].

6.1.4 ADC performance measurements

The static measurements of the Integral Nonlinearity, INL,and the Differential Nonlinearity, DNL,
obtained at a sampling frequency of 20 MHz, are shown in figures21aand21b, respectively. These
parameters are calculated using the histogramming method.The measured INL is always less than
1 LSB while the DNL is below 0.5 LSB. These results attest to a very good ADC linearity. To
estimate the dynamic performance, measurements with sinusoidal wave input are performed [45].
An example of a measured Fourier spectrum using a 1.8 MHz fullscale (0 dB) input signal sampled
at 20 MHz is shown in figure22a. It is seen that the noise and harmonic components are small
enough not to affect significantly the resolution. The signal to noise ratio, SNHR, is measured as
a function of sampling frequency as shown in figure22b. An SNHR of about 58 dB is obtained in
the frequency range up to almost 25 MHz.

6.2 BeamCal readout

The BeamCal ASIC, designed for 180 nm TSMC technology, will be able to handle 32 channels.
The two modes of operation require a front-end circuit capable of a wide performance envelope:
high slew rate for standard data taking, and low noise for calibration. In standard data taking the
occupancy is high, and therefore all data from a full bunch train must be recorded, to be read out be-
tween bunch trains. Because of its reliability, density andredundancy, a digital memory array will
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Figure 22: (a)Example of the Fourier spectrum measurement with fin=1.8 MHz and fclk=20 MHz,
(b) SNHR as a function of the sampling rate.

be used to store the data from all collisions in each bunch train. This choice requires a sampling rate
of 3.25 MHz per channel, which is achieved by 10-bits, successive approximation analog-to-digital
converters [46]. The small size of this ADC architecture allows to use one converter per channel.

In this front-end ASIC, the dominant noise source is the charge sensitive amplifier series noise.
Assuming 40 pF input capacitance, high occupancy and the 300ns period, a careful design of noise
filtering and baseline restoration is necessary [47].

In order to take advantage of all the time available for signal processing, the filter for calibra-
tion operation has been implemented using switched-capacitor, SC, circuits [48]. This technique
allows to precisely define the circuit time constants depending on the input clock frequency and the
ratio of two capacitors. Baseline restoration is achieved by means of a fast gated reset, followed
by a slow reset-release technique to reduce the effect of a split doublet. The slow reset-release is
implemented using SC circuits.

In standard data taking operation, an adequate noise power is effectively achieved by means
of a slow reset-release technique, similar to that used in calibration operation. An explicit filter
for standard data taking operation is unnecessary, as the amplifier bandwidth suffices for noise
filtering purposes.

Figure 23 shows a simplified block diagram for a single channel. In standard data taking
operation, since filtering is unnecessary, the integrator is bypassed to reduce power consumption.

For design purposes, the transistor-level noise analysis has been carried out using the gm/ID

technique [49], which takes noise coefficients directly from SPICE simulation results. As this
is a gated front-end, the system-level noise analysis has been done using the weighting func-
tion approach.

Since the system’s dominant noise source is series noise, a triangular-shaped weighting func-
tion effectively minimises the output noise power. The negative slope section of the triangular
weighting function is easily implemented by means of an integrator — in this case, a SC integra-
tor. The positive slope section is achieved by means of the slow reset-release technique mentioned
earlier. The weighting function resulting from an ideal reset-release and a SC integrator is shown
in figure24, left; a more realistic weighting function, reconstructedfrom SPICE simulation results,
is shown in the right plot. In both cases, the target noise level is effectively achieved.
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Figure 24: Front-end weighting function assuming ideal components (left) and simulation results
(right) in the calibration mode

6.2.1 Circuit implementation

The charge sensitive amplifier is a folded-cascode amplifierwith NMOS input device, connected to
a switched-capacitor feedback network. The amplifier inputtransistor is biased at 450µA whereas
the load works at about 50µA. The feedback network consist of two feedback capacitors of 0.9
pF and 44.1 pF for calibration and standard data taking modes, respectively. Both have a reset
transistor, with a gate voltage driven by the switched-capacitor reset-release network. The amplifier
output is pseudo-differential.

In order to isolate the amplifier from the filter’s SC-relatedkickback noise, a buffer circuit is
used. The buffer also allows signal shifting, producing a more adequate common-mode level for
the filter. The buffer consumes 130µA and consists of a source follower, with cascoded current
source and an additional device to keep a nearly constant operational point in the input transistor.
This serves the purpose of enhancing the buffer linearity.

The filter implemented is a fully-differential switched-capacitor integrator. Capacitor values
were carefully designed in order to obtain the adequate noise performance. The core of the inte-
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Figure 25: BeamCal Instrumentation ASIC Prototype

0 256 512 768 1024

−2.0

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

2.0

Code

C
ha

nn
el

 IN
L 

(L
S

B
)

(a)

0 256 512 768 1024

−0.4

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

0.4

Code

C
ha

nn
el

 D
N

L 
(L

S
B

)

(b)

Figure 26: Results of(a) the INL and(b) the DNL using 2 fF unit capacitors.

grator is a class A/AB amplifier [50] that consumes 456µA.

The converter is a 10-bit, fully-differential successive approximation register ADC. The one
included in the BeamCal ASIC has 16 fF unit capacitances, andsimilar versions with 4 fF and 2 fF
unit capacitances were also designed for individual characterisation.

The BeamCal ASIC prototype, similar to the ASIC described infigure23, but including only
three channels and no internal memory, was fabricated and iscurrently being tested. Figure25
shows the 2.4 mm× 2.4 mm die.

6.2.2 Test results

The ADC in the BeamCal ASIC has been quantitatively characterised, along with the additional
versions of the ADC using smaller unit capacitances. Figures 26a and 26b show the INL and
DNL for the ADC using 2 fF capacitors. The measurements were done at the nominal sampling
frequency of 3.125MHz. The ADC input was a ramp, generated by16-bit DAC, and the static
performance measurements were calculated using the histogram method on the ADC digital output.
The results are consistent with unit capacitance matching better than 0.1%. The INL cubic-like
shape in figure26a is explained due to copper dishing effects, and will be corrected in future
versions by re-arranging the capacitor array connections.

– 23 –



2
0
1
0
 
J
I
N
S
T
 
5
 
P
1
2
0
0
2

Figure 27: Picture of the prototype of the pair monitor readout ASIC and schematic diagram of
the circuit in a readout cell. The readout cell consists of the amplifier, comparator, 8-bit counter,
and 16 count-registers.

6.3 Pair monitor readout

A prototype ASIC has been designed with 36 readout cells arranged as an array of 6×6, as shown
in figure27. Each cell has an amplifier block, comparator, an 8-bit counter and a 16 count-registers.
The amplifier block consists of a charge sensitive pre-amplifier, a threshold block and a differential-
amplifier. The pre-amplifier is a constant-current feedback-type amplifier. The time-over-threshold
of the output signal is proportional to the injected charge through the constant current feedback
in the pre-amplifier. In the 8-bit counter, the Gray code is used to count the number of hits. The
16 count-registers are prepared to store hit counts in one bunch train subdivided in 16 time slices.
There are also decoders which select a count-register to store and readout the hit count. A shift
register to select a readout pixel, data transfer to the output line and distributor of the operation
signals are arranged around the 36 readout cells as a glue logic. The bonding pad is prepared in
each cell to be attached to a sensor with bump bonding. The prototype ASIC has been produced
with TSMC 250 nm CMOS process. The chip size is 4×4 mm2, and the readout cell size is
400×400 µm2.

Figure28 shows the response of the counter block. The state of the counter bits changes at
each test pulse indicating a bunch crossing. The number of hits is measured in 16 time slices of a
bunch train. The data stored will then be read-out during theinter-train time. The test is performed
counting the hits in each time slice with a count rate of 4 MHz,larger than expected at the ILC.
The number of hits was counted without any bit lost.

We also studied the noise level in the circuit. The count efficiency was investigated as a
function of the threshold voltage at the comparator. Fitting the efficiency curve with the error
function, a standard deviation of 0.94 mV was obtained. Withthe gain of 1.6× 10−3 mV per
electron, this corresponds to an ENC of about 600 electrons.

As the next step, a pair-monitor prototype will be built in Silicon On Insulator technology.
The sensor and readout ASIC will be prepared on the same wafer. This prototype will be used
to investigate not only the standard characteristics but also the radiation tolerance. Currently, an
ASIC is developed in OKI 0.2µm FD-SOI CMOS [51] technology.
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Figure 28: Output signals from the counter block. The lower 3 bits of the 8-bit counter are shown.
The test-pulse timing corresponds to the bunch crossing frequency if the ILC.

7 Summary

A design for the instrumentation of the very forward region of a detector at the International Linear
collider is presented. Two calorimeter are planned, LumiCal to measure precisely the luminosity
and BeamCal, supplemented by a pair monitor, for a fast luminosity estimate and beam tuning.
Both calorimeters extend the coverage of the detector to small polar angles. Parameters relevant
for the physics program have been estimated by Monte Carlo simulations and found to match the
requirements for the chosen geometry. Prototypes of the major components such as sensors, front-
end ASICs and ADC ASICs are developed, produced and tested. Their measured performance
fulfils the specifications derived from the Monte Carlo simulations. The results presented here
demonstrate that the sensors and the ASICs are ready to be integrated into a fully functional proto-
type detector and to perform, as the next step, tests of fullyassembled sensor plane prototypes.

Acknowledgments

This work is supported by the Commission of the European Communities under the 6th Frame-
work Program ”Structuring the European Research Area”, contract number RII3-026126. Tsukuba
University is supported in part by the Creative Scientific Research Grant No. 18GS0202 of the
Japan Society for Promotion of Science. The AGH-UST is supported by the Polish Ministry of
Science and Higher Education under contract Nr. 372/6.PRUE/2007/7. The INP PAN is supported
by the Polish Ministry of Science and Higher Education undercontract Nr. 141/6.PR UE/2007/7.
IFIN-HH is supported by the Romanian Ministry of Education,Research and Innovation through
the Authority CNCSIS under contract IDEI-253/2007. The VINCA group is benefiting from the
project ”Physics and Detector R&D in HEP Experiments” supported by the Ministry of Science of

– 25 –



2
0
1
0
 
J
I
N
S
T
 
5
 
P
1
2
0
0
2

the Republic of Serbia. J. Aguilar, P. Ambalathankandy and O. Novgorodova are supported by the
7th Framework Programme ”Marie Curie ITN”, grant agreementnumber 214560.

References

[1] International Linearcollider Reference Report(2007),
http://www.linearcollider.org/about/Publications/Reference-Design-Report.

[2] The Compact Linear Collider Study, http://clic-study.web.cern.ch/clic-study/.

[3] T. Abe et al.,The International Large Detector: Letter of Intent, FERMILAB-LOI-2010-01,
FERMILAB-PUB-09-682-E, DESY-2009-87, KEK-REPORT-2009-6, arXiv:1006.3396 (2010).

[4] E.L. Berger et al.,SiD Letter of Intent(2009),https://confluence.slac.stanford.edu/display/SiD/home.

[5] H. Abramowicz et al.,Instrumentation of the very forward region of a linear collider detector,
IEEE Trans.Nucl.Sci.51 (2004) 2983.

[6] K. Mönig, Physics needs for the forward region, in V. Workshop: Instrumentation of the Forward
Region of a Linear Collider Detector, August, 26–28 (2004) DESY, Zeuthen, Germany,
http://www-zeuthen.desy.de/lcdet/Aug04 WS/aug04 ws.html.

[7] Ch. Grah and A. Sapronov,Beam parameter determination using beamstrahlung photonsand
incoherent pairs, 2008JINST3 P10004.

[8] R. Bonciani and A. Ferroglia,Bhabha Scattering at NNLO,
Nucl. Phys. B Proc. Suppl.181-182 (2008) 259;
T. Becher and K. Melnikov,JHEP06 (2007) 084;
S. Actis, M. Czakon, J. Gluza and T. Riemann,Fermionic NNLO contributions to Bhabha scattering,
Acta Phys.Polon.B 38 (2007) 3517;
A.A. Penin,Two-loop photonic corrections to massive Bhabha scattering,
Nucl. Phys.B 734 (2006) 185;
M. Czakon, J. Gluza and T. Riemann,The Planar four-point master integrals for massive two-loop
Bhabha scattering, Nucl. Phys.B 751 (2006) 1.

[9] S. Jadach, W. Placzek and B.F.L. Ward,BHWIDE 1.00: O(α) YFS exponentiated Monte Carlo for
Bhabha scattering at wide angles for LEP1/SLC and LEP2, Phys. Lett.B 390 (1997) 298.

[10] S. Agostinelli et al.,Geant4 — a simulation toolkit, Nucl. Instrum. Meth.A 506 (2003) 250.

[11] MOKKA, A simulation program for linear collider detectors, http://polzope.in2p3.fr:8081/MOKKA/.

[12] T.C. Awes, F.E. Obenshain, F. Plasil, S. Saini, S.P. Sorensen and G.R. Young,A simple method of
shower localization and identification in laterally segmented calorimeters,
Nucl. Instrum. Meth.311 (1992) 130.

[13] I. Sadeh,Luminosity measurement at the International Linear Collider, arXiv:1010.5992.

[14] H. Abramowicz et al.,Redefinition of the geometry of the luminosity calorimeter,
EUDET-Memo-2008-09(2008),http://www.eudet.org.

[15] H. Abramowicz et al.,Revised requirements on the readout of the luminosity calorimeter.
EUDET-Memo-2008-08(2008),http://www.eudet.org.

[16] J. Brau et al.,ILC Reference Design Report, arXiv:0712.1950.

[17] D. Schulte,Beam-beam simulations with guinea-pig, CERN-PS-99-014LPCLIC-Note 387 (1998).

[18] A. Seryi, T. Maruyama and B. Parker,IR optimization and anti-DID, SLAC-PUB-11662 (2006).

– 26 –

http://www.linearcollider.org/about/Publications/Reference-Design-Report
http://clic-study.web.cern.ch/clic-study/
https://confluence.slac.stanford.edu/display/SiD/home
http://dx.doi.org/10.1109/TNS.2004.839097
http://www-zeuthen.desy.de/lcdet/Aug_04_WS/aug_04_ws.html
http://dx.doi.org/10.1088/1748-0221/3/10/P10004
http://dx.doi.org/10.1016/j.nuclphysbps.2008.09.047
http://dx.doi.org/10.1088/1126-6708/2007/06/084
http://dx.doi.org/10.1016/j.nuclphysb.2005.11.016
http://dx.doi.org/10.1016/j.nuclphysb.2006.05.033
http://dx.doi.org/10.1016/S0370-2693(96)01382-2
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://polzope.in2p3.fr:8081/MOKKA/
http://dx.doi.org/10.1016/0168-9002(92)90858-2
http://arxiv.org/abs/1010.5992
http://www.eudet.org
http://www.eudet.org
http://arxiv.org/abs/0712.1950


2
0
1
0
 
J
I
N
S
T
 
5
 
P
1
2
0
0
2

[19] P. Bambade, V. Drugakov and W. Lohmann,The impact of Beamcal performance at different ILC
beam parameters and crossing angles on stau searches, Pramana J. Phys.69 (2007) 1123.

[20] A. Heikkinen and N. Stepanov,Bertini Intra-nuclear Cascade implementation in Geant4,
Proceedings of CHEP03(2003) La Jolla, California [nucl-th/0306008].

[21] C. Coca et al.,Expected electromagnetic and neutron doses for the BeamCalat ILD Rom. J.Phys55
(2010) 687.

[22] T. Tauchi and K. Yokoya,Nanometer beam-size measurement during collisions at linear colliders,
Phys. Rev.E 51 (1995) 6119.

[23] T. Tauchi, K. Yokoya and P. Chen,Pair creation from beam-beam interaction in linear colliders, Part.
Accel.41 (1993) 29.

[24] K. Ito, Study of Beam Profile Measurement at Interaction Point in International Linear Collider,
arXiv:0901.4151.

[25] A. Elagin,The optimized sensor segmentation for the very forward calorimeter, in proceedings ofthe
2005 International Linear Collider Physics and Detector Workshop, Snowmass, Colorado, ECONF
C0508141 (2005) ALCPG0719.

[26] J. Blocki et al.,LumiCal new mechanical structure, EUDET-Memo-2009-10(2009),
http://www.eudet.org/.

[27] J. Blocki et al.,Laser alignment system for LumiCal, EUDET-Report-2008-05(2008),
http://www.eudet.org.

[28] C. Rimbault, P. Bambade, K. Monig and D. Schulte,Impact of beam-beam effects on precision
luminosity measurements at the ILC, 2007JINST2 P09001.

[29] W. Kilian, WHIZARD: A generic Monte-Carlo integration and event generation package for
multi-particle processes, LC-TOOL-2001-039 (2001).

[30] V.N. Pozdnyakov,Two-photon interactions at LEP, Phys. Part. Nucl. Lett.4 (2007) 289.

[31] S. Jadach, E. Richter-Was, B.F.L. Ward and Z. Was,Monte Carlo program BHLUMI for Bhabha
scattering at low polar angle with Yennie-Frautschi-Suuraexponentiation,
Comp. Phys. Commun.70 (1992) 305.

[32] B. Pawlik et al.,BARBIE V4.3, Simulation-package of the LumiCal Detector,
http://www.ifj.edu.pl/dept/no1/nz13/barbi.php.

[33] I. Smiljanic et al.,Towards a final selection for luminosity measurement, Proceedings of the
Workshop of the Collaboration on Forward Calorimetry at ILC(2008), Belgrade Serbia.

[34] Ch. Grah et al.,Report to the Detector R&D Panel — Instrumentation of the Very Forward Region,
Hamburg, Germany (2007),http://www.desy.de/prc/docsrd/prc rd 02 01 update05 07.pdf.

[35] S. Boogert et al.,Polarimeters and Energy Spectrometers for the ILC Beam Delivery System,
2009JINST4 P10015.

[36] S-DALINAC: Superconducting DArmstadt LInear ACcelerator,
http://www.ikp.tu-darmstadt.de/beschleuniger1/S-DALINAC.de.jsp.

[37] Ch. Grah et al.,Radiation hard sensor for the BeamCal of the ILD detector, Proceedings of the IEEE
conference, October 27 – November 3 (2007) Honolulu, U.S.A.

[38] Ch. Grah et al.,Polycrystalline CVD Diamonds for the Beam Calorimeter of the ILC,
IEEE Trans. Nucl. Sci.56 (2009) 462.

– 27 –

http://dx.doi.org/10.1007/s12043-007-0240-0
http://arxiv.org/abs/nucl-th/0306008
http://dx.doi.org/10.1103/PhysRevE.51.6119
http://arxiv.org/abs/0901.4151
http://www.eudet.org/
http://www.eudet.org
http://dx.doi.org/10.1088/1748-0221/2/09/P09001
http://dx.doi.org/10.1134/S1547477107040024
http://dx.doi.org/10.1063/1.43364
http://www.ifj.edu.pl/dept/no1/nz13/barbi.php
http://www.desy.de/prc/docs_rd/prc_rd_02_01_update_05_07.pdf
http://dx.doi.org/10.1088/1748-0221/4/10/P10015
http://www.ikp.tu-darmstadt.de/beschleuniger_1/S-DALINAC.de.jsp
http://dx.doi.org/10.1109/TNS.2009.2013853


2
0
1
0
 
J
I
N
S
T
 
5
 
P
1
2
0
0
2

[39] J. Blocki et al.,Silicon Sensors Prototype for LumiCal Calorimeter, EUDET-Memo-2009-07 (2009),
http://www.eudet.org.

[40] M. Idzik et al.,Status of VFCAL, EUDET-memo-2008-01(2008),http://www.eudet.org.

[41] E. Beuville et al..AMPLEX, a low-noise, low-power analog CMOS signal processor for
multi-element silicon particle detectors, Nucl. Instrum. Meth.A 288 (1990) 157.

[42] M. Idzik, Sz. Kulis and D. Przyborowski,Development of front-end electronics for the luminosity
detector at ILC, Nucl. Instrum. Meth.A 608 (2009) 169.

[43] http://www.home.agilent.com.

[44] M. Idzik, K. Swientek and Sz. Kulis,Development of a Pipeline ADC for the Luminosity Detector at
ILC, 2010JINST5 P04006.

[45] IEEE standard for terminology and test methods for analog-to-digital converters, IEEE-STD-1241
(2000).

[46] J.L. McCreary and P.R. Gray,All-MOS charge redistribution analog-to-digital conversion techniques.
I, IEEE J. Solid-State Circ.10 (1975) 371.

[47] H. Spieler,Semiconductor Detector Systems. Oxford University Press, Oxford U.K. (2005).

[48] R. Gregorian, K.W. Martin and G.C. Temes,Switched-capacitor circuit design,
IEEE Proc.71 (1983) 941.

[49] F. Silveira, D. Flandre and P.G.A. Jespers,A gm/ID based methodology for the design of CMOS
analog circuits and its application to the synthesis of a silicon-on-insulator micropower OTA,
IEEE J. Solid-State Cir.31 (1996) 1314.

[50] S. Rabii,Design of Low-Voltage Low-Power Sigma-Delta Modulators, PhD thesis, Stanford
University (1998).

[51] Y. Arai, Electronics and sensor study with the OKI SOI process, in proceedings of theTopical
workshop on electronics for particle physics (TWEPP-07), September 3–7 (2007) Prague, Czech
Republic.

– 28 –

http://www.eudet.org
http://www.eudet.org
http://dx.doi.org/10.1016/0168-9002(90)90481-K
http://dx.doi.org/10.1016/j.nima.2009.06.059
http://www.home.agilent.com
http://dx.doi.org/10.1088/1748-0221/5/04/P04006
http://dx.doi.org/10.1109/JSSC.1975.1050629 
http://dx.doi.org/10.1109/PROC.1983.12700
http://dx.doi.org/10.1109/4.535416


J
H
E
P
1
2
(
2
0
1
2
)
0
7
2

Published for SISSA by Springer

Received: August 2, 2012

Revised: November 8, 2012

Accepted: November 23, 2012

Published: December 13, 2012

Time-dependent angular analysis of the decay

B0
s→J/ψφ and extraction of ∆Γs and the

CP -violating weak phase φs by ATLAS

The ATLAS collaboration

E-mail: atlas.publications@cern.ch

Abstract: A measurement of B0
s → J/ψφ decay parameters, including the CP -violating

weak phase φs and the decay width difference ∆Γs is reported, using 4.9 fb−1 of integrated

luminosity collected in 2011 by the ATLAS detector from LHC pp collisions at a centre-

of-mass energy
√
s = 7 TeV. The mean decay width Γs and the transversity amplitudes

|A0(0)|2 and |A‖(0)|2 are also measured. The values reported for these parameters are:

φs = 0.22 ± 0.41 (stat.)± 0.10 (syst.) rad

∆Γs = 0.053 ± 0.021 (stat.)± 0.010 (syst.) ps−1

Γs = 0.677 ± 0.007 (stat.)± 0.004 (syst.) ps−1

|A0(0)|2 = 0.528 ± 0.006 (stat.)± 0.009 (syst.)

|A‖(0)|2 = 0.220 ± 0.008 (stat.)± 0.007 (syst.)

where the values quoted for φs and ∆Γs correspond to the solution compatible with the

external measurements to which the strong phase δ⊥ is constrained and where ∆Γs is

constrained to be positive. The fraction of S-wave KK or f0 contamination through the

decays B0
s → J/ψK+K−(f0) is measured as well and is found to be consistent with zero.

Results for φs and ∆Γs are also presented as 68%, 90% and 95% likelihood contours, which

show agreement with Standard Model expectations.
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1 Introduction

New phenomena beyond the predictions of the Standard Model (SM) may alter CP viola-

tion in B-decays. A channel that is expected to be sensitive to new physics contributions

is the decay B0
s → J/ψφ. CP violation in the B0

s → J/ψφ decay occurs due to interfer-

ence between direct decays and decays occurring through B0
s −B0

s mixing. The oscillation

frequency of B0
s meson mixing is characterized by the mass difference ∆ms of the heavy

(BH) and light (BL) mass eigenstates. The CP -violating phase φs is defined as the weak

phase difference between the B0
s − B0

s mixing amplitude and the b → ccs decay ampli-

tude. In the absence of CP violation, the BH state would correspond exactly to the

CP -odd state and the BL to the CP -even state. In the SM the phase φs is small and

can be related to CKM quark mixing matrix elements via the relation φs ≃ −2βs, with

βs = arg[−(VtsV
∗
tb)/(VcsV

∗
cb)]; a value of φs ≃ −2βs = −0.0368± 0.0018 rad [1] is predicted

in the SM. Many new physics models predict large φs values whilst satisfying all existing

constraints, including the precisely measured value of ∆ms [2, 3].

– 1 –
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Another physical quantity involved in B0
s − B0

s mixing is the width difference ∆Γs =

ΓL−ΓH of BL and BH . Physics beyond the SM is not expected to affect ∆Γs as significantly

as φs [4]. Extracting ∆Γs from data is nevertheless useful as it allows theoretical predictions

to be tested [4].

The decay of the pseudoscalar B0
s to the vector-vector final-state J/ψφ results in an

admixture of CP -odd and CP -even states, with orbital angular momentum L = 0, 1 or

2. The final states with orbital angular momentum L = 0 or 2 are CP -even while the

state with L = 1 is CP -odd. No flavour tagging to distinguish between the initial B0
s and

B0
s states is used in this analysis; the CP states are separated statistically through the

time-dependence of the decay and angular correlations amongst the final-state particles.

In this paper, measurements of φs, the average decay width Γs = (ΓL + ΓH)/2 and

the value of ∆Γs, using the fully reconstructed decay B0
s → J/ψ(µ+µ−)φ(K+K−) are

presented. Previous measurements of these quantities have been reported by the CDF

and DØ collaborations [6, 5] and recently by the LHCb collaboration [7]. The analysis

presented here uses data collected by the ATLAS detector from LHC pp collisions running at√
s = 7 TeV in 2011, corresponding to an integrated luminosity of approximately 4.9 fb−1.

2 ATLAS detector and Monte Carlo simulation

The ATLAS experiment [8] is a multipurpose particle physics detector with a forward-

backward symmetric cylindrical geometry and near 4π coverage in solid angle. The inner

tracking detector (ID) consists of a silicon pixel detector, a silicon microstrip detector and

a transition radiation tracker. The ID is surrounded by a thin superconducting solenoid

providing a 2T axial magnetic field, and by high-granularity liquid-argon (LAr) sampling

electromagnetic calorimeter. An iron/scintillator tile calorimeter provides hadronic cov-

erage in the central rapidity range. The end-cap and forward regions are instrumented

with LAr calorimeters for both electromagnetic and hadronic measurements. The muon

spectrometer (MS) surrounds the calorimeters and consists of three large superconducting

toroids with eight coils each, a system of tracking chambers, and detectors for triggering.

The muon and tracking systems are of particular importance in the reconstruction of

B meson candidates. Only data where both systems were operating correctly and where

the LHC beams were declared to be stable are used. The data were collected during a

period of rising instantaneous luminosity at the LHC, and the trigger conditions varied

over this time.

The triggers used to select events for this analysis are based on identification of a

J/ψ → µ+µ− decay, with either a 4 GeV transverse momentum1 (pT) threshold for each

muon or an asymmetric configuration that applies a higher pT threshold (4 − 10 GeV) to

one of the muons and a looser muon-identification requirement (pT threshold below 4 GeV)

to the second one.

Monte Carlo (MC) simulation is used to study the detector response, estimate back-

grounds and model systematic effects. For this study, 12 million MC-simulated B0
s → J/ψφ

1The ATLAS coordinate system and the definition of transverse momentum are described in reference [8].
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events were generated using PYTHIA [9] tuned with recent ATLAS data [10]. No pT cuts

were applied at the generator level. Detector responses for these events were simulated

using an ATLAS simulation package based on GEANT4 [11, 12]. In order to take into ac-

count the varying trigger configurations during data-taking, the MC events were weighted

to have the same trigger composition as the collected collision data. Additional samples

of the background decay B0 → J/ψK0∗ as well as the more general bb → J/ψX and

pp→ J/ψX backgrounds were also simulated using PYTHIA.

3 Reconstruction and candidate selection

Events passing the trigger and the data quality selections described in section 2 are required

to pass the following additional criteria: the event must contain at least one reconstructed

primary vertex built from at least four ID tracks in order to be considered in the subsequent

analysis; the event must contain at least one pair of oppositely charged muon candidates

that are reconstructed using two algorithms that combine the information from the MS and

the ID [13]. In this analysis the muon track parameters are taken from the ID measurement

alone, since the precision of the measured track parameters for muons in the pT range of

interest for this analysis is dominated by the ID track reconstruction. The pairs of muon

tracks are refitted to a common vertex and accepted for further consideration if the fit

results in χ2/d.o.f. < 10. The invariant mass of the muon pair is calculated from the

refitted track parameters. To account for varying mass resolution, the J/ψ candidates are

divided into three subsets according to the pseudorapidity η of the muons. A maximum

likelihood fit is used to extract the J/ψ mass and the corresponding resolution for these

three subsets. When both muons have |η| < 1.05, the di-muon invariant mass must fall

in the range (2.959 − 3.229) GeV to be accepted as a J/ψ candidate. When one muon

has 1.05 < |η| < 2.5 and the other muon |η| < 1.05, the corresponding signal region is

(2.913 − 3.273) GeV. For the third subset, where both muons have 1.05 < |η| < 2.5, the

signal region is (2.852−3.332) GeV. In each case the signal region is defined so as to retain

99.8% of the J/ψ candidates identified in the fits.

The candidates for φ→ K+K− are reconstructed from all pairs of oppositely charged

tracks with pT > 0.5 GeV and |η| < 2.5 that are not identified as muons. Candidates

for B0
s → J/ψ(µ+µ−)φ(K+K−) are sought by fitting the tracks for each combination of

J/ψ → µ+µ− and φ → K+K− to a common vertex. All four tracks are required to have

at least one hit in the pixel detector and at least four hits in the silicon strip detector. The

fit is further constrained by fixing the invariant mass calculated from the two muon tracks

to the world average J/ψ mass [14]. These quadruplets of tracks are accepted for further

analysis if the vertex fit has a χ2/d.o.f. < 3, the fitted pT of each track from φ → K+K−

is greater than 1GeV and the invariant mass of the track pairs (under the assumption that

they are kaons) falls within the interval 1.0085 GeV < m(K+K−) < 1.0305 GeV. In total

131k B0
s candidates are collected within a mass range of 5.15 < m(B0

s ) < 5.65 GeV used

in the fit.
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For each B0
s meson candidate the proper decay time t is determined by the expression:

t =
Lxy MB

c pTB

,

where pTB
is the reconstructed transverse momentum of the B0

s meson candidate and M
B

denotes the world average mass value [14] of the B0
s meson (5.3663 GeV). The transverse

decay length Lxy is the displacement in the transverse plane of the B0
s meson decay vertex

with respect to the primary vertex, projected onto the direction of B0
s transverse momen-

tum. The position of the primary vertex used to calculate this quantity is refitted following

the removal of the tracks used to reconstruct the B0
s meson candidate.

For the selected events the average number of pileup interactions is 5.6, necessitating

a choice of the best candidate for the primary vertex at which the B0
s meson is produced.

The variable used is a three-dimensional impact parameter d0, which is calculated as the

distance between the line extrapolated from the reconstructed B0
s meson vertex in the di-

rection of the B0
s momentum, and each primary vertex candidate. The chosen primary

vertex is the one with the smallest d0. Using MC simulation it is shown that the fraction

of B0
s candidates which are assigned the wrong primary vertex is less than 1% and that the

corresponding effect on the final results is negligible. No B0
s meson lifetime cut is applied

in the analysis.

4 Maximum likelihood fit

An unbinned maximum likelihood fit is performed on the selected events to extract the

parameters of the B0
s → J/ψ(µ+µ−)φ(K+K−) decay. The fit uses information about the

reconstructed mass m, the measured proper decay time t, the measured mass and proper

decay time uncertainties σm and σt, and the transversity angles Ω of each B0
s → J/ψφ

decay candidate. There are three transversity angles; Ω = (θT , ψT , ϕT ) and these are

defined in section 4.1.

The likelihood function is defined as a combination of the signal and background

probability density functions as follows:

ln L =
N
∑

i=1

{

wi · ln
(

fs · Fs(mi, ti,Ωi) + fs · fB0 · FB0(mi, ti,Ωi)

+ (1− fs · (1 + fB0))Fbkg(mi, ti,Ωi)
)

}

+ lnP (δ⊥) (4.1)

where N is the number of selected candidates, wi is a weighting factor to account for the

trigger efficiency (described in section 4.5), fs is the fraction of signal candidates, fB0 is

the fraction of peaking B0 meson background events (described in section 4.2) calculated

relative to the number of signal events; this parameter is fixed in the likelihood fit. The

mass mi, the proper decay time ti and the decay angles Ωi are the values measured from

the data for each event i. Fs, FB0 and Fbkg are the probability density functions (PDF)

modelling the signal, the specific B0 background and the other background distributions,

respectively. P (δ⊥) is a constraint on the strong phase δ⊥. A detailed description of the

PDF functions and other terms in the equation (4.1) is given in sections 4.1–4.5.
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4.1 Signal PDF

The PDF describing the signal events, Fs, has the form of a product of PDFs for each

quantity measured from the data:

Fs(mi , ti ,Ωi) = Ps(mi |σmi
) · Ps(σmi

) · Ps(Ωi , ti |σti ) · Ps(σti ) · A(Ωi , pTi) · Ps(pTi) (4.2)

The terms Ps(mi|σmi
), Ps(Ωi, ti|σti) and A(Ωi, pTi) are explained in the current section, and

the remaining per-candidate uncertainty terms Ps(σmi
), Ps(σti) and Ps(pTi) are described

in section 4.4. Ignoring detector effects, the joint distribution for the decay time t and the

transversity angles Ω for the B0
s → J/ψ(µ+µ−)φ(K+K−) decay is given by the differential

decay rate [15]:

d4Γ

dt dΩ
=

10
∑

k=1

O(k)(t)g(k)(θT , ψT , ϕT ), (4.3)

where O(k)(t) are the time-dependent amplitudes and g(k)(θT , ψT , ϕT ) are the angular func-

tions, given in table 1. The time-dependent amplitudes are slightly different for decays of

mesons that were initially B0
s . As an untagged analysis is performed here, all B0

s meson

candidates are assumed to have had an equal chance of initially being either a particle or

anti-particle. This leads to a significant simplification of the time-dependent amplitudes as

any terms involving the mass splitting ∆ms cancel out. These simplified time-dependent

amplitudes are given in table 1. A⊥(t) describes a CP -odd final-state configuration while

both A0(t) and A‖(t) correspond to CP -even final-state configurations. AS describes the

contribution of CP -odd Bs → J/ψK+K−(f0), where the non-resonant KK or f0 meson

is an S-wave state. The corresponding amplitudes are given in the last four lines of ta-

ble 1 (k=7-10) and follow the convention used in previous analysis [7]. The likelihood is

independent of the invariant KK mass distribution.

The equations are normalised such that the squares of the amplitudes sum to unity;

three of the four amplitudes are fit parameters and |A⊥(0)|2 is determined according to

this constraint.

The angles (θT , ψT , ϕT ), are defined in the rest frames of the final-state particles. The

x-axis is determined by the direction of the φ meson in the J/ψ rest frame, the K+K−

system defines the xy plane, where py(K
+) > 0. The three angles are defined:

• θ, the angle between p(µ+) and the xy plane, in the J/ψ meson rest frame

• ϕ, the angle between the x-axis and pxy(µ
+), the projection of the µ+ momentum in

the xy plane, in the J/ψ meson rest frame

• ψ, the angle between p(K+) and −p(J/ψ) in the φ meson rest frame

It can be seen from table 1, that in the untagged analysis used in this study the time-

dependent amplitudes depending on δ⊥ (O(k)(t), k = 5, 6) are multiplied by sinφs. Previous

measurement by LHCb ref. [7] showed that φs is close to zero (0.15± 0.18± 0.06) rad. For

such a small value of φs the untagged analysis is not sensitive to δ⊥. A Gaussian constraint
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k O(k)(t) g(k)(θT , ψT , ϕT )

1 1
2 |A0(0)|2

[

(1 + cosφs) e
−Γ

(s)
L t + (1− cosφs) e

−Γ
(s)
H t

]

2 cos2 ψT (1− sin2 θT cos2 ϕT )

2 1
2 |A‖(0)|2

[

(1 + cosφs) e
−Γ

(s)
L t + (1− cosφs) e

−Γ
(s)
H t

]

sin2 ψT (1− sin2 θT sin2 ϕT )

3 1
2 |A⊥(0)|2

[

(1− cosφs) e
−Γ

(s)
L t + (1 + cosφs) e

−Γ
(s)
H t

]

sin2 ψT sin2 θT

4 1
2 |A0(0)||A‖(0)| cos δ|| 1√

2
sin 2ψT sin2 θT sin 2ϕT

[

(1 + cosφs) e
−Γ

(s)
L t + (1− cosφs) e

−Γ
(s)
H t

]

5 1
2 |A‖(0)||A⊥(0)|

(

e−Γ
(s)
H t − e−Γ

(s)
L t

)

cos(δ⊥ − δ||) sinφs sin2 ψT sin 2θT sinϕT

6 − 1
2 |A0(0)||A⊥(0)|

(

e−Γ
(s)
H t − e−Γ

(s)
L t

)

cos δ⊥ sinφs
1√
2
sin 2ψT sin 2θT cosϕT

7 1
2 |AS(0)|2

[

(1− cosφs) e
−Γ

(s)
L t + (1 + cosφs) e

−Γ
(s)
H t

]

2
3

(

1− sin2 θT cos2 ϕT
)

8 − 1
2 |AS(0)||A‖(0)|

(

e−Γ
(s)
H t − e−Γ

(s)
L t

)

sin(δ‖ − δS) sinφs
1
3

√
6 sinψT sin2 θT sin 2ϕT

9 1
2 |AS(0)||A⊥(0)| 1

3

√
6 sinψT sin 2θT cosϕT

[

(1− cosφs) e
−Γ

(s)
L t + (1 + cosφs) e

−Γ
(s)
H t

]

sin(δ⊥ − δS)

10 − 1
2 |A0(0)||AS(0)| sin(−δS)

(

e−Γ
(s)
H t − e−Γ

(s)
L t

)

sinφs
4
3

√
3 cosψT

(

1− sin2 θT cos2 ϕT
)

Table 1. Table showing the ten time-dependent amplitudes, O(k)(t) and the functions of the

transversity angles g(k)(θT , ψT , ϕT ). The amplitudes |A0(0)|2 and |A‖(0)|2 are for the CP -even

components of the B0
s → J/ψφ decay. |A(0)⊥|2 is the CP -odd amplitude. They have corresponding

strong phases δ0, δ‖ and δ⊥; by convention δ0 is set to be zero. The S-wave amplitude |AS(0)|2
gives the fraction of B0

s → J/ψK+K−(f0) and has a related strong phase δS .

to the best measured value, δ⊥ = (2.95 ± 0.39) rad [7], is therefore applied by adding a

Gaussian function term P (δ⊥) into the likelihood fit.

The signal PDF, Ps(Ωi, ti|σti) must take into account the time resolution and thus each

time-dependent element in table 1 is convoluted with a Gaussian function. This convolution

is performed numerically on an event-by-event basis where the width of the Gaussian is

the proper decay time uncertainty σti , multiplied by an overall scale factor to account for

any mis-measurements.

The angular sculpting of the detector and kinematic cuts on the angular distributions

is included in the likelihood function through A(Ωi, pTi). This is calculated using a four-

dimensional binned acceptance method, applying an event-by-event efficiency according to

the transversity angles (θT , ψT , ϕT ) and the pT of the B0
s . The acceptance was calculated

from the B0
s → J/ψφ MC events. In the likelihood function, the acceptance is treated as

an angular sculpting PDF, which is multiplied by the time- and angular-dependent PDF

describing the B0
s → J/ψ(µ+µ−)φ(K+K−) decays. Consequently, the complete angular

function must be normalised as a whole as both the acceptance and the time-angular decay

PDFs depend on the transversity angles. This normalisation is performed numerically in

the likelihood fit.
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Figure 1. Left: mass uncertainty distribution for data, the fits to the background and the signal

fractions and the sum of the two fits. Right: proper decay time uncertainty distribution for data,

the fits to the background and the signal fractions and the sum of the two fits.

The signal mass PDF, Ps(mi), is modelled as a single Gaussian function smeared

with an event-by-event mass resolution σmi
, see figure 1, which is scaled using a factor

to account for mis-estimation of the mass errors. The PDF is normalised over the range

5.15 < m(B0
s ) < 5.65 GeV.

4.2 Specific B0 background

The B0
s → J/ψ(µ+µ−)φ(K+K−) sample is contaminated with mis-reconstructed B0 →

J/ψK∗ and B0 → J/ψK+π− (non-resonant) decays, where the final-state pion is mis-

identified as a kaon. The two components of the background are referred to as B0 reflec-

tions, since the B0 is reconstructed as a B0
s meson and therefore lies within the B0

s meson

mass window rather than in the usual B0 mass range. The fractions of these components

are fixed in the likelihood fit to values (6.5±2.4)% and (4.5±2.8)% respectively. These val-

ues are calculated from the relative production fractions of the B0
s and B0 mesons and their

decay probabilities taken from the PDG values [14] and from their selection efficiencies,

which are determined from MC events. The corresponding uncertainties are dominated by

uncertainties in the decay probabilities.

Mis-reconstructed B0 decays are treated as part of the background and are described

by a dedicated PDF:

FB0(mi , ti ,Ωi) = PB0(mi) · Ps(σmi
) · PB0(ti|σti)

·PB0(θT ) · PB0(ϕT ) · PB0(ψT ) · Ps(σti) · Ps(pTi) (4.4)

The mass is described by the PB0(mi) term in the form of a Landau function due to

the distortion caused by the incorrect mass assignment. The decay time is described in

the term PB0(ti|σti) by an exponential smeared with event-by-event Gaussian errors. The
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transversity angles are described using the same functions as the other backgrounds but

with different values for the parameters obtained from the fit to MC data. The terms

Ps(σmi
), Ps(σti) and Ps(pTi) are described in section 4.4. All the PDFs describing these

B0 reflections have fixed shapes determined from the MC studies.

4.3 Background PDF

The background PDF has the following composition:

Fbkg(mi , ti ,Ωi) = Pb(mi) · Pb(σmi
) · Pb(ti|σti)

·Pb(θT ) · Pb(ϕT ) · Pb(ψT ) · Pb(σti) · Pb(pTi) (4.5)

The proper decay time function Pb(ti|σti) is parameterised as a prompt peak modelled by a

Gaussian distribution, two positive exponentials and a negative exponential. This function

is smeared with the same resolution function as the signal decay time-dependence. The

prompt peak models the combinatorial background events, which are expected to have

reconstructed lifetime distributed around zero. The two positive exponentials represent a

fraction of longer-lived backgrounds with non-prompt J/ψ, combined with hadrons from

the primary vertex or from a B/D hadron in the same event. The negative exponential

takes into account events with poor vertex resolution.

The shape of the background angular distributions, Pb(θT ), Pb(ϕT ), and Pb(ψT ) arise

primarily from detector and kinematic sculpting. These are described by the following

empirically determined functions:

f(cos θT ) =
a0 − a1 cos

2(θT ) + a2 cos
4(θT )

2a0 − 2a1/3 + 2a2/5

f(ϕT ) =
1 + b1 cos(2ϕT + b0)

2π

f(cosψT ) =
c0 + c1 cos

2(ψT )

2c0 + 2c1/3

They are initially fitted to data from the B0
s mass sidebands only, to find reasonable starting

values for a0,1,2, b0,1 and c0,1, then allowed to float freely in the full likelihood fit. The B0
s

mass sidebands, (5.150− 5.317) GeV and (5.417− 5.650) GeV, are defined to retain 0.02%

of signal events identified in the fit. The correlations between the background angular

shapes are neglected, but a systematic error arising from this simplification is evaluated in

section 5. The background mass model, Pb(m) is a linear function.

4.4 Time and mass uncertainties of signal and background

The event-by-event proper decay time and mass uncertainty distributions differ significantly

for signal and background, as shown in figure 1. The background PDFs cannot be factorized

and it is necessary to include extra PDF terms describing the error distributions in the

likelihood function to avoid significant biases [16].

The signal and background time and mass error distributions are described with

Gamma functions:

Ps,b(σt(m)i) =
(σt(m)i − c)as,be−(σt(m)i

−c)/bs,b

b
as,b+1
s,b Γ(as,b + 1)

(4.6)
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where as,b and bs,b are constants fitted from (b) sideband and (s) sideband-subtracted signal

and fixed in the likelihood fit. Since Ps,b(σt(m)i) depend on transverse momentum of the

B0
s meson, they were determined in six selected pT bins, the choice of which is reflecting

the natural pT dependence of the detector resolution.

The same treatment is used for B0
s pT signal and background, by introducing additio-

nal terms Ps(pTi) and Pb(pTi) into the PDF. These are described using the same functions

as Ps,b(σt(m)i) but with different values for the parameters obtained from the fit to sideband

and sideband-subtracted signal pT distributions.

4.5 Muon trigger time-dependent efficiency

It has been observed that the muon trigger biases the transverse impact parameter of

muons toward smaller values. The trigger selection efficiency was measured in data and

MC simulation using a tag-and-probe method [17]. To account for this efficiency in the fit,

the events are re-weighted by a factor w:

w = e−|t|/(τsing+ǫ)/e−|t|/τsing (4.7)

where the τsing is a single B0
s lifetime measured before the correction, using unbinned

mass-lifetime maximum likelihood fit. The weight form and the factor ǫ = 0.013±0.004 ps

are determined using MC events by comparing the B0
s lifetime distribution of an unbiased

sample with the lifetime distribution obtained after including the dependence of the trigger

efficiency on the muon transverse impact parameter as measured from the data. The

value of ǫ is determined as the difference of exponential fits to the two distributions. The

uncertainty 0.004 ps, which reflects the precision of the tag-and-probe method, is used to

assign a systematic error due to this time efficiency correction.

5 Systematic uncertainties

Systematic uncertainties are assigned by considering several effects that are not accounted

for in the likelihood fit. These are described below.

• Inner Detector Alignment: residual misalignments of the ID affect the impact

parameter distribution with respect to the primary vertex. The effect of this residual

misalignment on the measurement is estimated using events simulated with perfect

and distorted ID geometries. The distorted geometry is produced by moving detector

components to match the observed small shifts in data. The observable of interest is

the impact parameter distribution with respect to the primary vertex as a function

of η and φ. The mean value of this impact parameter distribution for a perfectly

aligned detector is expected to be zero and in data a maximum deviation of less than

10 µm is observed. The difference between the measurement using simulated events

reconstructed with a perfect geometry compared to the distorted geometry is used

to assess the systematic uncertainty.
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• Angular acceptance method: the angular acceptance is calculated from a binned

fit to MC data. In the kinematical region used in this analysis, the angular accep-

tance varies with the transversity angles by about ±10%. The statistical error in

the acceptance is smaller than 1% in any bin, and data driven analyses show that

systematic uncertainties in modelling detector and reconstruction are also at the level

of 1% [18, 19]. Possible dependences of the results on the choice of the binning are

tested by varying bin widths and central values. Taking all these arguments into

consideration, the systematic uncertainties due to detector acceptance are found to

be negligible.

• Trigger efficiency: to correct for the trigger lifetime bias the events are re-weighted

according to equation (4.7). The uncertainty in the parameter ǫ is used to estimate

the systematic uncertainty due to the time efficiency correction.

• Fit model: pseudo-experiments are used to estimate systematic uncertainties. In

a first test, the results of 1000 pseudo-experiments are compared to the generated

values, and the average of the differences are taken as systematic uncertainties. Ad-

ditional sets of 1000 pseudo-experiments are generated with variations in the signal

and background mass model, resolution model, background lifetime and background

angles models, as discussed below. These sets are analysed with the default model,

and average deviations in the results of the fit are taken as additional systematic

errors. The following variations are considered:

– The signal mass distribution is generated using a sum of two Gaussian functions.

Their relative fractions and widths are determined from a likelihood fit to data.

In the PDF for this fit, the mass of each event is modelled by two different

Gaussians with widths equal to products of the scale factors multiplied by a

per-candidate mass error.

– The background mass is generated from an exponential function. The default

fit uses a linear model for the mass of background events.

– Two different scale factors instead of one are used to generate the lifetime un-

certainty.

– The values used for the background lifetime are generated by sampling data

from the mass sidebands. The default fit uses a set of functions to describe the

background lifetime.

– Pseudo-experiments are performed using two methods of generating the back-

ground angles. The default method uses a set of functions describing the back-

ground angles of data without taking correlations between the angles into ac-

count. In the alternative fit the background angles are generated using a three

dimensional histogram of the sideband-data angles.

• B0 contribution: contamination fromB0 → J/ψK∗0 andB0 → J/ψKπ events mis-

reconstructed as B0
s → J/ψφ are accounted for in the default fit; the fractions of these
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contributions are fixed to values estimated from selection efficiencies in MC simulation

and decay probabilities from ref. [14]. To estimate the systematic uncertainty arising

from the precision of the fraction estimates, the data are fitted with these fractions

increased and decreased by 1σ. The largest shift in the fitted values from the default

case is taken as the systematic uncertainty for each parameter of interest.

The systematic uncertainties are summarised in table 4. In general, pseudo-experiments

generated with the default model produce pull-distributions that show a negligible bias,

and confirm that the uncertainties are correctly estimated by the fit. The largest average

deviation in a residual divided by its fit uncertainty (or pull) is 0.32; the second largest is

0.26, while the remainder where much smaller. These two largest deviations were added in

quadrature to those obtained by varying the model assumptions, resulting for each variable

in a total systematic uncertainty shown in table 4.

6 Results

The full maximum likelihood fit contains 26 free parameters. This includes the eight

physics parameters: ∆Γs, φs, Γs, |A0(0)|2, |A‖(0)|2, δ||, |AS(0)|2 and δS , and strong phase

δ⊥ constrained by external data. The other free parameters in the likelihood function

are the B0
s signal fraction fs, the parameters describing the J/ψφ mass distribution, the

parameters describing the decay time and the angular distributions of the background, the

parameters used to describe the estimated decay time uncertainty distributions for signal

and background events, and the scale factors between the estimated decay-time and mass

uncertainties and their true uncertainties, see equation (4.6).

As discussed in section 4.1, the strong phase δ⊥ is constrained to the value measured in

ref. [7], as the fit in the absence of flavour tagging is not sufficiently sensitive to this value.

The second strong phase, δ||, is fitted very close to its symmetry point at π. Pull studies,

based on pseudo-experiments using input values determined from the fit to data, return a

non-Gaussian pull distribution for this parameter. For this reason the result for the strong

phase δ|| is given in the form of a 1σ confidence interval [3.04, 3.24] rad. The strong phase

of the S-wave component is fitted relative to δ⊥, as δ⊥ − δS = (0.03± 0.13) rad.

The number of signal B0
s meson candidates extracted from the fit is 22690± 160. The

results and correlations for the measured physics parameters of the unbinned maximum

likelihood fit are given in tables 2 and 3. Fit projections of the mass, proper decay time

and angles are given in figures 2, 3 and 4 respectively.

7 Symmetries of the likelihood function and two-dimensional likelihood

contours

The PDF describing the B0
s → J/ψφ decay is invariant under the following simultaneous

transformations:

{φs,∆Γs, δ⊥, δ‖, δS} → {π − φs,−∆Γs, π − δ⊥,−δ‖,−δS}.
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Parameter Value Statistical Systematic

uncertainty uncertainty

φs(rad) 0.22 0.41 0.10

∆Γs(ps
−1) 0.053 0.021 0.010

Γs(ps
−1) 0.677 0.007 0.004

|A0(0)|2 0.528 0.006 0.009

|A‖(0)|2 0.220 0.008 0.007

|AS(0)|2 0.02 0.02 0.02

Table 2. Fitted values for the physics parameters along with their statistical and systematic

uncertainties.

φs ∆Γs Γs |A0(0)|2 |A‖(0)|2 |AS(0)|2
φs 1.00 −0.13 0.38 −0.03 −0.04 0.02

∆Γs 1.00 −0.60 0.12 0.11 0.10

Γs 1.00 −0.06 −0.10 0.04

|A0(0)|2 1.00 −0.30 0.35

|A‖(0)|2 1.00 0.09

|AS(0)|2 1.00

Table 3. Correlations between the physics parameters.

Systematic Uncertainty φs(rad) ∆Γs(ps
−1) Γs(ps

−1) |A‖(0)|2 |A0(0)|2 |AS(0)|2
Inner Detector alignment 0.04 < 0.001 0.001 < 0.001 < 0.001 < 0.01

Trigger efficiency < 0.01 < 0.001 0.002 < 0.001 < 0.001 < 0.01

Default fit model < 0.001 0.006 < 0.001 < 0.001 0.001 < 0.01

Signal mass model 0.02 0.002 < 0.001 < 0.001 < 0.001 < 0.01

Background mass model 0.03 0.001 < 0.001 0.001 < 0.001 < 0.01

Resolution model 0.05 < 0.001 0.001 < 0.001 < 0.001 < 0.01

Background lifetime model 0.02 0.002 < 0.001 < 0.001 < 0.001 < 0.01

Background angles model 0.05 0.007 0.003 0.007 0.008 0.02

B0 contribution 0.05 < 0.001 < 0.001 < 0.001 0.005 < 0.01

Total 0.10 0.010 0.004 0.007 0.009 0.02

Table 4. Summary of systematic uncertainties assigned to parameters of interest.

In the absence of initial state flavour tagging the PDF is also invariant under

{φs,∆Γs, δ⊥, δ‖, δS} → {−φs,∆Γs, π − δ⊥,−δ‖,−δS} (7.1)

leading to a fourfold ambiguity.

The two-dimensional likelihood contours in the φs − ∆Γs plane are calculated allowing

all parameters to vary within their physical ranges. As discussed in section 6, the value

for the Gaussian constraint on δ⊥ is taken from the LHCb measurement [7]. That paper

quotes only two solutions with a positive φs and two ∆Γs values symmetric around zero,

by using initial state flavour tagging to eliminate the symmetry defined in equation (7.1).
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Figure 2. Mass fit projection for the B0
s . The pull distribution at the bottom shows the difference

between the data and fit value normalised to the data uncertainty.

Due to the accurate local determination of φs and ∆Γs in both this measurement and

in the LHCb measurement [7], the other two solutions seen in the ATLAS analysis are

not compatible with the observations of the two experiments. As such, two of the four

minima fitted in the present non-flavour tagged analysis are excluded from the results

presented here. Additionally a solution with negative ∆Γs is excluded following the LHCb

measurement [20] which determines the ∆Γs to be positive. Therefore, the two-dimensional

contour plot for φs and ∆Γs has been computed only for the solution consistent with the

previous measurements. The resulting contours for the 68%, 90% and 95% confidence

intervals are produced using a profile likelihood method and are shown in figure 5.

The systematic errors are not included in figure 5 but as seen from table 2 they are

small compared to the statistical errors. The confidence levels are obtained using the

corresponding ∆ lnL intervals. Pseudo-experiments are used to study the coverage of

the likelihood contours. This test suggests that the statistical uncertainty of our result is

overestimated by about 5%. No correction to compensate for this overestimation is applied.

8 Conclusion

A measurement of CP violation in B0
s → J/ψ(µ+µ−)φ(K+K−) decays from a 4.9 fb−1 data

sample of pp collisions collected with the ATLAS detector during the 2011
√
s = 7 TeV run

was presented. Several parameters describing the B0
s meson system are measured. These
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Figure 3. Proper decay time fit projection for the B0
s . The pull distribution at the bottom shows

the difference between the data and fit value normalised to the data uncertainty.

include the mean B0
s lifetime, the decay width difference ∆Γs between the heavy and light

mass eigenstates, the transversity amplitudes |A0(0)| and |A‖(0)| and the CP -violating

week phase φs. They are consistent with the world average values.

The measured values, for the minimum resulting from δ⊥ constrained to the LHCb

value of 2.95 ± 0.39 rad [7] and ∆Γs being constrained to be positive following LHCb

measurement [20], are:

φs = 0.22 ± 0.41 (stat.)± 0.10 (syst.) rad

∆Γs = 0.053 ± 0.021 (stat.)± 0.010 (syst.) ps−1

Γs = 0.677 ± 0.007 (stat.)± 0.004 (syst.) ps−1

|A0(0)|2 = 0.528 ± 0.006 (stat.)± 0.009 (syst.)

|A‖(0)|2 = 0.220 ± 0.008 (stat.)± 0.007 (syst.)

These values are consistent with theoretical expectations, in particular φs is within 1σ of

the expected value in the Standard Model. A likelihood contour in the φs − ∆Γs plane

is also provided for the minimum compatible with the LHCb measurements [7, 20]. The

fraction of S-wave KK or f0 contamination is measured to be consistent with zero, at

|AS(0)|2 = 0.02± 0.02.
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M. Moreno Llácer167, P. Morettini50a, M. Morgenstern44, M. Morii57, A.K. Morley30,

G. Mornacchi30, J.D. Morris75, L. Morvaj101, H.G. Moser99, M. Mosidze51b, J. Moss109,

R. Mount143, E. Mountricha10,z, S.V. Mouraviev94,∗, E.J.W. Moyse84, F. Mueller58a,

J. Mueller123, K. Mueller21, T.A. Müller98, T. Mueller81, D. Muenstermann30, Y. Munwes153,

W.J. Murray129, I. Mussche105, E. Musto102a,102b, A.G. Myagkov128, M. Myska125, J. Nadal12,

K. Nagai160, R. Nagai157, K. Nagano65, A. Nagarkar109, Y. Nagasaka59, M. Nagel99,

A.M. Nairz30, Y. Nakahama30, K. Nakamura155, T. Nakamura155, I. Nakano110, G. Nanava21,

A. Napier161, R. Narayan58b, M. Nash77,c, T. Nattermann21, T. Naumann42, G. Navarro162,

H.A. Neal87, P.Yu. Nechaeva94, T.J. Neep82, A. Negri119a,119b, G. Negri30, M. Negrini20a,

S. Nektarijevic49, A. Nelson163, T.K. Nelson143, S. Nemecek125, P. Nemethy108,

A.A. Nepomuceno24a, M. Nessi30,aa, M.S. Neubauer165, M. Neumann175, A. Neusiedl81,

R.M. Neves108, P. Nevski25, P.R. Newman18, V. Nguyen Thi Hong136, R.B. Nickerson118,

R. Nicolaidou136, B. Nicquevert30, F. Niedercorn115, J. Nielsen137, N. Nikiforou35, A. Nikiforov16,

V. Nikolaenko128, I. Nikolic-Audit78, K. Nikolics49, K. Nikolopoulos18, H. Nilsen48, P. Nilsson8,

Y. Ninomiya155, A. Nisati132a, R. Nisius99, T. Nobe157, L. Nodulman6, M. Nomachi116,

I. Nomidis154, S. Norberg111, M. Nordberg30, P.R. Norton129, J. Novakova126, M. Nozaki65,

L. Nozka113, I.M. Nugent159a, A.-E. Nuncio-Quiroz21, G. Nunes Hanninger86, T. Nunnemann98,

E. Nurse77, B.J. O’Brien46, S.W. O’Neale18,∗, D.C. O’Neil142, V. O’Shea53, L.B. Oakes98,

F.G. Oakham29,d, H. Oberlack99, J. Ocariz78, A. Ochi66, S. Oda69, S. Odaka65, J. Odier83,

H. Ogren60, A. Oh82, S.H. Oh45, C.C. Ohm30, T. Ohshima101, H. Okawa25, Y. Okumura31,

T. Okuyama155, A. Olariu26a, A.G. Olchevski64, S.A. Olivares Pino32a, M. Oliveira124a,h,

D. Oliveira Damazio25, E. Oliver Garcia167, D. Olivito120, A. Olszewski39, J. Olszowska39,

A. Onofre124a,ab, P.U.E. Onyisi31, C.J. Oram159a, M.J. Oreglia31, Y. Oren153,

D. Orestano134a,134b, N. Orlando72a,72b, I. Orlov107, C. Oropeza Barrera53, R.S. Orr158,

B. Osculati50a,50b, R. Ospanov120, C. Osuna12, G. Otero y Garzon27, J.P. Ottersbach105,

M. Ouchrif135d, E.A. Ouellette169, F. Ould-Saada117, A. Ouraou136, Q. Ouyang33a,

A. Ovcharova15, M. Owen82, S. Owen139, V.E. Ozcan19a, N. Ozturk8, A. Pacheco Pages12,

C. Padilla Aranda12, S. Pagan Griso15, E. Paganis139, C. Pahl99, F. Paige25, P. Pais84,

K. Pajchel117, G. Palacino159b, C.P. Paleari7, S. Palestini30, D. Pallin34, A. Palma124a,

J.D. Palmer18, Y.B. Pan173, E. Panagiotopoulou10, P. Pani105, N. Panikashvili87, S. Panitkin25,

D. Pantea26a, A. Papadelis146a, Th.D. Papadopoulou10, A. Paramonov6, D. Paredes Hernandez34,

– 24 –



J
H
E
P
1
2
(
2
0
1
2
)
0
7
2

W. Park25,ac, M.A. Parker28, F. Parodi50a,50b, J.A. Parsons35, U. Parzefall48, S. Pashapour54,

E. Pasqualucci132a, S. Passaggio50a, A. Passeri134a, F. Pastore134a,134b,∗, Fr. Pastore76,

G. Pásztor49,ad, S. Pataraia175, N. Patel150, J.R. Pater82, S. Patricelli102a,102b, T. Pauly30,

M. Pecsy144a, S. Pedraza Lopez167, M.I. Pedraza Morales173, S.V. Peleganchuk107, D. Pelikan166,

H. Peng33b, B. Penning31, A. Penson35, J. Penwell60, M. Perantoni24a, K. Perez35,ae,

T. Perez Cavalcanti42, E. Perez Codina159a, M.T. Pérez Garćıa-Estañ167, V. Perez Reale35,
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74 Department of Physics, Jožef Stefan Institute and University of Ljubljana, Ljubljana, Slovenia
75 School of Physics and Astronomy, Queen Mary University of London, London, United Kingdom
76 Department of Physics, Royal Holloway University of London, Surrey, United Kingdom
77 Department of Physics and Astronomy, University College London, London, United Kingdom
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90 B.I. Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk, Republic of

Belarus
91 National Scientific and Educational Centre for Particle and High Energy Physics, Minsk, Republic

of Belarus
92 Department of Physics, Massachusetts Institute of Technology, Cambridge MA, United States of

America
93 Group of Particle Physics, University of Montreal, Montreal QC, Canada
94 P.N. Lebedev Institute of Physics, Academy of Sciences, Moscow, Russia
95 Institute for Theoretical and Experimental Physics (ITEP), Moscow, Russia
96 Moscow Engineering and Physics Institute (MEPhI), Moscow, Russia
97 Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia
98 Fakultät für Physik, Ludwig-Maximilians-Universität München, München, Germany
99 Max-Planck-Institut für Physik (Werner-Heisenberg-Institut), München, Germany

100 Nagasaki Institute of Applied Science, Nagasaki, Japan
101 Graduate School of Science and Kobayashi-Maskawa Institute, Nagoya University, Nagoya, Japan
102 (a)INFN Sezione di Napoli; (b)Dipartimento di Scienze Fisiche, Università di Napoli, Napoli, Italy
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113 Palacký University, RCPTM, Olomouc, Czech Republic
114 Center for High Energy Physics, University of Oregon, Eugene OR, United States of America
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Flavor tagged time-dependent angular analysis of the B0
s → J=ψϕ decay and

extraction of ΔΓs and the weak phase ϕs in ATLAS
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*
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(Received 8 July 2014; published 23 September 2014)

A measurement of the B0
s → J=ψϕ decay parameters, updated to include flavor tagging is reported using

4.9 fb−1 of integrated luminosity collected by the ATLAS detector from
ffiffiffi
s

p ¼ 7 TeV pp collisions
recorded in 2011 at the LHC. The values measured for the physical parameters are

ϕs ¼ 0.12� 0.25ðstatÞ � 0.05ðsystÞ rad
ΔΓs ¼ 0.053� 0.021ðstatÞ � 0.010ðsystÞ ps−1
Γs ¼ 0.677� 0.007ðstatÞ � 0.004ðsystÞ ps−1

jA∥ð0Þj2 ¼ 0.220� 0.008ðstatÞ � 0.009ðsystÞ
jA0ð0Þj2 ¼ 0.529� 0.006ðstatÞ � 0.012ðsystÞ

δ⊥ ¼ 3.89� 0.47ðstatÞ � 0.11ðsystÞ rad

where the parameterΔΓs is constrained to be positive. The S-wave contribution was measured and found to
be compatible with zero. Results for ϕs and ΔΓs are also presented as 68% and 95% likelihood contours,
which show agreement with the Standard Model expectations.

DOI: 10.1103/PhysRevD.90.052007 PACS numbers: 14.40.Nd

I. INTRODUCTION

New phenomena beyond the predictions of the Standard
Model (SM) may alter CP violation in B-decays. A channel
that is expected to be sensitive to new physics contributions is
thedecayB0

s → J=ψϕ.CPviolation in theB0
s → J=ψϕdecay

occurs due to interference between direct decays and decays
withB0

s − B̄0
s mixing. The oscillation frequency ofB0

s meson
mixing is characterized by the mass difference Δms of the
heavy (BH) and light (BL)mass eigenstates. TheCPviolating
phase ϕs is defined as the weak phase difference between the
B0
s − B̄0

s mixing amplitude and theb → cc̄s decay amplitude.
In the absence ofCP violation, theBH statewould correspond
to theCP odd state and theBL to theCP even state. In the SM
the phase ϕs is small and can be related to Cabibbo-
Kobayashi-Maskawa quark mixing matrix elements via the
relation ϕs≃−2βs, with βs¼arg½−ðVtsV�

tbÞ=ðVcsV�
cbÞ�; a

value of ϕs≃−2βs¼−0.037�0.002 rad [1] is predicted in
the SM. Many new physics models predict large ϕs values
while satisfying all existing constraints, including the pre-
cisely measured value of Δms [2,3].
Another physical quantity involved in B0

s − B̄0
s mixing is

the width difference ΔΓs ¼ ΓL − ΓH, which is predicted to

be ΔΓs ¼ 0.087� 0.021 ps−1 [4]. Physics beyond the SM
is not expected to affect ΔΓs as significantly as ϕs [5].
Extracting ΔΓs from data is nevertheless useful as it allows
theoretical predictions to be tested [5].
The decay of the pseudoscalar B0

s to the vector–vector
final-state J=ψϕ results in an admixture of CP odd and CP
even states, with orbital angular momentum L ¼ 0, 1 or 2.
The final states with orbital angular momentum L ¼ 0 or 2
are CP even while the state with L ¼ 1 is CP odd. Flavor
tagging is used to distinguish between the initial B0

s and B̄0
s

states. The CP states are separated statistically using an
angular analysis of the final-state particles.
In this paper, an update to the previous measurement [6]

with the addition of flavor tagging is presented. Flavor
tagging significantly reduces the uncertainty of the mea-
sured value of ϕs while also allowing a measurement of
one of the strong phases. Previous measurements of these
quantities have been reported by the D0, CDF and LHCb
collaborations [7–9]. The analysis presented here uses
4.9 fb−1 of LHC pp data at

ffiffiffi
s

p ¼ 7 TeV collected by
the ATLAS detector in 2011.

II. ATLAS DETECTOR AND MONTE
CARLO SIMULATION

The ATLAS experiment [10] is a multipurpose particle
physics detector with a forward-backward symmetric
cylindrical geometry and near 4π solid angle coverage.
The inner tracking detector (ID) consists of a silicon pixel

* Full author list given at the end of the article.
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detector, a silicon microstrip detector and a transition
radiation tracker. The ID is surrounded by a thin super-
conducting solenoid providing a 2T axial magnetic field
and by a high granularity liquid-argon sampling electro-
magnetic calorimeter. A steel/scintillator tile calorimeter
provides hadronic coverage in the central rapidity range.
The end cap and forward regions are instrumented with
liquid-argon calorimeters for both electromagnetic and
hadronic measurements. The muon spectrometer (MS)
surrounds the calorimeters and consists of three large
superconducting toroids with eight coils each, a system
of tracking chambers, and detectors for triggering.
The muon and tracking systems are of particular impor-

tance in the reconstruction of B meson candidates. Only
data for which both systems were operating correctly and
for which the LHC beams were declared to be stable are
used. A muon identified using a combination of MS and ID
track parameters is referred to as combined. A muon
formed by track segments which are not associated with
an MS track, but which are matched to ID tracks extrapo-
lated to the MS is referred to as segment tagged.
The data were collected during a period of rising

instantaneous luminosity, and the trigger conditions varied
over this time. The triggers used to select events for this
analysis are based on identification of a J=ψ → μþμ−
decay, with either a 4 GeV transverse momentum [11]
(pT) threshold for each muon or an asymmetric configu-
ration that applies a pT threshold of 4 GeV to one of the
muons while accepting a second muon with pT as low
as 2 GeV.
Monte Carlo (MC) simulation is used to study the detector

response, estimate backgrounds and model systematic
effects. For this study, 12 million MC-simulated B0

s →
J=ψϕ events were generated using PYTHIA 6 [12] tuned
with recent ATLAS data [13]. No pT cuts were applied at the
generator level. Detector responses for these events were
simulated using the ATLAS simulation package based on
GEANT4 [14,15]. Pileup corresponding to the conditions
during data taking was included. To take into account the
varying trigger configurations during data taking, the MC
events were weighted to have the same trigger composition
as the collected collision data. Additional samples of the
background decay B0 → J=ψK0� as well as the more
general bb → J=ψX and pp → J=ψX backgrounds were
also simulated using PYTHIA.

III. RECONSTRUCTION AND
CANDIDATE SELECTION

Events passing the trigger and the data quality selections
described in Sec. II are required to pass the following
additional criteria: the event must contain at least one
reconstructed primary vertex, built from at least four ID
tracks, and at least one pair of oppositely charged muon
candidates that are reconstructed using information from
the MS and the ID [16]. Both combined and segment

tagged muons are used. In this analysis the muon track
parameters are taken from the ID measurement alone, since
the precision of the measured track parameters for muons
in the pT range of interest for this analysis is dominated by
the ID track reconstruction. The pairs of muon tracks are
refitted to a common vertex and accepted for further
consideration if the fit results in χ2=d:o:f: < 10. The
invariant mass of the muon pair is calculated from the
refitted track parameters. To account for varying mass
resolution, the J=ψ candidates are divided into three
subsets according to the pseudorapidity η of the muons.
A maximum likelihood fit is used to extract the J=ψ mass
and the corresponding resolution for these three subsets.
When both muons have jηj < 1.05, the dimuon invariant
mass must fall in the range (2.959–3.229) GeV to be
accepted as a J=ψ candidate. When one muon has 1.05 <
jηj < 2.5 and the other muon jηj < 1.05, the corresponding
signal region is (2.913–3.273) GeV. For the third subset,
where both muons have 1.05 < jηj < 2.5, the signal region
is (2.852–3.332) GeV. In each case the signal region is
defined so as to retain 99.8% of the J=ψ candidates
identified in the fits.
The candidates for ϕ → KþK− are reconstructed from

all pairs of oppositely charged particles with pT >
0.5 GeV and jηj < 2.5 that are not identified as muons.
Candidates for B0

s → J=ψðμþμ−ÞϕðKþK−Þ are sought by
fitting the tracks for each combination of J=ψ → μþμ−
and ϕ → KþK− to a common vertex. Each of the four
tracks is required to have at least one hit in the pixel
detector and at least four hits in the silicon microstrip
detector. The fit is further constrained by fixing the
invariant mass calculated from the two muon tracks to
the J=ψ mass [17]. These quadruplets of tracks are
accepted for further analysis if the vertex fit has a
χ2=d:o:f: < 3, the fitted pT of each track from ϕ →
KþK− is greater than 1 GeV and the invariant mass of
the track pairs (under the assumption that they are kaons)
falls within the interval 1.0085 GeV < mðKþK−Þ <
1.0305 GeV. If there is more than one accepted candidate
in the event, the candidate with the lowest χ2=d:o:f: is
selected. In total 131513 B0

s candidates are collected
within a mass range of 5.15 < mðB0

sÞ < 5.65 GeV.
For each B0

s meson candidate the proper decay time t is
estimated by the expression

t ¼ LxyMB

pTB

;

where pTB
is the reconstructed transverse momentum of the

B0
s meson candidate and MB denotes the world average

mass value [17] of the B0
s meson. The transverse decay

length, Lxy, is the displacement in the transverse plane of
the B0

s meson decay vertex with respect to the primary
vertex, projected onto the direction of the B0

s transverse
momentum. The position of the primary vertex used to
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calculate this quantity is refitted following the removal of
the tracks used to reconstruct the B0

s meson candidate.
For the selected events the average number of pileup

interactions is 5.6, necessitating a choice of the best
candidate for the primary vertex at which the B0

s meson
is produced. The variable used is the three-dimensional
impact parameter d0, which is calculated as the distance
between the line extrapolated from the reconstructed B0

s
meson vertex in the direction of the B0

s momentum and each
primary vertex candidate. The chosen primary vertex is the
one with the smallest d0. Using MC simulation it is shown
that the fraction of B0

s candidates which are assigned the
wrong primary vertex is less than 1% and that the
corresponding effect on the final results is negligible. No
B0
s meson decay time cut is applied in the analysis.

IV. FLAVOR TAGGING

The determination of the initial flavor of neutral
B-mesons can be inferred using information from the
B-meson that is typically produced from the other b-quark
in the event [18]. This is referred to as the opposite-side
tagging (OST).
To study and calibrate the OST methods, events con-

taining the decays of B� → J=ψK� can be used, where
flavor of the B-meson at production is provided by the kaon
charge. Events from the entire 2011 run period satisfying
the same data quality selections as described in Sec. II
are used.

A. B� → J=ψK� event selection

To be selected for use in the calibration analysis, events
must satisfy a trigger condition requiring two oppositely
charged muons within an invariant mass range around the
nominal J=ψ mass. Candidate B� → J=ψK� decays are
identified using two oppositely charged combined muons
forming a good vertex using information supplied by the
inner detector. Each muon is required to have a transverse
momentum of at least 4 GeV and pseudorapidity within
jηj < 2.5. The invariant mass of the dimuon candidate is
required to satisfy 2.8 < mðμþμ−Þ < 3.4 GeV. To form the
B candidate an additional track with the charged kaon mass
hypothesis, pT > 1 GeV and jηj < 2.5 is combined with
the dimuon candidate, and a vertex fit is performed with the
mass of the dimuon pair constrained to the known value of
the J=ψ mass. To reduce the prompt component of the
combinatorial background, the requirement Lxy > 0.1 mm
is applied to the B candidate. The choice of primary vertex
is determined using the same procedure as done for the B0

s
candidates.
To study the distributions corresponding to the signal

processes with the background component removed, a
sideband subtraction method is defined. Events are sepa-
rated into five equal regions of B candidate rapidity from
0–2.5 and three mass regions. The mass regions are defined

as a signal region around the fitted peak signal mass
position μ� 2σ, and the sidebands are ½μ − 5σ; μ − 3σ�
and ½μþ 3σ; μþ 5σ�, where μ and σ are the mean and width
of the Gaussian function describing the B signal mass, for
each rapidity region. Individual binned extended maximum
likelihood fits to the invariant mass distribution are per-
formed in each region of rapidity.
The background is modelled by an exponential to

describe combinatorial background and a hyperbolic tan-
gent function to parametrize the low-mass contribution
from incorrectly or partially reconstructed B decays. A
Gaussian function is used to model the B� → J=ψπ�
contribution. The contributions of noncombinatorial back-
grounds are found to have a negligible effect in the tagging
procedure. Figure 1 shows the invariant mass distribution
of B candidates for all rapidity regions overlaid with the fit
result for the combined data.

B. Tagging methods

Several methods are available to infer the flavor of the
opposite-side b-quark, with varying efficiencies and dis-
criminating powers. The measured charge of a muon from
the semileptonic decay of the B meson provides strong
separation power; however, the b → μ transitions are diluted
through neutral B meson oscillations, as well as by cascade
decays b → c → μ which can alter the sign of the muon
relative to the one from direct semileptonic decays b → μ.
The separation power of tagging muons can be enhanced by
considering a weighted sum of the charge of the tracks in a
cone around the muon. If no muon is present, a weighted
sum of the charge of tracks associated with the opposite-side
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FIG. 1 (color online). The invariant mass distribution for B� →
J=ψK� candidates. Included in this plot are all events passing the
selection criteria. The data are shown by points, and the overall
result of the fit is given by the blue curve. The combinatorial
background component is given by the red dotted line, partially
reconstructed B decays by the green shaded area, and decays of
B� → J=ψπ�, where the pion is misassigned a kaon mass by a
purple dashed line.
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B meson decay will provide some separation. The tagging
methods are described in detail below.
For muon-based tagging, an additional muon is required

in the event, with pT > 2.5 GeV, jηj < 2.5 and with jΔzj <
5 mm from the primary vertex. Muons are classified
according to their reconstruction class, combined or seg-
ment tagged and subsequently treated as distinct tagging
methods. In the case of multiple muons, the muon with
highest transverse momentum is selected.
A muon cone charge is defined as

Qμ ¼
P

Ntracks
i qi · ðpi

TÞκP
Ntracks
i ðpi

TÞκ
;

where q is the charge of the track, κ ¼ 1.1 and the sum is
performed over the reconstructed ID tracks within a cone
size of ΔR ¼ 0.5 [19] around the muon direction and the
muon track is included as well. The reconstructed ID tracks
must have a pT > 0.5 GeV and jηj < 2.5. The value of
the parameter κ was determined while optimizing the
tagging performance. Tracks associated with the signal
decay are explicitly excluded from the sum. In Fig. 2 the

opposite-side muon cone charge distributions are shown for
candidates from B� signal decays. In the absence of a
muon, a b-tagged jet [20] is required in the event, which is
seeded from calorimeter clusters, with minimum energy
threshold of 10 GeV, and where a minimum b-tag weight
requirement of at least −0.5 is applied. The jet tracks are
required to be associated with the same primary vertex as
the signal decay, excluding those from the signal candidate.
Jets within a cone of ΔR < 0.5 of the signal momentum
axis are excluded. The jet is reconstructed using the anti-kt
algorithm with a cone size of 0.6. In the case of multiple
jets, the jet with the highest value of the b-tag weight
is used.
A jet charge is defined as

Qjet ¼
P

Ntracks
i qi · ðpi

TÞκP
Ntracks
i ðpi

TÞκ
;

where κ ¼ 1.1, and the sum is over the tracks associated
with the jet, using the method described in Ref. [21].
Figure 3 shows the distribution of charges for opposite-side
jet charge from B� signal candidate events.
The efficiency ϵ of an individual tagger is defined as the

ratio of the number of tagged events to the total number of
candidates. A probability that a specific event has a signal
decay containing a b̄-quark given the value of the dis-
criminating variable PðBjQÞ is constructed from the
calibration samples for each of the Bþ and B− samples,
defining PðQjBþÞ and PðQjB−Þ respectively. The proba-
bility to tag a signal event as containing a b̄-quark is
therefore PðBjQÞ¼PðQjBþÞ=ðPðQjBþÞþPðQjB−ÞÞ and
PðB̄jQÞ ¼ 1 − PðBjQÞ. The tagging power is defined as
ϵD2 ¼ P

iϵi · ð2PiðBjQiÞ − 1Þ2, where the sum is over the
bins of the probability distribution as a function of the
charge variable and ϵi is the number of tagged events in
each bin divided by the total number of candidates. An
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FIG. 2 (color online). The opposite-side muon cone charge
distribution for B� signal candidates for segment tagged (top) and
combined (bottom) muons.
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effective dilution D is calculated from the tagging power
and the efficiency.
The combination of the tagging methods is applied

according to the hierarchy of performance, based on the
dilution of the tagging method. The single best performing
tagging measurement is taken, according to the order:
combined muon cone charge, segment tagged muon cone
charge, and jet charge. If it is not possible to provide a
tagging response for the event, then a probability of 0.5 is
assigned. A summary of the tagging performance is given
in Table 1.

V. MAXIMUM LIKELIHOOD FIT

An unbinned maximum likelihood fit is performed on
the selected events to extract the parameters of the B0

s →
J=ψðμþμ−ÞϕðKþK−Þ decay. The fit uses information about
the reconstructed mass m and its uncertainty σm, the
measured proper decay time t and its uncertainty σt, the
tag probability, and the transversity angles Ω of each B0

s →
J=ψϕ decay candidate. There are three transversity angles;
Ω ¼ ðθT;ψT;ϕTÞ, and these are defined in Sec. VA.
The likelihood function is defined as a combination of

the signal and background probability density functions as
follows:

lnL ¼
XN

i¼1

fwi · lnðfs · F sðmi; ti;Ωi; PðBjQÞÞ

þ fs · fB0 · FB0ðmi; ti;Ωi; PðBjQÞÞ
þ ð1 − fs · ð1þ fB0ÞÞ · F bkgðmi; ti;Ωi; PðBjQÞÞg;

ð1Þ

where N is the number of selected candidates, wi is a
weighting factor to account for the trigger efficiency, fs is
the fraction of signal candidates and fB0 is the fraction of
B0 (B0 → J=ψK0� and B0 → J=ψK�π∓) mesons misiden-
tified as B0

s candidates calculated relative to the number of

signal events; this parameter is fixed in the likelihood fit.
The mass mi, the proper decay time ti and the decay angles
Ωi are the values measured from the data for each event i.
F s, FB0 and F bkg are the probability density functions
(PDF) modelling the signal, the specific B0 background and
the other background distributions, respectively. A detailed
description of the signal PDF terms in Eq. (1) is given in
Sec. VA. The two background functions are, with the
exception of new terms dependent on PðBjQÞ which are
explained in Sec. V B, unchanged from the previous
analysis [6]. They are each described by the product of
eight terms which describe the distribution of each mea-
sured parameter. With the exception of the lifetime and its
uncertainty the background parameters are assumed
uncorrelated.

A. Signal PDF

The PDF describing the signal events, F s, has the form
of a product of PDFs for each quantity measured from the
data:

F sðmi;ti;Ωi;PðBjQÞÞ¼Psðmi;σmi
Þ ·Psðσmi

Þ
·PsðΩi; ti;PðBjQÞ;σtiÞ ·PsðσtiÞ
·PsðPðBjQÞÞ ·AðΩi;pTiÞ ·PsðpTiÞ:

The terms Psðmi;σmi
Þ, PsðΩi;ti;PðBjQÞ;σtiÞ and AðΩi;pTiÞ

are explained in the current section. The tagging probability
term PsðPðBjQÞÞ is described in Sec. V B. The remain-
ing probability terms Psðσmi

Þ, PsðσtiÞ and PsðpTiÞ are
described by Gamma functions. They are unchanged from
the previous analysis and explained in detail in Ref. [6].
Ignoring detector effects, the joint distribution for the decay
time t and the transversity angles Ω for the B0

s →
J=ψðμþμ−ÞϕðKþK−Þ decay is given by the differential
decay rate [22]:

d4Γ
dtdΩ

¼
X10

k¼1

OðkÞðtÞgðkÞðθT;ψT;ϕTÞ;

where OðkÞðtÞ are the time-dependent amplitudes and
gðkÞðθT;ψT;ϕTÞ are the angular functions, given in
Table II. The formulas for the time-dependent amplitudes
have the same structure for B0

s and B̄0
s but with a sign

reversal in the terms containingΔms. The addition of flavor
tagging to the analysis means that these terms no longer
cancel, so there are more terms in the fit that contain ϕs. In
addition to this, the strong phase variable δ⊥ becomes
accessible, and one of the symmetries in the untagged fit is
removed. A⊥ðtÞ describes a CP odd final-state configura-
tion while both A0ðtÞ and A∥ðtÞ correspond to CP even
final-state configurations. ASðtÞ describes the contribution
of the CP odd nonresonant B0

s → J=ψKþK− S-wave state

TABLE I. Summary of tagging performance for the different
tagging methods described in the text. Uncertainties shown are
statistical only. The efficiency and tagging power are each
determined by summing over the individual bins of the charge
distribution. The effective dilution is obtained from the measured
efficiency and tagging power. The uncertainties are determined
by combining the appropriate uncertainties on the individual bins
of each charge distribution.

Tagger
Efficiency

(%)
Dilution
(%)

Tagging power
(%)

Combined μ 3.37� 0.04 50.6� 0.5 0.86� 0.04
Segment tagged μ 1.08� 0.02 36.7� 0.7 0.15� 0.02
Jet charge 27.7� 0.1 12.68� 0.06 0.45� 0.03
Total 32.1� 0.1 21.3� 0.08 1.45� 0.05
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as well as the B0
s → J=ψf0 decays. The corresponding

amplitudes are given in the last four lines of Table II
(k ¼ 7–10) and follow the convention used in the previous
analysis [23]. The likelihood is independent of the KþK−

mass distribution.
The equations are normalized, such that the squares of

the amplitudes sum to unity; three of the four amplitudes
are fit parameters, and jA⊥ð0Þj2 is determined according to
this constraint.
The angles (θT;ψT;ϕT) are defined in the rest frames of

the final-state particles. The x axis is determined by the
direction of the ϕ meson in the J=ψ rest frame, and the
KþK− system defines the x–y plane, where pyðKþÞ > 0.
The three angles are defined as follows:

(i) θT , the angle between ~pðμþÞ and the normal to the
x–y plane, in the J=ψ meson rest frame.

(ii) ϕT , the angle between the x axis and ~pxyðμþÞ, the
projection of the μþ momentum in the x–y plane, in
the J=ψ meson rest frame.

(iii) ψT , the angle between ~pðKþÞ and −~pðJ=ψÞ in the ϕ
meson rest frame.

The signal PDF, PsðΩ; t; PðBjQÞ; σtÞ, needs to take into
account lifetime resolution, so each time element in Table II
is smeared with a Gaussian function. This smearing is done

numerically on an event-by-event basis where the width of
the Gaussian function is the proper decay time uncertainty,
measured for each event, multiplied by a scale factor to
account for any mismeasurements.
The angular sculpting of the detector and kinematic cuts

on the angular distributions are included in the likelihood
function through AðΩi; pTiÞ. This is calculated using a
four-dimensional binned acceptance method, applying an
event-by-event efficiency according to the transversity
angles (θT;ψT;ϕT) and the pT of the candidate. The pT
binning is necessary, because the angular sculpting is
influenced by the pT of the B0

s . The acceptance was
calculated from the B0

s → J=ψϕ MC events. In the like-
lihood function, the acceptance is treated as an angular
sculpting PDF, which is multiplied with the time- and
angular-dependent PDF describing the B0

s → J=ψðμþμ−Þ
ϕðKþK−Þ decays. As both the acceptance and time-angular
decay PDFs depend on the transversity angles they must be
normalized together. This normalization is done numeri-
cally during the likelihood fit.
The signal mass function, PsðmÞ, is modelled using a

single Gaussian function smeared with an event-by-event
mass resolution. The PDF is normalized over the
range 5.15 < mðB0

sÞ < 5.65 GeV.

TABLE II. Table showing the ten time-dependent amplitudes,OðkÞðtÞ and the functions of the transversity angles gðkÞðθT;ψT;ϕTÞ. The
amplitudes jA0ð0Þj2 and jA∥ð0Þj2 are for the CP even components of the B0

s → J=ψϕ decay, and jA⊥ð0Þj2 is the CP odd amplitude; they
have corresponding strong phases δ0, δ∥ and δ⊥, and by convention δ0 is set to be zero. The S-wave amplitude jASð0Þj2 gives the fraction
of B0

s → J=ψKþK−ðf0Þ and has a related strong phase δS. The � and∓ terms denote two cases: the upper sign describes the decay of a
meson that was initially a B0

s , while the lower sign describes the decays of a meson that was initially B̄0
s.

k OðkÞðtÞ gðkÞðθT;ψT;ϕTÞ
1 1

2
jA0ð0Þj2½ð1þ cosϕsÞe−Γ

ðsÞ
L t þ ð1 − cosϕsÞe−Γ

ðsÞ
H t � 2e−Γst sinðΔmstÞ sinϕs� 2 cos2 ψTð1 − sin2 θT cos2 ϕTÞ

2 1
2
jA∥ð0Þj2½ð1þ cosϕsÞe−Γ

ðsÞ
L t þ ð1 − cosϕsÞe−Γ

ðsÞ
H t � 2e−Γst sinðΔmstÞ sinϕs� sin2 ψTð1 − sin2 θT sin2 ϕTÞ

3 1
2
jA⊥ð0Þj2½ð1 − cosϕsÞe−Γ

ðsÞ
L t þ ð1þ cosϕsÞe−Γ

ðsÞ
H t∓2e−Γst sinðΔmstÞ sinϕs� sin2 ψT sin2 θT

4 1
2
jA0ð0ÞjjA∥ð0Þj cos δjj − 1ffiffi

2
p sin 2ψT sin2 θT sin 2ϕT

½ð1þ cosϕsÞe−Γ
ðsÞ
L t þ ð1 − cosϕsÞe−Γ

ðsÞ
H t � 2e−Γst sinðΔmstÞ sinϕs�

5 jA∥ð0ÞjjA⊥ð0Þj½12 ðe−Γ
ðsÞ
L t − e−Γ

ðsÞ
H tÞ cosðδ⊥ − δjjÞ sinϕs sin2 ψT sin 2θT sinϕT

�e−Γstðsinðδ⊥ − δ∥Þ cosðΔmstÞ − cosðδ⊥ − δ∥Þ cosϕs sinðΔmstÞÞ�
6 jA0ð0ÞjjA⊥ð0Þj½12 ðe−Γ

ðsÞ
L t − e−Γ

ðsÞ
H tÞ cos δ⊥ sinϕs

1ffiffi
2

p sin 2ψT sin 2θT cosϕT

�e−Γstðsin δ⊥ cosðΔmstÞ − cos δ⊥ cosϕs sinðΔmstÞÞ�
7 1

2
jASð0Þj2½ð1 − cosϕsÞe−Γ

ðsÞ
L t þ ð1þ cosϕsÞe−Γ

ðsÞ
H t∓2e−Γst sinðΔmstÞ sinϕs� 2

3
ð1 − sin2 θT cos2 ϕTÞ

8 jASð0ÞjjA∥ð0Þj½12 ðe−Γ
ðsÞ
L t − e−Γ

ðsÞ
H tÞ sinðδ∥ − δSÞ sinϕs

1
3

ffiffiffi
6

p
sinψT sin2 θT sin 2ϕT

�e−Γstðcosðδ∥ − δSÞ cosðΔmstÞ − sinðδ∥ − δSÞ cosϕs sinðΔmstÞÞ�
9 1

2
jASð0ÞjjA⊥ð0Þj sinðδ⊥ − δSÞ 1

3

ffiffiffi
6

p
sinψT sin 2θT cosϕT

½ð1 − cosϕsÞe−Γ
ðsÞ
L t þ ð1þ cosϕsÞe−Γ

ðsÞ
H t∓2e−Γst sinðΔmstÞ sinϕs�

10 jA0ð0ÞjjASð0Þj½12 ðe−Γ
ðsÞ
H t − e−Γ

ðsÞ
L tÞ sin δS sinϕs

4
3

ffiffiffi
3

p
cosψTð1 − sin2 θT cos2 ϕTÞ

�e−Γstðcos δS cosðΔmstÞ þ sin δS cosϕs sinðΔmstÞÞ�
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B. Using tag information in the fit

The tag probability for each B0
s candidate is determined

from a weighted sum of charged-particle tracks in a cone,
as described in Sec. IV. The tag probability is obtained

from this tag charge using the calibrations measured in the
B� → J=ψK� data. For the case where there is only one
track, the cone charge can only be �1. This leads to a tag
probability distribution with continuous and discrete parts
(spikes), which are estimated separately. The distributions
of tag probabilities for the signal and background are also
different, and since the background cannot be factorized
out, extra PDF terms are included to account for this
difference. For each event with a given B0

s tag probability
PðBjQÞ, a relative PDF factor, PS=BðPðBjQÞÞ, that this is a
signal or a background event is calculated using the
parametrizations of the continuous parts, shown in
Fig. 4. In the case of the spikes the relative PDF factor
is calculated as given in Table III.
To describe the continuous parts, the sidebands are

parametrized first. Sidebands are selected according to
B0
s mass, i.e.mðB0

sÞ < 5.317 GeV ormðB0
sÞ > 5.417 GeV.

In the fit the same function as for the sidebands is used to
describe events in the signal region: background parameters
are fixed to the values obtained in sidebands while signal
parameters are free in this step. The ratio of background to
signal (obtained from simultaneous mass–lifetime fit) is
fixed as well. The function describing tagging using
combined muons has the form of a fourth-order
Chebychev polynomial. A third-order polynomial is used
for the segment tagged muons’ tagging algorithm. A
fourth-order Chebychev polynomial is also applied for
the jet charge tagging algorithm. In all three cases unbinned
maximum likelihood fits are used. Results of fits projected
on histograms are shown in Fig. 4.
The spikes have their origin in tagging objects formed

from a single track, providing a tag charge of exactlyþ1 or
−1. When a background candidate is formed from a
random combination of a J=ψ and a pair of tracks, the
positive and negative charges are equally probable.
However, some of the background events are formed of
partially reconstructed B hadrons, and in these cases tag
charges of þ1 or −1 are not equally probable. For signal
events the tag charges are obviously not symmetric. The
fractions fþ1 and f−1 of events tagged with charges of þ1
and −1 are derived separately for signal and background.
The remaining ð1 − fþ1 − f−1Þ is the fraction of events in
the continuous region. The fractions fþ1 and f−1 are
determined using the same B0

s mass sidebands and signal
regions as in case of continuous parts. Table III summarizes
the obtained relative probabilities between tag charges þ1
and −1 for signal and background events and for all tag
methods.
Similarly, the sideband subtraction method is also used

to determine, for signal and background events, the relative
fraction of each tagging method. The results are summa-
rized in Table IV.
If the tag-probability PDFs were ignored in the like-

lihood fit, equivalent to assuming identical signal and
background behavior, the impact on the fit result would
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FIG. 4 (color online). The B0
s-tag probability distribution for the

events tagged with combined muons (top), segment tagged
muons (middle) and jet charge (bottom). Black dots are data
after removing spikes, blue is the fit to the sidebands, green is to
the signal, and red is a sum of both fits.
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be small, affecting the results by less than 10% of the
statistical uncertainty.

VI. RESULTS

The full simultaneous maximum likelihood fit contains
25 free parameters. These include the nine physics param-
eters: ΔΓs, ϕs, Γs, jA0ð0Þj2, jA∥ð0Þj2, δjj, δ⊥, jASj2 and δS.
The other parameters in the likelihood function are the B0

s
signal fraction fs, the parameters describing the J=ψϕmass
distribution, the parameters describing the B0

s meson decay
time plus angular distributions of background events, the
parameters used to describe the estimated decay time
uncertainty distributions for signal and background events,
and scale factors between the estimated decay time and
mass uncertainties and their true uncertainties.
The number of signal B0

s meson candidates extracted
from the fits is 22670� 150. The results and correlations
for the measured physics parameters of the simultaneous
unbinned maximum likelihood fit are given in Tables V
and VI. Fit projections of the mass, proper decay time and
angles are given in Figs. 5 and 6 respectively.

VII. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties are assigned by considering
several effects that are not accounted for in the likelihood
fit. These are described below:

(i) Inner detector alignment: Residual misalignments
of the inner detector affect the impact parameter

TABLE III. Table summarizing the obtained relative probabilities between tag charges þ1 and −1 for signal and
background events for the different tagging methods. Only statistical errors are quoted. The asymmetry in the signal
combined-muon tagging method has no impact on the results as it affects only 1% of the signal events (in addition to
the negligible effect of the tag-probability distributions themselves).

Signal Background

Tag method fþ1 f−1 fþ1 f−1

Combined μ 0.106� 0.019 0.187� 0.022 0.098� 0.006 0.108� 0.006
Segment tag μ 0.152� 0.043 0.153� 0.043 0.098� 0.009 0.095� 0.008
Jet charge 0.167� 0.010 0.164� 0.010 0.176� 0.003 0.180� 0.003

TABLE IV. Table summarizing the relative population of the
tagging methods in the background and signal events. Only
statistical errors are quoted.

Tag method Signal Background

Combined μ 0.0372� 0.0023 0.0272� 0.0005
Segment tag μ 0.0111� 0.0014 0.0121� 0.0003
Jet charge 0.277� 0.007 0.254� 0.002
Untagged 0.675� 0.011 0.707� 0.003

TABLE V. Fitted values for the physical parameters with their
statistical and systematic uncertainties. For the parameters δ∥ and
δ⊥ − δS a 68% confidence level interval is given. The reason for
this is described in Sec. VIII.

Parameter Value
Statistical
uncertainty

Systematic
uncertainty

ϕs [rad] 0.12 0.25 0.05
ΔΓs[ps−1] 0.053 0.021 0.010
Γs [ps−1] 0.677 0.007 0.004
jA∥ð0Þj2 0.220 0.008 0.009
jA0ð0Þj2 0.529 0.006 0.012
jASð0Þj2 0.024 0.014 0.028
δ⊥ 3.89 0.47 0.11
δ∥ [3.04, 3.23] 0.09
δ⊥ − δS [3.02, 3.25] 0.04

TABLE VI. Correlations between the physics parameters. The physics parameters are, in general, uncorrelated to the remaining
nuisance parameters in the fit. There are a few exceptions, but no correlation is greater than 0.12.

ϕs ΔΓ Γs jAjjð0Þj2 jA0ð0Þj2 jASð0Þj2 δ∥ δ⊥ δ⊥ − δS

ϕs 1.000 0.107 0.026 0.010 0.002 0.029 0.021 −0.043 −0.003
ΔΓ 1.000 −0.617 0.105 0.103 0.069 0.006 −0.017 0.001
Γs 1.000 −0.093 −0.063 0.034 −0.003 0.001 −0.009
jAjjð0Þj2 1.000 −0.316 0.077 0.008 0.005 −0.010
jA0ð0Þj2 1.000 0.283 −0.003 −0.016 −0.025
jASð0Þj2 1.000 −0.011 −0.054 −0.098
δ∥ 1.000 0.038 0.007
δ⊥ 1.000 0.081
δ⊥ − δS 1.000
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FIG. 5 (color online). (Top) Mass fit projection for the
B0
s → J=ψϕ. The red line shows the total fit, the dashed

green line shows the signal component while the dotted blue
line shows the contribution from B0 → J=ψK0� events.
(Bottom) Proper decay time fit projection for the B0

s → J=ψϕ.
The red line shows the total fit while the green dashed line
shows the total signal. The light and heavy components of the
signal are shown in green as a dotted and a dash-dotted
line, respectively. The total background is shown as a blue
dashed line with a grey dotted line showing the prompt J=ψ
background. The pull distributions at the bottom show the
difference between data and fit value normalized to the data
statistical uncertainty.
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distribution with respect to the primary vertex. The
effect of the residual misalignment is estimated
using simulated events with and without distorted
geometry. For this, the impact parameter distribution
with respect to the primary vertex is measured with
data as a function of η and ϕ with the maximum
deviation from zero being less than 10 μm. The
measurement is used to distort the geometry for
simulated events in order to reproduce the impact
parameter distribution measured as a function of η
and ϕ. The difference between the measurement
using simulated events with and without the distorted
geometry is used as the systematic uncertainty.

(ii) Trigger efficiency: It is observed that the muon
trigger biases the transverse impact parameter of
muons toward smaller values. To correct for this bias
the events are reweighted according to

w ¼ e−jtj=ðτsingþϵÞ=e−jtj=τsing ;

where τsing is a single B0
s lifetime measured before

the correction, using an unbinned mass–lifetime
maximum likelihood fit. The value of the parameter
ϵ and its uncertainty are described in Ref. [6]. The
systematic uncertainty is calculated by varying the
value of ϵ by its uncertainty and rerunning the fit.

(iii) B0 contribution:Contaminations fromB0 → J=ψK0�
and B0 → J=ψKπ events misreconstructed as B0

s →
J=ψϕ are accounted for in the default fit. The
fractions of B0 → J=ψK0� and B0 → J=ψKπ events
in the default fit are ð6.5þ = − 2.4Þ% and ð4.5þ
= − 2.8Þ% respectively. They were determined in MC
simulation and using branching fractions from
Ref. [17]. To estimate the systematic uncertainty
arising from the precision of the fraction estimates,
the data are fitted with these fractions increased and
decreased by 1σ. The largest shifts in the fitted values
from the default case are taken as the systematic
uncertainty for each parameter of interest.

(iv) Tagging: For the uncertainties in the fit parameters
due to uncertainty in the tagging, the statistical and
systematic components are separated. The statistical
uncertainty is due to the sample size of B� →
J=ψK� decays available and is included in the
overall statistical error. The systematic uncertainty
arises from the precision of the tagging calibration
and is estimated by varying the model parametrizing
the probability distribution, PðBjQÞ, as a function of
tag charge. The default model is a linear function.
For the combined-muon cone-charge tag and the
segment tagged muons the alternative fit function is
a third-order polynomial. For the jet-charge tag with
no muons, a third- and a fifth-order polynomial are
used. The B0

s fit was repeated using the alternative
models, and the largest difference was assigned as
the systematic uncertainty.

(v) Angular acceptance method: The angular acceptance
is calculated from a binned fit to Monte Carlo data. A
separate set of Monte Carlo signal events were
generated and fully simulated. Background was
generated using pseudoexperiments as described
below. There is sufficient data to perform 166 fits.
The systematic uncertainty is calculated using the
bias of the pull distribution multiplied by the stat-
istical uncertainty of each parameter. To estimate the
size of the systematic uncertainty introduced from the
choice of binning, different acceptance functions are
calculated using different bin widths and central
values. These effects are found to be negligible.

(vi) Signal and background mass model, resolution
model, background lifetime and background angles
model: To estimate the size of systematic uncertain-
ties caused by the assumptions made in the fit model,
variations of the model are tested in pseudoexperi-
ments. A set of 2400 pseudoexperiments is gener-
ated for each variation considered and fitted with the
default model. The systematic error quoted for each
effect is the difference between the mean shift of

TABLE VII. Summary of systematic uncertainties assigned to the physics parameters.

ϕs [rad] ΔΓs [ps−1] Γs [ps−1] jA∥ð0Þj2 jA0ð0Þj2 jASð0Þj2 δ⊥ [rad] δ∥ [rad] δ⊥ − δS [rad]

ID alignment <10−2 <10−3 <10−3 <10−3 <10−3 � � � <10−2 <10−2 � � �
Trigger efficiency <10−2 <10−3 0.002 <10−3 <10−3 <10−3 <10−2 <10−2 <10−2

B0 contribution 0.03 0.001 <10−3 <10−3 0.005 0.001 0.02 <10−2 <10−2

Tagging 0.03 <10−3 <10−3 <10−3 <10−3 <10−3 0.04 <10−2 <10−2

Acceptance 0.02 0.004 0.002 0.002 0.004 � � � � � � <10−2 � � �
Models:
Default fit <10−2 0.003 <10−3 0.001 0.001 0.006 0.07 0.01 0.01
Signal mass <10−2 0.001 <10−3 <10−3 0.001 <10−3 0.03 0.04 0.01
Background mass <10−2 0.001 0.001 <10−3 <10−3 0.002 0.06 0.02 0.02
Resolution 0.02 <10−3 0.001 0.001 <10−3 0.002 0.04 0.02 0.01
Background time 0.01 0.001 <10−3 0.001 <10−3 0.002 0.01 0.02 0.02
Background angles 0.02 0.008 0.002 0.008 0.009 0.027 0.06 0.07 0.03
Total 0.05 0.010 0.004 0.009 0.012 0.028 0.11 0.09 0.04

G. AAD et al. PHYSICAL REVIEW D 90, 052007 (2014)

052007-10



the fitted value of each parameter from its input
value for the pseudoexperiments with the systematic
alteration included. The variations are as follows.
Two different scale factors are used to generate the
signal mass. The background mass is generated from
an exponential function. Two different scale factors
are used to generate the lifetime uncertainty. The
background lifetimes are generated by sampling data
from the mass sidebands. Pseudoexperiments are
generated with background angles taken from histo-
grams from sideband data and are fitted with the
default fit model to assess the systematic uncertainty
to the parameterization of the background angles in
the fit.

(vii) Default fit model: The systematic uncertainty of
the default fit model is calculated using the bias of
the pull distribution of 2400 pseudoexperiments,
multiplied by the statistical uncertainty of each
parameter.

The systematic uncertainties are provided in Table VII. For
each variable, the total systematic error is obtained by
adding in quadrature the different contributions.

VIII. DISCUSSION

The PDF describing the B0
s → J=ψϕ decay is invariant

under the following simultaneous transformations:

fϕs;ΔΓs; δ⊥; δ∥g → fπ − ϕs;−ΔΓs; π − δ⊥; 2π − δ∥g:

ΔΓs has been determined to be positive [24]. Therefore,
there is a unique solution, and only the case ΔΓs > 0 is
considered. Uncertainties on individual parameters were
studied in detail in likelihood scans. Figure 7 shows the
one-dimensional likelihood scans for ϕs and ΔΓs. Figure 8
shows the likelihood contours in the ϕs − ΔΓs plane.
The behavior of the amplitudes around their fitted values

is Gaussian; however, the strong phases are more

complicated. Figure 9 shows the one-dimensional like-
lihood scans for the three measured strong phases.
The likelihood behavior of δ⊥ appears Gaussian, and

therefore it is reasonable to quote δ⊥¼3.89� 0.47ðstatÞ rad.
For δ⊥ − δS the scan shows a minimum close to π; however,
it is insensitive over the rest of the scan at the level of 2.1σ.
Therefore, the measured value of the difference δ⊥ − δS
is only given as 1σ confidence interval [3.02, 3.25] rad.
It should be noted that both jASð0Þj2 and the strong phase
δS are determined for the KþK− invariant mass range
1.0085 GeV < mðKþK−Þ < 1.0305 GeV used in this
analysis. For the strong phase δjj the central fit value is
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close to π ð3.14� 0.10Þ, and the one-dimensional like-
lihood scan shows normal Gaussian behavior around this
minimum. However, the systematic pull plot based on 2400
pseudoexperiments fits reveals a double-Gaussian shape
with 68% of the results included in the interval [2.92,
3.35] rad, and so we quote the result in the form of a
68% C.L. interval δjj ∈ ½2.92; 3.35� rad (statistical only).

IX. CONCLUSION

A measurement of time-dependent CP asymmetry
parameters in B0

s → J=ψðμþμ−ÞϕðKþK−Þ decays from a
4.9 fb−1 data sample of pp collisions collected with the
ATLAS detector during the 2011

ffiffiffi
s

p ¼ 7 TeV LHC run is
presented. Several parameters describing the B0

s meson
system are measured. These include the mean B0

s lifetime
1=Γs, the decay width difference ΔΓs between the heavy
and light mass eigenstates, and the transversity amplitudes
jA0ð0Þj and jA∥ð0Þj. Each of these is consistent with its
respective world average. Likelihood contours in the
ϕs - ΔΓs plane are also provided. The fraction jASð0Þj2,
the signal contribution from B0

s → J=ψKþK− and B0
s →

J=ψf0 decays, is measured to be consistent with zero,
at 0.024� 0.014ðstatÞ � 0.028ðsystÞ.

The results are

ϕs ¼ 0.12� 0.25ðstatÞ � 0.05ðsystÞ rad
ΔΓs ¼ 0.053� 0.021ðstatÞ � 0.010ðsystÞ ps−1
Γs ¼ 0.677� 0.007ðstatÞ � 0.004ðsystÞ ps−1

jA∥ð0Þj2 ¼ 0.220� 0.008ðstatÞ � 0.009ðsystÞ
jA0ð0Þj2 ¼ 0.529� 0.006ðstatÞ � 0.012ðsystÞ

δ⊥ ¼ 3.89� 0.47ðstatÞ � 0.11ðsystÞ rad:

The values are consistent with those obtained in our
untagged analysis [6] and significantly reduce the overall
uncertainty on ϕs. These results are consistent with the
values predicted in the Standard Model.
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1 Introduction

New phenomena beyond the predictions of the Standard Model (SM) may alter CP vi-

olation in b-hadron decays. A channel that is expected to be sensitive to new physics

contributions is the decay B0
s → J/ψφ. CP violation in the B0

s → J/ψφ decay occurs due

to interference between direct decays and decays with B0
s -B̄0

s mixing. The oscillation fre-

quency of B0
s meson mixing is characterized by the mass difference ∆ms of the heavy (BH)

and light (BL) mass eigenstates. The CP violating phase φs is defined as the weak phase

difference between the B0
s -B̄0

s mixing amplitude and the b→ ccs decay amplitude. In the

absence of CP violation, the BH state would correspond to the CP -odd state and the BL

to the CP -even state. In the SM the phase φs is small and can be related to Cabibbo-

Kobayashi-Maskawa (CKM) quark mixing matrix elements via the relation φs ' −2βs,
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with βs = arg[−(VtsV
∗
tb)/(VcsV

∗
cb)]; assuming no physics beyond the SM contributions to

B0
s mixing and decays, a value of −2βs = −0.0363+0.0016

−0.0015 rad can be predicted by combining

beauty and kaon physics observables [1].

Other physical quantities involved in B0
s -B̄0

s mixing are the decay width Γs = (ΓL +

ΓH)/2 and the width difference ∆Γs = ΓL − ΓH , where ΓL and ΓH are the decay widths

of the different eigenstates. The width difference is predicted to be ∆Γs = 0.087 ± 0.021

ps−1 [2]. Physics beyond the SM is not expected to affect ∆Γs as significantly as φs [3].

However, extracting ∆Γs from data is interesting as it allows theoretical predictions to be

tested [3]. Previous measurements of these quantities have been reported by the DØ, CDF,

LHCb, ATLAS and CMS collaborations [4–9].

The decay of the pseudoscalar B0
s to the vector-vector J/ψ(µ+µ−)φ(K+K−) final state

results in an admixture of CP -odd and CP -even states, with orbital angular momentum

L = 0, 1 or 2. The final states with orbital angular momentum L = 0 or 2 are CP -even,

while the state with L = 1 is CP -odd. The same final state can also be produced with

K+K− pairs in an S-wave configuration [10]. This S-wave final state is CP -odd. The

CP states are separated statistically using an angular analysis of the final-state particles.

Flavour tagging is used to distinguish between the initial B0
s and B̄0

s states.

The analysis presented here provides a measurement of the B0
s → J/ψφ decay pa-

rameters using 14.3 fb−1 of LHC pp data collected by the ATLAS detector during 2012 at

a centre-of-mass energy of 8 TeV. This is an update of the previous flavour-tagged time-

dependent angular analysis of B0
s → J/ψφ [8] that was performed using 4.9 fb−1 of data

collected at 7 TeV. Electrons are now included, in addition to final-state muons, for the

flavour tagging using leptons.

2 ATLAS detector and Monte Carlo simulation

The ATLAS detector [11] is a multi-purpose particle physics detector with a forward-

backward symmetric cylindrical geometry and nearly 4π coverage in solid angle.1 The inner

tracking detector (ID) consists of a silicon pixel detector, a silicon microstrip detector and

a transition radiation tracker. The ID is surrounded by a thin superconducting solenoid

providing a 2 T axial magnetic field, and by a high-granularity liquid-argon (LAr) sampling

electromagnetic calorimeter. A steel/scintillator tile calorimeter provides hadronic coverage

in the central rapidity range. The end-cap and forward regions are instrumented with LAr

calorimeters for electromagnetic and hadronic measurements. The muon spectrometer

(MS) surrounds the calorimeters and consists of three large superconducting toroids with

eight coils each, a system of tracking chambers, and detectors for triggering.

The muon and tracking systems are of particular importance in the reconstruction

of B meson candidates. Only data collected when both these systems were operating

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in

the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre

of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r, φ) are used in the transverse

plane, φ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the

polar angle θ as η = − ln tan(θ/2).

– 2 –
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correctly and when the LHC beams were declared to be stable are used in the analysis.

The data were collected during a period of rising instantaneous luminosity, and the trigger

conditions varied over this time. The triggers used to select events for this analysis are

based on identification of a J/ψ → µ+µ− decay, with transverse momentum (pT) thresholds

of either 4 GeV or 6 GeV for the muons. The measurement uses 14.3 fb−1 of pp collision

data collected with the ATLAS detector at a centre-of-mass energy of 8 TeV. Data collected

at the beginning of the 8 TeV data-taking period are not included in the analysis due to a

problem with the trigger tracking algorithm. The trigger was subsequently changed to use

a different tracking algorithm that did not have this problem.

To study the detector response, estimate backgrounds and model systematic effects,

12 million Monte Carlo (MC) simulated B0
s → J/ψφ events were generated using Pythia

8 [12, 13] tuned with ATLAS data [14]. No pT cuts were applied at the generator level.

The detector response was simulated using the ATLAS simulation framework based on

GEANT4 [15, 16]. In order to take into account the varying number of proton-proton

interactions per bunch crossing (pile-up) and trigger configurations during data-taking,

the MC events were weighted to reproduce the same pile-up and trigger conditions in data.

Additional samples of the background decay B0
d → J/ψK0∗, as well as the more general

bb̄→ J/ψX and pp→ J/ψX backgrounds were also simulated using Pythia 8.

3 Reconstruction and candidate selection

Events must pass the trigger selections described in section 2. In addition, each event must

contain at least one reconstructed primary vertex, formed from at least four ID tracks,

and at least one pair of oppositely charged muon candidates that are reconstructed using

information from the MS and the ID [17]. A muon identified using a combination of

MS and ID track parameters is referred to as a combined-muon. A muon formed from

a MS track segment that is not associated with a MS track but is matched to an ID

track extrapolated to the MS is referred to as a segment-tagged muon. The muon track

parameters are determined from the ID measurement alone, since the precision of the

measured track parameters is dominated by the ID track reconstruction in the pT range

of interest for this analysis. Pairs of oppositely charged muon tracks are refitted to a

common vertex and the pair is accepted for further consideration if the quality of the fit

meets the requirement χ2/d.o.f. < 10. The invariant mass of the muon pair is calculated

from the refitted track parameters. In order to account for varying mass resolution in

different parts of the detector, the J/ψ candidates are divided into three subsets according

to the pseudorapidity η of the muons. A maximum-likelihood fit is used to extract the J/ψ

mass and the corresponding mass resolution for these three subsets. When both muons

have |η| < 1.05, the dimuon invariant mass must fall in the range 2.959–3.229 GeV to be

accepted as a J/ψ candidate. When one muon has 1.05 < |η| < 2.5 and the other muon

|η| < 1.05, the corresponding signal region is 2.913–3.273 GeV. For the third subset, where

both muons have 1.05 < |η| < 2.5, the signal region is 2.852–3.332 GeV. In each case the

signal region is defined so as to retain 99.8% of the J/ψ candidates identified in the fits.

– 3 –
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The candidates for the decay φ → K+K− are reconstructed from all pairs of oppo-

sitely charged particles with pT > 1 GeV and |η| < 2.5 that are not identified as muons.

Candidate events for B0
s → J/ψ(µ+µ−)φ(K+K−) decays are selected by fitting the tracks

for each combination of J/ψ → µ+µ− and φ → K+K− to a common vertex. Each of

the four tracks is required to have at least one hit in the pixel detector and at least four

hits in the silicon microstrip detector. The fit is further constrained by fixing the invariant

mass calculated from the two muon tracks to the J/ψ mass [18]. A quadruplet of tracks is

accepted for further analysis if the vertex fit has a χ2/d.o.f. < 3, the fitted pT of each track

from φ→ K+K− is greater than 1 GeV and the invariant mass of the track pairs (assum-

ing that they are kaons) falls within the interval 1.0085 GeV < m(K+K−) < 1.0305 GeV.

If there is more than one accepted candidate in the event, the candidate with the lowest

χ2/d.o.f. is selected. In total, 375,987 B0
s candidates are collected within a mass range of

5.150–5.650 GeV.

For each B0
s meson candidate the proper decay time t is estimated using the expression:

t =
Lxy mB

pTB

,

where pTB
is the reconstructed transverse momentum of the B0

s meson candidate and mB

denotes the mass of the B0
s meson, taken from [18]. The transverse decay length, Lxy, is

the displacement in the transverse plane of the B0
s meson decay vertex with respect to the

primary vertex, projected onto the direction of the B0
s transverse momentum. The position

of the primary vertex used to calculate this quantity is determined from a refit following

the removal of the tracks used to reconstruct the B0
s meson candidate.

For the selected events the average number of pile-up proton-proton interactions is 21,

necessitating a choice of the best candidate for the primary vertex at which the B0
s meson

is produced. The variable used is the three-dimensional impact parameter d0, which is

calculated as the distance between the line extrapolated from the reconstructed B0
s meson

vertex in the direction of the B0
s momentum, and each primary vertex candidate. The

chosen primary vertex is the one with the smallest d0.

A study [19] made using a MC simulated dataset has shown that the precision of the

reconstructed B0
s proper decay time remains stable over the range of pile-up encountered

during 2012 data-taking. No B0
s meson decay-time cut is applied in this analysis.

4 Flavour tagging

The initial flavour of a neutral B meson can be inferred using information from the opposite-

side B meson that contains the other pair-produced b-quark in the event [20, 21]. This is

referred to as opposite-side tagging (OST).

To study and calibrate the OST methods, events containing B± → J/ψK± decays

are used, where the flavour of the B±-meson is provided by the kaon charge. A sample

of B± → J/ψK± candidates is selected from the entire 2012 dataset satisfying the data-

quality selection described in section 2. Since the OST calibration is not affected by the

trigger problem at the start of the 8 TeV data-taking period, the tagging measurement uses

19.5 fb−1 of integrated luminosity of pp collision data.

– 4 –
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4.1 B± → J/ψK± event selection

In order to select candidate B± → J/ψK± decays, firstly J/ψ candidates are selected

from pairs of oppositely charged combined-muons forming a good vertex, following the

criteria described in section 3. Each muon is required to have a transverse momentum of

at least 4 GeV and pseudorapidity within |η| < 2.5. The invariant mass of the dimuon

candidate is required to satisfy 2.8 GeV < m(µ+µ−) < 3.4 GeV. To form the B candidate,

an additional track, satisfying the same quality requirements described for tracks in section

3, is combined with the dimuon candidate using the charged kaon mass hypothesis, and a

vertex fit is performed with the mass of the dimuon pair constrained to the known value

of the J/ψ mass. To reduce the prompt component of the combinatorial background, a

requirement is applied to the transverse decay length of the B candidate of Lxy > 0.1 mm.

A sideband subtraction method is used in order to study parameter distributions cor-

responding to the B± signal processes with the background component subtracted. Events

are divided into sub-sets into five intervals in the pseudorapidity of the B candidate and

three mass regions. The mass regions are defined as a signal region around the fitted peak

signal mass position µ ± 2σ and the sideband regions are defined as [µ − 5σ, µ − 3σ] and

[µ+3σ, µ+5σ], where µ and σ are the mean and width of the Gaussian function describing

the B signal mass. Separate binned extended maximum-likelihood fits are performed to

the invariant mass distribution in each region of pseudorapidity.

An exponential function is used to model the combinatorial background and a hy-

perbolic tangent function to parameterize the low-mass contribution from incorrectly or

partially reconstructed B decays. A Gaussian function is used to model the B± → J/ψπ±

contribution. The contribution from non-combinatorial background is found to have a neg-

ligible effect on the tagging procedure. Figure 1 shows the invariant mass distribution of

B candidates for all rapidity regions overlaid with the fit result for the combined data.

4.2 Flavour tagging methods

Several methods that differ in efficiency and discriminating power are available to infer the

flavour of the opposite-side b-quark. The measured charge of a muon or electron from a

semileptonic decay of the B meson provides strong separation power; however, the b → `

transitions are diluted through neutral B meson oscillations, as well as by cascade decays

b → c → `, which can alter the charge of the lepton relative to those from direct b → `

decays. The separation power of lepton tagging is enhanced by considering a weighted sum

of the charge of the tracks in a cone around the lepton, where the weighting function is

determined separately for each tagging method by optimizing the tagging performance. If

no lepton is present, a weighted sum of the charge of tracks in a jet associated with the

opposite-side B meson decay provides some separation. The flavour tagging methods are

described in detail below.

For muon-based tagging, an additional muon is required in the event, with pT > 2.5

GeV, |η| < 2.5 and with |∆z| < 5 mm from the primary vertex. Muons are classified accord-

ing to their reconstruction class, combined or segment-tagged, and subsequently treated as

– 5 –
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Figure 1. The invariant mass distribution for B± → J/ψK± candidates satisfying the selection

criteria, used to study the flavour tagging. Data are shown as points, and the overall result of the

fit is given by the blue curve. The contribution from the combinatorial background component is

indicated by the red dotted line, partially reconstructed B decays by the green shaded area, and

decays of B± → J/ψπ±, where the pion is mis-assigned a kaon mass, by the purple dashed line.
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Figure 2. The opposite-side muon cone charge distribution for B± signal candidates for segment-

tagged (left) and combined (right) muons. The B± charge is determined from the kaon charge.

distinct flavour tagging methods. In the case of multiple muons, the muon with the highest

transverse momentum is selected.

A muon cone charge variable is constructed, defined as

Qµ =

∑N tracks
i qi · (pTi)

κ∑N tracks
i (pTi)κ

,

where q is the charge of the track, κ = 1.1 and the sum is performed over the reconstructed

ID tracks within a cone, ∆R =
√

(∆φ)2 + (∆η)2 < 0.5, around the muon direction. The

reconstructed ID tracks must have pT > 0.5 GeV and |η| < 2.5. Tracks associated with

the B± signal decay are excluded from the sum. In figure 2 the opposite-side muon cone

charge distributions are shown for candidates from B± signal decays.
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Figure 3. The opposite-side electron cone charge distribution for B± signal candidates.

For electron-based tagging, an electron is identified using information from the inner

detector and calorimeter and is required to satisfy the tight electron quality criteria [22].

The inner detector track associated with the electron is required to have pT > 0.5 GeV

and |η| < 2.5. It is required to pass within |∆z| < 5 mm of the primary vertex to remove

electrons from non-signal interactions. To exclude electrons associated with the signal-

side of the decay, electrons are rejected that have momenta within a cone of size ∆R = 0.4

around the signal B candidate direction in the laboratory frame and opening angle between

the B candidate and electron momenta, ζb, of cos(ζb) > 0.98. In the case of more than

one electron passing the selection, the electron with the highest transverse momentum is

chosen. As in the case of muon tagging, additional tracks within a cone of size ∆R = 0.5

are used to form the electron cone charge Qe with κ = 1.0. If there are no additional tracks

within the cone, the charge of the electron is used. The resulting opposite-side electron

cone charge distribution is shown in figure 3 for B+ and B− signal events.

In the absence of a muon or electron, b-tagged jets (i.e. jets that are the product of a

b-quark) are identified using a multivariate tagging algorithm [23], which is a combination

of several b-tagging algorithms using an artificial neural network and outputs a b-tag weight

classifier. Jets are selected that exceed a b-tag weight of 0.7. This value is optimized to

maximize the tagging power of the calibration sample. Jets are reconstructed from track

information using the anti-kt algorithm [24] with a radius parameter R = 0.8. In the case

of multiple jets, the jet with the highest value of the b-tag weight is used.

The jet charge is defined as

Qjet =

∑N tracks
i qi · (pTi)

κ∑N tracks
i (pTi)κ

,

where κ = 1.1 and the sum is over the tracks associated with the jet, excluding those tracks

associated with a primary vertex other than that of the signal decay and tracks from the

signal candidate. Figure 4 shows the distribution of the opposite-side jet-charge for B±

signal candidates.

The efficiency, ε, of an individual tagging method is defined as the ratio of the num-

ber of events tagged by that method to the total number of candidates. A probability

P (B|Q) (P (B̄|Q)) that a specific event has a signal decay containing a b̄-quark (b-quark)

– 7 –
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Figure 4. Opposite-side jet-charge distribution for B± signal candidates.

given the value of the discriminating variable is constructed from the calibration sam-

ples for each of the B+ and B− samples, which defines P (Q|B+) and P (Q|B−), re-

spectively. The probability to tag a signal event as containing a b̄-quark is therefore

P (B|Q) = P (Q|B+)/(P (Q|B+) +P (Q|B−)), and correspondingly P (B̄|Q) = 1−P (B|Q).

It is possible to define a quantity called the dilution D = P (B|Q)−P (B̄|Q) = 2P (B|Q)−1,

which represents the strength of a particular flavour tagging method. The tagging power

of a particular tagging method is defined as T = εD2 =
∑

i εi · (2Pi(B|Qi)− 1)2, where the

sum is over the bins of the probability distribution as a function of the charge variable. An

effective dilution, D =
√
T/ε, is calculated from the measured tagging power and efficiency.

The flavour tagging method applied to each B0
s candidate event is taken from the

information contained in a given event. By definition there is no overlap between lepton-

tagged and jet-charge-tagged events. The overlap between muon- and electron-tagged

events, corresponding to 0.4% of all tagged events, is negligibly small. In the case of doubly

tagged events, the tagger with the highest tagging power is selected; however, the choice

of hierarchy between muon- and electron-tagged events is shown to have negligible impact

on the final fit results. If it is not possible to provide a tagging response for the event, then

a probability of 0.5 is assigned. A summary of the tagging performance is given in table 1.

4.3 Using tag information in the B0
s fit

The tag-probability for each B0
s candidate is determined from calibrations derived from a

sample of B± → J/ψK± candidates, as described in section 4.2. The distributions of tag-

probabilities for the signal and background are different and since the background cannot

be factorized out, additional probability terms, Ps(P (B|Q)) and Pb(P (B|Q)) for signal and

background, respectively, are included in the fit. The distributions of tag-probabilities for

the B0
s candidates consist of continuous and discrete parts (events with a tag charge of

±1); these are treated separately as described below.

To describe the continuous part, a fit is first performed to the sideband data, i.e.,

5.150 GeV < m(B0
s ) < 5.317 GeV or 5.417 GeV < m(B0

s ) < 5.650 GeV, where m(B0
s ) is

the mass of the B0
s candidate. Different functions are used for the different tagging meth-

ods. For the combined-muon tagging method, the function has the form of the sum of a
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Tagger Efficiency [%] Dilution [%] Tagging Power [%]

Combined µ 4.12± 0.02 47.4± 0.2 0.92± 0.02

Electron 1.19± 0.01 49.2± 0.3 0.29± 0.01

Segment-tagged µ 1.20± 0.01 28.6± 0.2 0.10± 0.01

Jet-charge 13.15± 0.03 11.85± 0.03 0.19± 0.01

Total 19.66± 0.04 27.56± 0.06 1.49± 0.02

Table 1. Summary of tagging performance for the different flavour tagging methods described

in the text. Uncertainties shown are statistical only. The efficiency and tagging power are each

determined by summing over the individual bins of the charge distribution. The effective dilution is

obtained from the measured efficiency and tagging power. For the efficiency, dilution, and tagging

power, the corresponding uncertainty is determined by combining the appropriate uncertainties in

the individual bins of each charge distribution.

fourth-order polynomial and two exponential functions. A second-order polynomial and

two exponential functions are applied for the electron tagging algorithm. A sum of three

Gaussian functions is used for the segment-tagged muons. For the jet-charge tagging algo-

rithm an eighth-order polynomial is used. In all four cases unbinned maximum-likelihood

fits to data are used. In the next step, the same function as applied to the sidebands is used

to describe the distributions for events in the signal region: the background parameters

are fixed to the values obtained from the fits to the sidebands while the signal parameters

are free in this step. The ratio of background to signal (obtained from a simultaneous

mass-lifetime fit) is fixed as well. The results of the fits projected onto histograms of B0
s

tag-probability for the different tagging methods are shown in figure 5.

To account for possible deviations between data and the selected fit models a number

of alternative fit functions are used to determine systematic uncertainties in the B0
s fit.

These fit variations are described in section 7.

The discrete components of the tag-probability distribution originate from cases where

the tag is derived from a single track, giving a tag charge of exactly +1 or −1. The fractions

of events f+1 and f−1 with charges +1 and −1, respectively, are determined separately for

signal and background using events from the same B0
s mass signal and sideband regions.

Positive and negative charges are equally probable for background candidates formed from a

random combination of a J/ψ and a pair of tracks, but this is not the case for background

candidates formed from a partially reconstructed b-hadron. For signal and background

contributions, similar fractions of events that are tagged with +1 or −1 tagging charge are

observed for each of the tagging methods. The remaining fraction of events, 1− f+1− f−1,

constitute the continuous part of the distributions. Table 2 summarizes the fractions f+1

and f−1 obtained for signal and background events and for the different tag methods.

To estimate the fractions of signal and background events which have tagging, a sim-

ilar sideband-subtraction method is used to determine the relative fraction of signal and

background events tagged using the different methods. These fractions are also included in

the maximum-likelihood fit, described in section 5. The results are summarized in table 3.
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Figure 5. The continuous part of tag-probability for tagging using combined-muons (top-left),

electrons (top-right), segment-tagged muons (bottom-left) and jet-charge (bottom-right). Black

dots are data, blue is a fit to the sidebands, purple to the signal and red is a sum of both fits.

Tag method Signal Background

f+1 f−1 f+1 f−1

Combined µ 0.124± 0.012 0.127± 0.012 0.093± 0.003 0.095± 0.003

Electron 0.105± 0.020 0.139± 0.021 0.110± 0.007 0.110± 0.007

Segment-tagged µ 0.147± 0.024 0.118± 0.023 0.083± 0.004 0.084± 0.004

Jet-charge 0.071± 0.005 0.069± 0.005 0.068± 0.002 0.069± 0.002

Table 2. Table summarizing the fraction of events f+1 and f−1 with tag charges of +1 and −1,

respectively for signal and background events and for the different tag methods. Only statistical

errors are quoted.
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Tag method Signal Background

Combined µ 0.047± 0.003 0.038± 0.001

Electron 0.012± 0.001 0.008± 0.001

Segment-tagged µ 0.013± 0.001 0.015± 0.001

Jet-charge 0.135± 0.003 0.100± 0.001

Untagged 0.793± 0.002 0.839± 0.002

Table 3. Table summarizing the relative fractions of signal and background events tagged using

the different tag methods. The fractions include both the continuous and discrete contributions.

Only statistical errors are quoted.

5 Maximum likelihood fit

An unbinned maximum-likelihood fit is performed on the selected events to extract the pa-

rameter values of the B0
s → J/ψ(µ+µ−)φ(K+K−) decay. The fit uses information about

the reconstructed mass m, the measured proper decay time t, the measured proper de-

cay time uncertainty σt, the tagging probability, and the transversity angles Ω of each

B0
s → J/ψφ decay candidate. The measured proper decay time uncertainty σt is calcu-

lated from the covariance matrix associated with the vertex fit of each candidate event. The

transversity angles Ω = (θT , ψT , φT ) are defined in section 5.1. The likelihood is indepen-

dent of the K+K− mass distribution. The likelihood function is defined as a combination

of the signal and background probability density functions as follows:

lnL =
N∑
i=1

{wi · ln(fs · Fs(mi, ti, σti ,Ωi, P (B|Q), pTi)

+ fs · fB0 · FB0(mi, ti, σti ,Ωi, P (B|Q), pTi)

+ fs · fΛb
· FΛb

(mi, ti, σti ,Ωi, P (B|Q), pTi)

+ (1− fs · (1 + fB0 + fΛb
))Fbkg(mi, ti, σti ,Ωi, P (B|Q), pTi))}, (5.1)

where N is the number of selected candidates, wi is a weighting factor to account for

the trigger efficiency (described in section 5.3), and fs is the fraction of signal candidates.

The background fractions fB0 and fΛb
are the fractions of B0 mesons and Λb baryons

mis-identified as B0
s candidates calculated relative to the number of signal events; these

parameters are fixed to their MC values and varied as part of the systematic uncertainties.

The mass mi, the proper decay time ti and the decay angles Ωi are the values measured

from the data for each event i. Fs, FB0 , FΛb
and Fbkg are the probability density functions

(PDF) modelling the signal, B0 background, Λb background, and the other background

distributions, respectively. A detailed description of the signal PDF terms in equation (5.1)

is given in section 5.1. The three background functions are described in section 5.2.
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5.1 Signal PDF

The PDF used to describe the signal events, Fs, has the following composition:

Fs(mi, ti,σti ,Ωi, P (B|Q), pTi) = Ps(mi) · Ps(Ωi, ti, P (B|Q), σti)

·Ps(σti) · Ps(P (B|Q)) ·A(Ωi, pTi) · Ps(pTi). (5.2)

The mass function Ps(mi) is modelled by a sum of three Gaussian distributions. The

probability terms Ps(σti) and Ps(pTi) are described by gamma functions and are unchanged

from the analysis described in ref. [25]. The tagging probability term for signal Ps(P (B|Q))

is described in section 4.3.

The term Ps(Ωi, ti, P (B|Q), σti) is a joint PDF for the decay time t and the transver-

sity angles Ω for the B0
s → J/ψ(µ+µ−)φ(K+K−) decay. Ignoring detector effects, the

distribution for the time t and the angles Ω is given by the differential decay rate [26]:

d4Γ

dt dΩ
=

10∑
k=1

O(k)(t)g(k)(θT , ψT , φT ),

where O(k)(t) are the time-dependent functions corresponding to the contributions of

the four different amplitudes (A0, A||, A⊥, and AS) and their interference terms, and

g(k)(θT , ψT , φT ) are the angular functions. Table 4 shows these time-dependent functions

and the angular functions of the transversity angles. The formulae for the time-dependent

functions have the same structure for B0
s and B̄0

s but with a sign reversal in the terms

containing ∆ms. In table 4, the parameter A⊥(t) is the time-dependent amplitude for

the CP -odd final-state configuration while A0(t) and A‖(t) correspond to CP -even final-

state configurations. The amplitude AS(t) gives the contribution from the CP -odd non-

resonant B0
s → J/ψK+K− S-wave state (which includes the f0). The corresponding

functions are given in the last four lines of table 4 (k = 7–10). The amplitudes are pa-

rameterized by |Ai|eiδi , where i = {0, ||,⊥, S}, with δ0 = 0 and are normalized such that

|A0(0)|2 + |A⊥(0)|2 + |A‖(0)|2 = 1. |A⊥(0)| is determined according to this condition, while

the remaining three amplitudes are parameters of the fit. The formalism used throughout

this analysis assumes no direct CP violation.

The angles (θT , ψT , φT ), are defined in the rest frames of the final-state particles. The

x-axis is determined by the direction of the φ meson in the J/ψ rest frame, and the K+K−

system defines the x–y plane, where py(K
+) > 0. The three angles are defined as:

• θT , the angle between ~p(µ+) and the normal to the x–y plane, in the J/ψ meson rest

frame,

• φT , the angle between the x-axis and ~pxy(µ
+), the projection of the µ+ momentum

in the x–y plane, in the J/ψ meson rest frame,

• ψT , the angle between ~p(K+) and −~p(J/ψ) in the φ meson rest frame.

The PDF term Ps(Ωi, ti, P (B|Q), σti) takes into account the lifetime resolution, so each

time element in table 4 is smeared with a Gaussian function. This smearing is performed
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Figure 6. The proper decay time uncertainty distribution for data (black), and the fits to the

background (blue) and the signal (purple) contributions. The total fit is shown as a red curve.

numerically on an event-by-event basis where the width of the Gaussian function is the

proper decay time uncertainty, measured for each event, multiplied by a scale factor to

account for any mis-measurements. The proper decay time uncertainty distribution for

data, including the fits to the background and the signal contributions is shown in figure 6.

The average value of this uncertainty for signal events is 97 fs.

The angular acceptance of the detector and kinematic cuts on the angular distributions

are included in the likelihood function through A(Ωi, pT i). This is calculated using a 4D

binned acceptance method, applying an event-by-event efficiency according to the transver-

sity angles (θT , ψT , φT ) and the pT of the candidate. The pT binning is necessary, because

the angular acceptance is influenced by the pT of the B0
s candidate. The acceptance is

calculated from the B0
s → J/ψφ MC events. Taking the small discrepancies between data

and MC events into account have negligible effect on the fit results. In the likelihood func-

tion, the acceptance is treated as an angular acceptance PDF, which is multiplied with the

time- and angle-dependent PDF describing the B0
s → J/ψ(µ+µ−)φ(K+K−) decays. As

both the acceptance and time- and angle-dependent decay PDFs depend on the transversity

angles they must be normalized together. This normalization is done numerically during

the likelihood fit. The PDF is normalized over the entire B0
s mass range 5.150–5.650 GeV.

5.2 Background PDF

The background PDF has the following composition:

Fbkg(mi, ti, σti ,Ωi, P (B|Q), pTi) = Pb(mi) · Pb(ti|σti) · Pb(P (B|Q))

·Pb(Ωi) · Pb(σti) · Pb(pTi). (5.3)

The proper decay time function Pb(ti|σti) is parameterized as a prompt peak modelled by a

Gaussian distribution, two positive exponential functions and a negative exponential func-

tion. These functions are smeared with the same resolution function as the signal decay

time-dependence. The prompt peak models the combinatorial background events, which

are expected to have reconstructed lifetimes distributed around zero. The two positive

exponential functions represent a fraction of longer-lived backgrounds with non-prompt
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J/ψ, combined with hadrons from the primary vertex or from a B/D meson in the same

event. The negative exponential function takes into account events with poor vertex res-

olution. The probability terms Pb(σti) and Pb(pTi) are described by gamma functions.

They are unchanged from the analysis described in ref. [25] and explained in detail there.

The tagging probability term for background Pb(P (B|Q)) is described in section 4.3.

The shape of the background angular distribution, Pb(Ωi) arises primarily from de-

tector and kinematic acceptance effects. These are described by Legendre polynomial

functions:

Y m
l (θT ) =

√
(2l + 1)/(4π)

√
(l −m)!/(l +m)!P

|m|
l (cos θT )

Pk(x) =
1

2kk!

dk

dxk
(x2 − 1)k (5.4)

Pb(θT , ψT , φT ) =
6∑

k=0

6∑
l=0

l∑
m=−l


ak,l,m

√
2Y m

l (θT ) cos(mφT )Pk(cosψT ) where m > 0

ak,l,m
√

2Y −ml (θT ) sin(mφT )Pk(cosψT ) where m < 0

ak,l,m
√

2Y 0
l (θT )Pk(cosψT ) where m = 0

where the coefficients ak,l,m are adjusted to give the best fit to the angular distributions

for events in the B0
s mass sidebands. These parameters are then fixed in the main fit. The

B0
s mass interval used for the background fit is between 5.150 and 5.650 GeV excluding

the signal mass region |(m(B0
s ) − 5.366 GeV| < 0.110 GeV. The background mass model,

Pb(mi) is an exponential function with a constant term added.

Contamination from Bd → J/ψK0∗ and Λb → J/ψpK− events mis-reconstructed as

B0
s → J/ψφ are accounted for in the fit through the FB0 and FΛb

terms in the PDF function

described in equation (5.1). The fraction of these contributions, fB0 = (3.3 ± 0.5)% and

fΛb
= (1.8±0.6)%, are evaluated from MC simulation using production and branching frac-

tions from refs. [18, 27–31]. MC simulated events are also used to determine the shape of the

mass and transversity angle distributions. The 3D angular distributions of B0
d → J/ψK∗0

and of the conjugate decay are modelled using input from ref. [32], while angular distribu-

tions for Λb → J/ψpK− and the conjugate decay are modelled as flat. These distributions

are sculpted for detector acceptance effects and then described by Legendre polynomial

functions, equation (5.4), as in the case of the background described by equation (5.3).

These shapes are fixed in the fit. The Bd and Λb lifetimes are accounted for in the fit by

adding additional exponential terms, scaled by the ratio of Bd/B
0
s or Λb/B

0
s masses as ap-

propriate, where the lifetimes and masses are taken from ref. [18]. Systematic uncertainties

due to the background from Bd → J/ψK0∗ and Λb → J/ψpK− decays are described in

section 7. The contribution of Bd → J/ψKπ events as well as their interference with Bd →
J/ψK0∗ events is not included in the fit and is instead assigned as a systematic uncertainty.

To account for possible deviations between data and the selected fit models a number

of alternative fit functions and mass selection criteria are used to determine systematic

uncertainties in the B0
s fit. These fit variations are described in section 7.
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5.3 Muon trigger proper time-dependent efficiency

It was observed that the muon trigger biases the transverse impact parameter of muons,

resulting in a minor inefficiency at large values of the proper decay time. This inefficiency is

measured using MC simulated events, by comparing the B0
s proper decay time distribution

of an unbiased sample with the distribution obtained including the trigger. To account for

this inefficiency in the fit, the events are re-weighted by a factor w:

w = p0 · [1− p1 · (Erf((t− p3)/p2) + 1)], (5.5)

where p0, p1, p2 and p3 are parameters determined in the fit to MC events. No significant

bias or inefficiency due to off-line track reconstruction, vertex reconstruction, or track

quality selection criteria is observed.

6 Results

The full simultaneous unbinned maximum-likelihood fit contains nine physical parameters:

∆Γs, φs, Γs, |A0(0)|2, |A‖(0)|2, δ||, δ⊥, |AS(0)|2 and δS . The other parameters in the

likelihood function are the B0
s signal fraction fs, parameters describing the J/ψφ mass

distribution, parameters describing the B0
s meson decay time plus angular distributions of

background events, parameters used to describe the estimated decay time uncertainty dis-

tributions for signal and background events, and scale factors between the estimated decay

time uncertainties and their true uncertainties. In addition there are also 353 nuisance

parameters describing the background and acceptance functions that are fixed at the time

of the fit. The fit model is tested using pseudo-experiments as described in section 7. These

tests show no significant bias, as well as no systematic underestimation of the statistical

errors reported from the fit to data.

Multiplying the total number of events supplied to the fit with the extracted signal

fraction and its statistical uncertainty provides an estimate for the total number of B0
s

meson candidates of 74900 ± 400. The results and correlations of the physics parameters

obtained from the fit are given in tables 5 and 6. Fit projections of the mass, proper decay

time and angles are given in figures 7 and 8, respectively.

7 Systematic uncertainties

Systematic uncertainties are assigned by considering effects that are not accounted for in

the likelihood fit. These are described below.

• Flavour tagging: there are two contributions to the uncertainties in the fit parame-

ters due to the flavour tagging procedure, the statistical and systematic components.

The statistical uncertainty due to the size of the sample of B± → J/ψK± decays

is included in the overall statistical error. The systematic uncertainty arising from

the precision of the tagging calibration is estimated by changing the model used to

parameterize the probability distribution, P (B|Q), as a function of tag charge from

the third-order polynomial function used by default to one of several alternative
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Parameter Value Statistical Systematic

uncertainty uncertainty

φs[rad] −0.110 0.082 0.042

∆Γs[ps−1] 0.101 0.013 0.007

Γs[ps−1] 0.676 0.004 0.004

|A‖(0)|2 0.230 0.005 0.006

|A0(0)|2 0.520 0.004 0.007

|AS(0)|2 0.097 0.008 0.022

δ⊥ [rad] 4.50 0.45 0.30

δ‖ [rad] 3.15 0.10 0.05

δ⊥ − δS [rad] −0.08 0.03 0.01

Table 5. Fitted values for the physical parameters of interest with their statistical and systematic

uncertainties.

∆Γ Γs |A||(0)|2 |A0(0)|2 |AS(0)|2 δ‖ δ⊥ δ⊥ − δS
φs 0.097 −0.085 0.030 0.029 0.048 0.067 0.035 −0.008

∆Γ 1 −0.414 0.098 0.136 0.045 0.009 0.008 −0.011

Γs 1 −0.119 −0.042 0.167 −0.027 −0.009 0.018

|A||(0)|2 1 −0.330 0.072 0.105 0.025 −0.018

|A0(0)|2 1 0.234 −0.011 0.007 0.014

|AS(0)|2 1 −0.046 0.004 0.052

δ‖ 1 0.158 −0.006

δ⊥ 1 0.018

Table 6. Fit correlations between the physical parameters of interest.

functions. The alternatives used are: a linear function; a fifth-order polynomial; or

two third-order polynomials describing the positive and negative regions that share

the constant and linear terms but have independent quadratic and cubic terms. For

the combined-muon tagging, an additional model consisting of two third-order poly-

nomials sharing the constant term but with independent linear, quadratic and cubic

terms is also used. The B0
s fit is repeated using the alternative models and the largest

difference is assigned as the systematic uncertainty.

• Angular acceptance method: the angular acceptance (from the detector and

kinematic effects mentioned in section 5.1) is calculated from a binned fit to MC

simulated data. In order to estimate the size of the systematic uncertainty intro-

duced from the choice of binning, different acceptance functions are calculated using

different bin widths and central values. These effects are found to be negligible.
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Figure 7. (Left) Mass fit projection for the B0
s → J/ψφ sample. The red line shows the total

fit, the dashed purple line shows the signal component, the long-dashed dark blue line shows the

B0
d → J/ψK0∗ component, while the solid light blue line shows the contribution from Λb → J/ψpK−

events. (Right) Proper decay time fit projection for the B0
s → J/ψφ sample. The red line shows

the total fit while the purple dashed line shows the total signal. The total background is shown as

a blue dashed line with a long-dashed grey line showing the prompt J/ψ background. Below each

figure is a ratio plot that shows the difference between each data point and the total fit line divided

by the statistical uncertainty (σ) of that point.

• Inner detector alignment: residual misalignments of the ID affect the impact

parameter, d0, distribution with respect to the primary vertex. The effect of a radial

expansion on the measured d0 is determined from data collected at 8 TeV, with a

trigger requirement of at least one muon with a transverse momentum greater than

or equal to 4 GeV. The radial expansion uncertainties determined in this way are

0.14% for |η| < 1.5 and 0.55% for 1.5 < |η| < 2.5. These values are used to estimate

the effect on the fitted B0
s parameter values. Small deviations are seen in some

parameters, and these are included as systematic uncertainties.

• Trigger efficiency: to correct for the trigger lifetime bias the events are re-weighted

according to equation (5.5). The uncertainty of the parameters p0, p1, p2 and p3 are

used to estimate the systematic uncertainty due to the time efficiency correction.

These uncertainties originate from the following sources: the limited size of the MC

simulated dataset, the choice of bin-size for the proper decay time distributions and

variations between different triggers. The systematic effects are found to be negligible.

• Background angles model, choice of pT bins: the shape of the background

angular distribution, Pb(θT , ϕT , ψT ), is described by the Legendre polynomial func-

tions given in equation (5.4). The shapes arise primarily from detector and kinematic

acceptance effects and are sensitive to the pT of the B0
s meson candidate. For this

reason, the parameterization using the Legendre polynomial functions is performed

in four pT intervals: 0–13 GeV, 13–18 GeV, 18–25 GeV and >25 GeV. The system-
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Figure 8. Fit projections for the transversity angles of events with 5.317 GeV < m(J/ψKK) <

5.417 GeV for φT (top left), cos(θT ) (top right), and cos(ψT ) (bottom). In all three plots the

red solid line shows the total fit, the CP-odd and CP-even signal components are shown by the

red dot-dashed and orange dashed lines respectively, the S-wave component is given by the green

dashed line and the blue dotted line shows the background contribution. The contributions of the

interference terms are negligible in these projections and are not shown.

atic uncertainties due to the choice of pT intervals are estimated by repeating the fit,

varying these intervals. The biggest deviations observed in the fit results were taken

to represent the systematic uncertainties.

• Background angles model, choice of mass sidebands: the parameters of the

Legendre polynomial functions given in equation (5.4) are adjusted to give the best

fit to the angular distributions for events in the B0
s mass sidebands. To test the

sensitivity of the fit results to the choice of sideband regions, the fit is repeated with

alternative choices for the excluded signal mass regions: |m(B0
s ) − 5.366| > 0.085

GeV and |m(B0
s ) − 5.366| > 0.160 GeV (instead of |m(B0

s ) − 5.366| > 0.110 GeV).

The differences in the fit results are assigned as systematic uncertainties.

• Bd contribution: the contamination from Bd → J/ψK0∗ events mis-reconstructed

as B0
s → J/ψφ is accounted for in the final fit. Studies are performed to evaluate the

effect of the uncertainties in the Bd → J/ψK0∗ fraction, and the shapes of the mass

and transversity angles distribution. In the MC events the angular distribution of

the Bd → J/ψK0∗ decay is modelled using parameters taken from ref. [32]. The un-

certainties of these parameters are taken into account in the estimation of systematic
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uncertainty. After applying the B0
s signal selection cuts, the angular distributions

are fitted using Legendre polynomial functions. The uncertainties of this fit are in-

cluded in the systematic tests. The impact of all these uncertainties is found to have

a negligible effect on the B0
s fit results. The contribution of Bd → J/ψKπ events as

well as their interference with Bd → J/ψK0∗ events is not included in the fit and is

instead assigned as a systematic uncertainty. To evaluate this uncertainty, the MC

background events are modelled using both the P-wave Bd → J/ψK0∗ and S-wave

Bd → J/ψKπ decays and their interference, using the input parameters taken from

ref. [32]. The B0
s fit using this input was compared to the default fit, and differences

are included in table 7.

• Λb contribution: the contamination from Λb → J/ψpK− events mis-reconstructed

as B0
s → J/ψφ is accounted for in the final fit. Studies are performed to evaluate

the effect of the uncertainties in the Λb → J/ψpK− fraction fΛb
, and the shapes

of the mass, transversity angles, and lifetime distributions. Additional studies are

performed to determine the effect of the uncertainties in the Λb → J/ψΛ∗ branching

ratios used to reweight the generated MC. These are uncertainties are included in

table 7.

• Fit model variations: to estimate the systematic uncertainties due to the fit model,

variations of the model are tested in pseudo-experiments. A set of ≈2500 pseudo-

experiments is generated for each variation considered, and fitted with the default

model. The systematic error quoted for each effect is the difference between the

mean shift of the fitted value of each parameter from its input value for the pseudo-

experiments altered for each source of systematic uncertainty. In the first variation

tested, the signal mass is generated using the fitted B0
s mass convolved with a Gaus-

sian function using the measured per-candidate mass errors. In another test, the

background mass is generated from an exponential function with the addition of a

first-degree polynomial function instead of an exponential function plus a constant

term. The time resolution model was varied by using two different scale factors to

generate the lifetime uncertainty, instead of the single scale factor used in the default

model. The non-negligible uncertainties derived from these tests are included in the

systematic uncertainties shown in table 7. To determine the possible systematics

effects of mis-modelling of the background events by the fitted background model, as

seen in the low mass side-band region (5.150–5.210 GeV) of figure 7, left, alternative

mass selection cuts are used with the default fit model. The effect of these changes

on the fit results are found to be negligible.

• Default fit model: due to its complexity, the fit model is less sensitive to some

nuisance parameters. This limited sensitivity could potentially lead to a bias in the

measured physics parameters, even when the model perfectly describes the fitted

data. To estimate the systematic uncertainty due to the choice of default fit model,

a set of pseudo-experiments were conducted using the default model in both the

generation and fit. The systematic uncertainties are determined from the mean of
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φs ∆Γs Γs |A‖(0)|2 |A0(0)|2 |AS(0)|2 δ⊥ δ‖ δ⊥ − δS
[rad] [ps−1] [ps−1] [rad] [rad] [rad]

Tagging 0.025 0.003 <10−3 <10−3 <10−3 0.001 0.236 0.014 0.004

Acceptance <10−3 <10−3 <10−3 0.003 <10−3 0.001 0.004 0.008 <10−3

Inner detector alignment 0.005 <10−3 0.002 <10−3 <10−3 <10−3 0.134 0.007 <10−3

Background angles model:

Choice of pT bins 0.020 0.006 0.003 0.003 <10−3 0.008 0.004 0.006 0.008

Choice of mass interval 0.008 0.001 0.001 <10−3 <10−3 0.002 0.021 0.005 0.003

B0
d background model 0.023 0.001 <10−3 0.002 0.002 0.017 0.090 0.011 0.009

Λb background model 0.011 0.002 0.001 0.001 0.007 0.009 0.045 0.006 0.007

Fit model:

Mass signal model 0.004 <10−3 <10−3 0.002 <10−3 0.001 0.015 0.017 <10−3

Mass background model <10−3 0.002 <10−3 0.002 <10−3 0.002 0.027 0.038 <10−3

Time resolution model 0.003 <10−3 0.001 0.002 <10−3 0.002 0.057 0.011 0.001

Default fit model 0.001 0.002 <10−3 0.002 <10−3 0.002 0.025 0.015 0.002

Total 0.042 0.007 0.004 0.006 0.007 0.022 0.30 0.05 0.01

Table 7. Summary of systematic uncertainties assigned to the physical parameters of interest.

the pull distributions of the pseudo-experiments scaled by the statistical error of that

parameter on the fit to data. These tests show no significant bias in the fit model,

and no systematic underestimation of the statistical errors reported from the fit to

data.

The systematic uncertainties are listed in table 7. For each parameter, the total systematic

error is obtained by adding all of the contributions in quadrature.

8 Discussion

The PDF describing the B0
s → J/ψφ decay is invariant under the following simultaneous

transformations:

{φs,∆Γs, δ⊥, δ‖} → {π − φs,−∆Γs, π − δ⊥, 2π − δ‖}.

Since ∆Γs was determined to be positive [33], there is a unique solution. Figure 9 shows

the 1D log-likelihood scans of φs, ∆Γs and of the three measured strong phases δ||, δ⊥
and δ⊥ − δS . The variable on vertical axis, 2∆ln(L) ≡ 2(ln(LG)− ln(Li)), is a difference

between the likelihood values of a default fit, (LG), and of the fit in which the physical

parameter is fixed to a value shown on horizontal axis, (Li). 2∆ln(L) = 1 corresponds to

the estimated 1σ confidence level. There are a small asymmetries in the likelihood curves,

however at the level of one statistical σ these are small compared to the corresponding

statistical uncertainties of the physical variables, for which the scan is done. Therefore

symmetric statistical uncertainties are quoted. Figure 10 shows the likelihood contours in

the φs–∆Γs plane. The region predicted by the Standard Model is also shown.

– 21 –



J
H
E
P
0
8
(
2
0
1
6
)
1
4
7

 [rad]
s

φ

0.3− 0.2− 0.1− 0 0.1

 l
n

(L
)

∆
2

 

0

1

2

3

4

5

6

7 ATLAS
1

 = 8 TeV, 14.3 fbs

]1 [pssΓ∆

0.05 0.1 0.15

 l
n

(L
)

∆
2

 

0

5

10

15

20

25

30

35

40 ATLAS
1

 = 8 TeV, 14.3 fbs

 [rad]
||

δ

2.7 2.8 2.9 3 3.1 3.2 3.3 3.4 3.5 3.6

 l
n

(L
)

∆
2

 

0

10

20

30

40

50

60
ATLAS

1
 = 8 TeV, 14.3 fbs

 [rad]δ

3.6 3.8 4 4.2 4.4 4.6 4.8 5 5.2 5.4

 l
n

(L
)

∆
2

 

0

1

2

3

4

5 ATLAS
1

 = 8 TeV, 14.3 fbs

 [rad]
S

δ  δ

0.25− 0.2− 0.15− 0.1− 0.05− 0 0.05 0.1

 l
n

(L
)

∆
2

 

0

5

10

15

20

25

30

35 ATLAS
1

 = 8 TeV, 14.3 fbs

Figure 9. 1D likelihood contours (statistical errors only) for φs (top left), ∆Γs (top centre), δ||
(top right), δ⊥ (bottom left) and δ⊥ − δS (bottom right).
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Figure 10. Likelihood contours in the φs–∆Γs plane for 8 TeV data. The blue line shows the 68%
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only). The SM prediction is taken from ref. [1], at this scale the uncertainty on φs is not visible on

the figure.
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Figure 11. Likelihood contours in the φs–∆Γs plane for individual results from 7 TeV and 8 TeV

data (left) and a final statistical combination of the results from 7 TeV and 8 TeV data (right). The

blue line shows the 68% likelihood contour, while the red dotted line shows the 95% likelihood con-

tour (statistical errors only). The SM prediction is taken from ref. [1], at this scale the uncertainty

on φs is not visible on the figure.

9 Combination of 7 TeV and 8 TeV results

The measured values are consistent with those obtained in a previous analysis [8], using

ATLAS data collected in 2011 at a centre-of-mass energy of 7 TeV. This consistency is

also clear from a comparison of the likelihood contours in the φs–∆Γs projection shown in

figure 11. A Best Linear Unbiased Estimate (BLUE) combination [34] is used to combine

the 7 TeV and 8 TeV measurements to give an overall result for Run 1. In ref. [8] the strong

phases δ‖ and δ⊥–δS were given as 1σ confidence intervals. These are not considered in the

combination and the 8 TeV result is taken as the Run 1 result.

The BLUE combination requires the measured values and uncertainties of the param-

eters in question as well as the correlations between them. These are provided by the fits

separately in the 7 TeV and 8 TeV measurements. The statistical correlation between these

two measurements is zero as the events are different. The correlations of the systematic

uncertainties between the two measurements are estimated by splitting the uncertainty

into several categories.

The trigger efficiency is included as a systematic uncertainty only in the 7 TeV mea-

surement, so there is no correlation with the 8 TeV measurement. Similarly, the systematic

uncertainties arising from the Λb → J/ψpK− background, and the choice of pT bins and

mass sidebands in the modelling of background angles, are included as systematic uncer-

tainties only in the 8 TeV measurement so there is no correlation with the 7 TeV measure-

ment. In both the 7 TeV and 8 TeV results, a systematic uncertainty is assigned to the

inner detector alignment and Bd contribution. The inner detector alignment systematic

uncertainties are highly correlated and small. The assumed correlation between these sys-

tematics made no difference to the final combined result and was set to 100%. For the Bd
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8 TeV data 7 TeV data Run1 combined

Par Value Stat Syst Value Stat Syst Value Stat Syst

φs[rad] −0.110 0.082 0.042 0.12 0.25 0.05 −0.090 0.078 0.041

∆Γs[ps−1] 0.101 0.013 0.007 0.053 0.021 0.010 0.085 0.011 0.007

Γs[ps−1] 0.676 0.004 0.004 0.677 0.007 0.004 0.675 0.003 0.003

|A‖(0)|2 0.230 0.005 0.006 0.220 0.008 0.009 0.227 0.004 0.006

|A0(0)|2 0.520 0.004 0.007 0.529 0.006 0.012 0.522 0.003 0.007

|AS |2 0.097 0.008 0.022 0.024 0.014 0.028 0.072 0.007 0.018

δ⊥ [rad] 4.50 0.45 0.30 3.89 0.47 0.11 4.15 0.32 0.16

δ‖ [rad] 3.15 0.10 0.05 [3.04, 3.23] 0.09 3.15 0.10 0.05

δ⊥ − δS [rad] −0.08 0.03 0.01 [3.02, 3.25] 0.04 −0.08 0.03 0.01

Table 8. Current measurement using data from 8 TeV pp collisions, the previous measurement

using data taken at centre of mass energy of 7 TeV and the values for the parameters of the two

measurements, statistically combined.

contribution, while the systematic uncertainty tests are different, they are both performed

to account for an imprecise knowledge of the Bd contribution and are therefore assumed to

be 100%. The tagging, acceptance and fit model uncertainties are quoted for both 7 TeV

and 8 TeV. For the fit model, there are several different model variations each with their

own uncertainty. For each year, these are summed in quadrature to produce a single fit

model systematic uncertainty.

The tagging, acceptance and fit model systematic uncertainties are each assigned a

variable (ρi, where i = tag, acc,mod) corresponding to the correlation between the 7 TeV

and 8 TeV results. Several different combinations were tried with different values of

ρi = 0, 0.25, 0.5, 0.75, 1.0. The acceptance systematic uncertainty is small and therefore

regardless of what value of ρacc is chosen the combination stays the same. For the 8 TeV

measurement, electron tagging is added, therefore the systematic uncertainty is not 100%

correlated. For ρtag = 0.25, 0.5, 0.75 there is negligible difference between the results. The

fit model was changed between the 7 TeV and 8 TeV measurement, the most significant

change is that the mass uncertainty modelling was removed and the event-by-event Gaus-

sian error distribution was replaced with a sum of three Gaussian distributions. It would

be incorrect to estimate the correlation as 100% and there is negligible difference between

the results for ρmod = 0.25, 0.5, 0.75.

The combined results for the fit parameters and their uncertainties for Run 1 are given

in table 8. Due to the negative correlation between Γs and ∆Γs, and the change in the

value of ∆Γs between the 7 TeV and 8 TeV results, the combined value of Γs is less than

either individual result. The Run 1 likelihood contours in the φs–∆Γs plane are shown in

figure 11. They agree with the Standard Model predictions.
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10 Summary

A measurement of the time-dependent CP asymmetry parameters in B0
s →

J/ψ(µ+µ−)φ(K+K−) decays from a 14.3 fb−1 data sample of pp collisions collected with

the ATLAS detector during the 8 TeV LHC run is presented. The values from the 8 TeV

analysis are consistent with those obtained in the previous analysis using 7 TeV ATLAS

data [8]. The two measurements are statistically combined leading to the following results:

φs = −0.090± 0.078 (stat.)± 0.041 (syst.) rad

∆Γs = 0.085± 0.011 (stat.)± 0.007 (syst.) ps−1

Γs = 0.675± 0.003 (stat.)± 0.003 (syst.) ps−1

|A‖(0)|2 = 0.227± 0.004 (stat.)± 0.006 (syst.)

|A0(0)|2 = 0.522± 0.003 (stat.)± 0.007 (syst.)

|AS(0)|2 = 0.072± 0.007 (stat.)± 0.018 (syst.)

δ⊥ = 4.15± 0.32 (stat.)± 0.16 (syst.) rad

δ‖ = 3.15± 0.10 (stat.)± 0.05 (syst.) rad

δ⊥ − δS = −0.08± 0.03 (stat.)± 0.01 (syst.) rad.

The ATLAS Run 1 results for the B0
s → J/ψφ decay are consistent with the SM.
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J. Goncalves Pinto Firmino Da Costa136, L. Gonella21, S. González de la Hoz167,
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L. Mandelli91a, I. Mandić75, R. Mandrysch63, J. Maneira126a,126b, A. Manfredini101,

L. Manhaes de Andrade Filho24b, J. Manjarres Ramos159b, A. Mann100, P.M. Manning137,

A. Manousakis-Katsikakis9, B. Mansoulie136, R. Mantifel87, M. Mantoani54, L. Mapelli30,

L. March145c, G. Marchiori80, M. Marcisovsky127, C.P. Marino169, M. Marjanovic13,

D.E. Marley89, F. Marroquim24a, S.P. Marsden84, Z. Marshall15, L.F. Marti17, S. Marti-Garcia167,

B. Martin90, T.A. Martin170, V.J. Martin46, B. Martin dit Latour14, M. Martinez12,o,

S. Martin-Haugh131, V.S. Martoiu26a, A.C. Martyniuk78, M. Marx138, F. Marzano132a,

A. Marzin30, L. Masetti83, T. Mashimo155, R. Mashinistov96, J. Masik84, A.L. Maslennikov109,c,

I. Massa20a,20b, L. Massa20a,20b, N. Massol5, P. Mastrandrea148, A. Mastroberardino37a,37b,

T. Masubuchi155, P. Mättig175, J. Mattmann83, J. Maurer26a, S.J. Maxfield74, D.A. Maximov109,c,

R. Mazini151, S.M. Mazza91a,91b, L. Mazzaferro133a,133b, G. Mc Goldrick158, S.P. Mc Kee89,

A. McCarn89, R.L. McCarthy148, T.G. McCarthy29, N.A. McCubbin131, K.W. McFarlane56,∗,

J.A. Mcfayden78, G. Mchedlidze54, S.J. McMahon131, R.A. McPherson169,k, M. Medinnis42,

– 34 –



J
H
E
P
0
8
(
2
0
1
6
)
1
4
7

S. Meehan145a, S. Mehlhase100, A. Mehta74, K. Meier58a, C. Meineck100, B. Meirose41,

B.R. Mellado Garcia145c, F. Meloni17, A. Mengarelli20a,20b, S. Menke101, E. Meoni161,

K.M. Mercurio57, S. Mergelmeyer21, P. Mermod49, L. Merola104a,104b, C. Meroni91a,

F.S. Merritt31, A. Messina132a,132b, J. Metcalfe25, A.S. Mete163, C. Meyer83, C. Meyer122,

J-P. Meyer136, J. Meyer107, R.P. Middleton131, S. Miglioranzi164a,164c, L. Mijović21,

G. Mikenberg172, M. Mikestikova127, M. Mikuž75, M. Milesi88, A. Milic30, D.W. Miller31,

C. Mills46, A. Milov172, D.A. Milstead146a,146b, A.A. Minaenko130, Y. Minami155,

I.A. Minashvili65, A.I. Mincer110, B. Mindur38a, M. Mineev65, Y. Ming173, L.M. Mir12,

T. Mitani171, J. Mitrevski100, V.A. Mitsou167, A. Miucci49, P.S. Miyagawa139, J.U. Mjörnmark81,

T. Moa146a,146b, K. Mochizuki85, S. Mohapatra35, W. Mohr48, S. Molander146a,146b,

R. Moles-Valls21, K. Mönig42, C. Monini55, J. Monk36, E. Monnier85, J. Montejo Berlingen12,

F. Monticelli71, S. Monzani132a,132b, R.W. Moore3, N. Morange117, D. Moreno162,
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F. Paige25, P. Pais86, K. Pajchel119, G. Palacino159b, S. Palestini30, M. Palka38b, D. Pallin34,

A. Palma126a,126b, Y.B. Pan173, E. Panagiotopoulou10, C.E. Pandini80, J.G. Panduro Vazquez77,

P. Pani146a,146b, S. Panitkin25, D. Pantea26a, L. Paolozzi49, Th.D. Papadopoulou10,

K. Papageorgiou154, A. Paramonov6, D. Paredes Hernandez154, M.A. Parker28, K.A. Parker139,

F. Parodi50a,50b, J.A. Parsons35, U. Parzefall48, E. Pasqualucci132a, S. Passaggio50a,

F. Pastore134a,134b,∗, Fr. Pastore77, G. Pásztor29, S. Pataraia175, N.D. Patel150, J.R. Pater84,

T. Pauly30, J. Pearce169, B. Pearson113, L.E. Pedersen36, M. Pedersen119, S. Pedraza Lopez167,

– 35 –



J
H
E
P
0
8
(
2
0
1
6
)
1
4
7

R. Pedro126a,126b, S.V. Peleganchuk109,c, D. Pelikan166, O. Penc127, C. Peng33a, H. Peng33b,

B. Penning31, J. Penwell61, D.V. Perepelitsa25, E. Perez Codina159a, M.T. Pérez Garćıa-Estañ167,
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– 42 –



J
H
E
P
0
8
(
2
0
1
6
)
1
4
7
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1. Introduction

The lightest baryon with a constituent b-quark, Λ0
b, with quark composition udb was firstly ob-

served in 1991 by the UA1 experiment at the pp̄ collider at CERN in the decay channel Λ0
b→J/ψΛ0

[1]. First lifetime measurements are performed by the DELPHI experiment at LEP in 1992 using
the semileptonic Λ0

b decays [2], while the first lifetime measurement in the fully reconstructed
channel is performed by the CDF experiment at Tevatron [3]. Currently the hadron colliders are
the only facilities to study properties of b-baryons.

Measurements of the lifetime of hadrons containing b-quarks provide important tests of the
significance of strong interactions between the constituent partons in the weak decay of b-hadrons.
These interactions produce measurable differences between b-hadron lifetimes that are predicted
with good accuracy through the calculation of lifetime ratios such as τ(B−)/τ(B̄0

d), τ(B̄0
s )/τ(B̄0

d),
and τ(Λ0

b)/τ(B̄0
d) in the heavy-quark effective theory (HQET) [4].

Within the framework of the Standard Model of weak interactions, it has been known that
weak decays violate parity. While parity violation in decays of muon and tau leptons is exhibited
in its maximal form, parity violation in the hadronic sector is not maximal and depends on the
hadron’s constituents. Parity violating asymmetry parameter, αb, for the decay Λ0

b→J/ψΛ0, is of
particular interest since it can serve as a test for various quark models such as perturbative QCD
(pQCD) and factorization models [5]. A measurement of this parameter is of high interest in order
to tune the quark models with realistic predictions.

In this report, we present the measurements of the mass and lifetime of the Λ0
b, the lifetime ratio

τ(Λ0
b)/τ(B0

d) [6], as well as the parity-violating decay asymmetry parameter and the helicity ampli-
tudes [7], with the ATLAS detector [8] at LHC, using the decay channel Λ0

b→J/ψ(µ+µ−)Λ0(pπ−).
The results are compared with those obtained with the LHCb, D0 and CDF experiments, as well as
with the theoretical models based on the HQET and pQCD.

The ATLAS detector at the LHC is a general-purpose particle detector designed to be sensitive
to a wide range of physics phenomena. It covers almost full solid angle around the pp collision
point with layers of tracking detectors, calorimeters and muon chambers. For the measurements
presented in this paper, the Inner Detector tracking devices (ID) and the Muon Spectrometer (MS)
are of particular importance. The ATLAS ID has acceptance in pseudorapidity |η | < 2.5, and
it is designed to achieve the highest precision in the transverse plane with a relative transverse
momentum resolution of σpT/pT = 0.05%× pT(GeV)⊕ 1% and a transverse impact parameter
resolution of 10 µm. The ATLAS MS covers |η |< 2.7 and has a momentum resolution of ∼ 10%
up to 1 TeV. The MS consists of the precision-tracking chambers which are used to determine
the coordinate of the muon track in η and the trigger chambers with coarse resolution, but fast
response time. Tracks are reconstructed in the ID, and only tracks with pT above 400 MeV and
pseudorapidity |η |< 2.5 are used in this analysis. Both ID and the MS are used to identify muons.

2. Reconstruction and selection of Λ0
b→J/ψ(µ+µ−)Λ0(pπ−) decays

The decay Λ0
b→J/ψ(µ+µ−)Λ0(pπ−) has a cascade topology with two vertices and four final

state particles, two muons from the J/ψ decay, and proton and pion from the Λ0 decay. The J/ψ

decays instantly at the same point as the Λ0
b, while Λ0 lives long enough to form a displaced tertiary
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vertex. The di-muon and di-hadron pairs are pre-selected by requiring that their respective tracks
are successfully fitted to a common vertex [9]. The di-muon pairs are accepted if the J/ψ vertex-
refitted invariant mass lies in the range 2.8 < mµµ < 3.4 GeV. The di-hadron candidates are accepted
if 1.08 < mpπ < 1.15 GeV [6].

The preselected muon and hadron track pairs are refitted with a constraint of a
Λ0

b→J/ψ(µ+µ−)Λ0(pπ−) cascade decay topology. The muons (hadrons) are constrained to inter-
sect in a single vertex while their invariant mass must be equal to the known mass of the J/ψ (Λ0).
The combined momentum of the refitted Λ0 track pair is constrained to point to the di-muon ver-
tex. The fit is performed on all four final state particles tracks simultaneously taking into account
the constraints from cascade topology fit and the full track error matrices [9]. The quality of the
fit is characterised by the value of χ2/Ndo f , where the number of degrees of freedom Ndo f = 6.
The Λ0

b candidates are selected if: (i) χ2/Ndo f < 3, (ii) pT,Λ0 > 3.5 GeV, (iii) the transverse decay
length of the cascade-refitted Λ0 vertex measured from the Λ0

b vertex, Lxy,Λ0 > 10 mm and (iv)
5380 < mJ/ψΛ0 < 5900 MeV. In order to reject background from B0

d→ J/ψK0
S decays, a difference

of cumulative χ2 probabilities P
Λ0

b
−PB0

d
> 0.05 is required, if the four tracks forming the Λ0

b

candidate also result in an acceptable B0
d fit.

3. Λ0
b mass and lifetime measurement

The measurements of the Λ0
b mass and lifetime is performed using 4.9 fb−1 of data collected

with the LHC during 2011 in pp collisions at
√

s = 7 TeV. Events are selected using single-muon,
di-muon, and J/ψ triggers. To study systematic effects and to correct for the efficiency and ac-
ceptance of the detector a Monte Carlo (MC) sample of 5×106 antibaryon Λ̄0

b events is used. The
sample is generated using the PYTHIA 6 MC generator [10] with the 2011 ATLAS AUET2B L0**
tune [11]. After the selection described in Sec. 2, there are about 2200 Λ0

b and Λ̄0
b candidates

(including background) in the signal region.
The Λ0

b lifetime and mass are determined using a simultaneous unbinned maximum likelihood
fit to the reconstructed mass and decay time of the selected candidates. For each reconstructed can-
didate the proper decay time is calculated as τ

Λ0
b
= Lxy,Λ0

b
×mPDG/pT, where mPDG = 5619.4 MeV

[12], pT is the reconstructed Λ0
b transverse momentum, and Lxy,Λ0

b
is the Λ0

b transverse decay dis-
tance measured from the primary vertex. Measurement procedure consists of selecting signal
events, building probability density function (PDF) for mass and proper decay time for signal and
background events. The mass and proper decay time are fitted using a likelihood function defined
as [6]:

L =
N

∏
i=1

[ fsigMs(mi|δmi)Ts(τi|δτi)ws(δmi ,δτi)+(1− fsig)Mb(mi|δmi)Tb(τi|δτi)wb(δmi ,δτi)]

where fsig is the fraction of reconstructed signal candidates, mi is the invariant mass of the ith can-
didate and τi is its proper decay time. The corresponding errors, δmi and δτi, are estimated on a
candidate-by-candidate basis by the cascade topology fit. The Ms and Mb are PDFs describing
the signal and background dependence on mass; Ts and Tb describe the dependence on the proper
decay time. The invariant mass and proper decay time error distributions, ws(b)(δmi ,δτi), are ex-
tracted from data. The free parameters of the fit are: the Λ0

b mass and lifetime, m
Λ0

b
and τ

Λ0
b
, the

3
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fraction of signal events, fsig, the error scale factors, Sm and Sτ , and seven parameters describing
the background shapes. The other quantities are calculated from the fit parameters. The results
from the maximum likelihood fit are listed in Table 1. Projections of the PDF onto the mass and
proper decay time axes are shown in Fig. 1.

Table 1: Results from the simultaneous mass and decay time maximum likelihood fit for Λ0
b [6].

Parameter Value Parameter Value

m(Λ0
b) 5619.7 ± 0.7 MeV χ2/Ndo f 1.09

τ(Λ0
b) 1.449 ± 0.036 ps Nsig 2184 ± 57

fsig 0.268 ± 0.007 Nbkg 5970 ± 160
Sm 1.18 ± 0.03 σm 31.1 ± 0.8 MeV
Sτ 1.05 ± 0.02 στ 0.117 ± 0.003 ps

The measured values for the Λ0
b lifetime and mass are:

τ
Λ0

b
= 1.449±0.036(stat)±0.017(syst) ps;

m
Λ0

b
= 5619.7±0.7(stat)±1.1(syst) MeV.

In order to cross-check the Λ0
b results and to determine the ratio τ(Λ0

b)/τ(B
0
d), the B0

d life-
time and mass has also been measured using the decay B0

d →J/ψ(µ+µ−)K0
S (π

+π−). The se-
lection is chosen to be as close as possible to the Λ0

b selection in order to reduce the overall
systematic error on the lifetime ratio measurement. Using an unbinned maximum likelihood fit,
the B0

d lifetime and mass are measured to be τB0
d
= 1.509± 0.012(stat)± 0.018(syst) ps and

mB0
d
= 5279.6± 0.2(stat)± 1.0(syst) MeV. These values are consistent with the world averages

[12]. The value of Λ0
b and B0

d lifetime ratio is:

R = τ
Λ0

b
/τB0

d
= 0.960±0.025(stat)±0.016(syst).

Figure 1: Projections of the fitted PDF onto the mass (left) and the proper decay time (right) axes for Λ0
b

candidates. The errors are statistical only. The χ2/Ndo f value is calculated from the data set binned in mass
and decay time with the number of degrees of freedom, Ndo f = 61 [6].
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4. Measurement of αb and helicity amplitudes

The measurement of the parity-violating asymmetry parameter, αb, and the decay amplitudes
is performed by using an angular analysis of Λ0

b→J/ψ(µ+µ−)Λ0(pπ−) weak decay. For strongly-
produced Λ0

b baryons, a large fraction of the transverse b-quark polarisation is predicted by HQET
to be retained after hadronisation [13], while the longitudinal polarisation should vanish due to
parity conservation in strong interactions. The analysis uses 4.6 fb−1 of data collected with the
LHC during 2011 in pp collisions at

√
s = 7 TeV. Events are selected using single-muon and J/ψ

triggers. To study the efficiency and acceptance of the detector, MC sample of inclusive inelastic
events is generated using the PYTHIA 6.4.

The reconstruction and selection of the Λ0
b decays is done as described in Sec. 2 with additional

requirements: (i) P
Λ0

b
>PB0

d
, (ii) τ > 0.35 ps and (iii) 5560 MeV < mJ/ψΛ0 < 5680 MeV. After the

selection, in total there are 1548 Λ0
b and Λ̄0

b candidates (including background) in the signal region.
In the helicity formalism, the process Λ0

b→ΛV (1−) can be described by four helicity ampli-
tudes A(λ1,λ2) : a+≡A(1/2,0),a−≡A(−1/2,0),b+≡A(−1/2,−1), b−≡A(1/2,1), where λ1(2)

is the helicity of the Λ(V ) particle and |a+|2 + |a−|2 + |b+|2 + |b−|2 = 1. The angular distribution
of the decay ( dΓ

dΩ5
) is reported in [14]. It depends on the five angles shown in Fig. 2: (i) θ , the polar

angle of the Λ0 momentum in the Λ0
b rest frame with respect to n̂, a unit vector perpendicular to the

production plane, (ii) θ1 and φ1, the polar and azimuthal angles of the proton in the Λ0 rest frame
with respect to the Λ0 direction in the Λ0

b rest frame, (iii) θ2 and φ2, the polar and azimuthal angles
of µ+ in the J/ψ rest frame with respect to the J/ψ direction in the Λ0

b rest frame.

Figure 2: The Λ0
b →J/ψ(µ+µ−)Λ0 (pπ−) decay angles (left), and distributions of the F2 variable (right)

for the model prediction compared to data (black points). The model prediction is obtained by plotting the
weighted MC (red solid histogram) on the top of the background (blue area). The prediction obtained using
the un-weighted MC (black dashed histogram) is also shown [7].

The full angular PDF of the decay angles collection Ω = (θ ,φ ,θ1,φ1,θ2,φ2) is [7]:

ω(Ω,~A,P) =
1

(4π)3

19

∑
i=0

f1i(~A) f2i(P,αΛ)Fi(Ω)

5
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Table 2: The coefficients f1i, f2i and Fi of the remaining six terms of the PDF for P = 0. The f1i functions
are expressed using the five free parameters defined in the text [7].

i f1i f2i Fi

0 1 1 1
2 (k2

0 + k2
1−1)+αb(k2

0− k2
1) αΛ cosθ1

4 1
4 [(3k2

1−3k2
0−1)+3αb(1− k2

1− k2
0)] 1 1

2 (3cos2 θ2−1)
6 − 1

4 [(k
2
0 + k2

1−1)+αb(3+ k2
0− k2

1)] αΛ
1
2 (3cos2 θ2−1)cosθ1

18 3√
2
[ 1−αb

2

√
k2

1(1− k2
1)cos(−∆−)− 1+αb

2

√
k2

0(1− k2
0)cos(∆+)] αΛ sinθ1 sinθ2 cosθ2 cos(φ1 +φ2)

19 − 3√
2
[ 1−αb

2

√
k2

1(1− k2
1)sin(−∆−)− 1+αb

2

√
k2

0(1− k2
0)sin(∆+)] αΛ sinθ1 sinθ2 cosθ2 sin(φ1 +φ2)

where f1i(~A) are bilinear combinations of the helicity amplitudes, ~A≡ (a+,a−,b+,b−), f2i is equal
to: PαΛ, P, αΛ or 1, where αΛ is the decay asymmetry parameter for the decay Λ0→ pπ− and P
is the Λ0

b polarisation. Fi(Ω) are orthogonal functions of the decay angles.
There are nine unknown parameters in the given PDF: four complex helicity amplitudes, a+ =

|a+|eiρ+ , a+ = |a−|eiρ− , b+ = |b+|eiρ+ , b− = |b−|eiρ− , and P. Due to a symmetry of the initial state
in the beam direction at pp collider (z-axis in the ATLAS coordinate system) and the symmetry of
the ATLAS detector in rapidity, the overall polarisation of the collected data-sample will be zero.
As a result, the PDF is reduced from twenty to six terms listed in Table 2 and five free parameters:
three magnitudes of the helicity amplitudes and two relative phases (from seven parameters). The
coefficients f1i are written in terms of the following five parameters chosen to define the model:

αb = |a+|2−|a−|2 + |b+|2−|b−|2

k0 = |a+|/
√
|a+|2 + |b+|2 k1 = |b−|/

√
|a−|2 + |b−|2

∆+ = ρ+−ω+ ∆− = ρ−−ω−

Assuming CP conservation, the PDF of Λ0
b and Λ̄0

b decay have the same form, and the samples
are combined to measure the asymmetry parameter αb and the helicity amplitudes with better
precision.

The analysis uses the method of moments, by measuring the average values of each of the
moments, 〈Fi〉, to extract the helicity amplitudes and αb from them. The χ2 fit is performed to
determine the five main parameters of the measurement:

χ
2 =

5

∑
i=1

5

∑
j=1

(〈Fi〉expected−〈Fi〉)V−1
i j (〈Fj〉expected−〈Fj〉)

where V is the covariance matrix of the measured 〈Fi〉 values and 〈Fi〉expected can be calculated from
the PDF as: 〈Fi〉expected = ∑ f1 j(~A) f2 j(αΛ)Ci j. Detector effects are given in the correction matrix
C, which is independent of the measured helicity amplitude parameters and is therefore determined
from MC simulation with flat angular distributions. The 〈Fi〉 are measured directly from data after
subtraction of the estimated contribution from the combinatorial background and B0

d events. Since
the combinatorial background1 depends linearly on the Λb mass, its contribution to the measured

1Combinatorial background consists of real or fake J/ψ and Λ0 candidates randomly combined to create a Λ0
b-like

topology. It is the main component of the background.

6
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〈Fi〉 values is estimated using events from the invariant-mass sidebands. The estimated number
of B0

d events in the signal region (peaking background) is used to calculate the contribution of
the B0

d events to the averaged 〈Fi〉 and the estimated contribution is subtracted. To determine the
number of signal, combinatorial and B0

d background events, a binned maximum likelihood fit to
the Λ0

b invariant mass distribution is performed. The observed number of Λ0
b is 1243 ± 44, and

the number of B0
d events is estimated to be 73 ± 30. To check the fit results, the MC events

were weighted using the signal PDF with the parameters obtained from the fit. This weighted MC
and sideband background distributions of Fi are added and compared with data. Figure 2 (right)
shows this comparison for the parameter F2. The values of the asymmetry parameter and helicity
amplitudes obtained from the results of the χ2 fit are:

αb = 0.30±0.16(stat)±0.06(syst.)

|a+|= 0.17+0.12
−0.17(stat.)±0.09(syst.) |a−|= 0.59+0.06

−0.07(stat.)±0.03(syst.)

|b+|= 0.79+0.04
−0.05(stat.)±0.02(syst.) |b−|= 0.08+0.13

−0.08(stat.)±0.06(syst.)

The large measured values for the helicity amplitudes |a−| and |b+| mean that the negative-
helicity states for Λ0 are preferred. The Λ0 and J/ψ from Λ0

b decay are highly polarised. The
measured value of the asymmetry parameter is consistent with a recent LHCb measurement [15].

5. Conclusions

The measurements of the Λ0
b mass, lifetime and the ratio of the Λ0

b and B0
d lifetimes, as well as

the parity-violating asymmetry parameter and helicity amplitudes are presented. Measured values
for the Λ0

b mass and lifetime by the ATLAS experiment agree with the world average values [12]
and recent measurements by the LHCb [16, 17] and the CMS [18] experiments. The ratio of the
Λ0

b and B0
d lifetimes is consistent with the measurements by the LHCb [17], the D0 [19] and the

CDF [20] experiments. The value of the ratio obtained by this measurement is in agreement with
the prediction from heavy-quark expansion calculations which predict the value between 0.88 and
0.97 [21] and is compatible with pQCD prediction [22] which is between 0.86 and 0.88 (with
an uncertainty of ± 0.05). The value of the asymmetry parameter, αb, measured by the ATLAS
experiment is consistent with the recent measurement of the LHCb experiment at the level of one
standard deviation. Comparing to theoretical models, the ATLAS measurement of αb differs by
about 2.5 standard deviations from the range of αb ∼−(0.14∼ 0.18) expected from pQCD [5] and
by about 2.9 standard deviations from the HQET expectation [23, 24] of αb = 0.78.
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The ATLAS experiment presents an updated measurement of CP violation in the Bs-meson 

system by studying the asymmetry of φψ/JB0
s →  decays into CP eigenstates using a flavour-

tagged time-dependent analysis. Tagging the flavour of the initial-state Bs-meson is of particular 

importance in removing an ambiguity in the measurement of the weak mixing phase φψφ /J
s  

present in the previous untagged measurement [1]. 

In this article, the principles and performance of flavour-tagging methods and modelling of 

systematic effects for φψ/JB0
s →  measurement are presented. The analysis presented here 

uses LHC proton-proton data at 7s =  TeV collected by the ATLAS detector in 2011. 
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1. Introduction 

In the Standard Model, CP violation occurs through complex phases in the CKM matrix 

[2]. While the matrix elements, in which large phase occur (Vub , Vtd) generate large CP 

violation in the 0
dB  system, they do not appear in leading order diagrams contributing to either 

0
s

0
s BB ↔  mixing or to the decay φψ/JB0

s → . For this reason, the Standard Model expectation 

of CP violation in φψ/JB0
s →  is small (sub-leading penguin contributions are neglected). 

Experimentally, CP violation in φψ/JB0
s →  decay occurs in the interference between mixing 

and decay, when the 0
sB  mass eigenstates arising from 0

s
0
s BB ↔  oscillations, decay into 

polarization states of the final φψ/J  system with different CP eigenvalues. It is proportional to 

the weak mixing phase Ms ~ φφ  that is related to CKM matrix elements using the relation 

ss 2βφ −≅  where )( *
cbcs

*
tbtss VV/VVarg −=β . The small Standard Model value of 

0.002)(0.036±=s2β  rad [3] yields a tiny value of CP violation. Many new physics models 

predict large sφ  values whilst satisfying all existing constraints. Consequently, processes such 

as 0
s

0
s BB ↔  mixing play a prominent role in the search for new physics in sb →  flavour-

changing neutral currents (FCNC’s).  

In this article, the calibration and performance of the flavour tagging algorithms used for 

the updated measurement of time-dependent asymmetries in φψ/JB0
s →  decay in the ATLAS 

experiment are presented. Furthermore, the modelling of systematic effects for the φψ/JB0
s →  

measurement is also described. 

1.1 Phenomenology of the φψ/JB0
s →  decay   

The 0
s

0
s BB ↔  system is characterized by two eigenstates with different masses and decay 

rates. The states with definite mass and lifetime are physical eigenstates of the whole 

Hamiltonian H  and they can be written as L
sB  (the lighter) and H

sB  (the heavier) that are linear 

combinations of the 0
sB  flavour eigenstates, 0

s
0
s

L
s BqBpB +=  and 0

s
0
s

H
s BqBpB −= . 

The CP-violating phase is defined as the weak phase difference between the 0
s

0
s BB ↔  mixing 

amplitude and the sccb →  decay amplitude. In the absence of CP violation, the H
sB  state 

would correspond exactly to the CP-odd state and the L
sB  to the CP-even state. The mass and 

width difference between H
sB  and L

sB  are defined as: L
s

H
ss MM∆M −= ,  H

s
L
ss ΓΓ∆Γ −= , with 

a mean decay width of )/2Γ(ΓΓ L
s

H
ss += , where LH,

sM  and LH,
sΓ  denote the masses and decay 

widths of the H
sB  and L

sB  flavour eigenstates. 

The φψ/JB0
s →  decay proceeds via three final state helicity configurations. Their linear 

combinations are CP eigenstates with different CP eigenvalues [4].  The two vector mesons 

ψ/J  and φ  can have their spins transversely polarized with respect to their momentum and be 

either parallel or perpendicular to each other. Alternatively, they can both be longitudinally 

polarized. These polarization states are denoted by ||P , ⊥P  and 0P , where final states 

with orbital angular momentum L = 0 or 2 are CP-even, respectively 0P  and ||P , 

while the state with L = 1 is CP-odd, ⊥P . Flavour tagging is used to distinguish 

between the initial 0
sB  and 0

sB  states. For the extraction of CP-violating parameters, the 

amplitudes describing the decay to CP-eigenstates need to be separated statistically 

through the time-dependence of the decay and angular corellations among the final-state 

particles [5]. 
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2. Flavour Tagging for φψ/JB0
s →  Measurement in ATLAS 

To tag the initial flavour of neutral B-mesons, opposite-side flavour tagging (OST) 

algorithms are used [6], where the information from the other B-meson (tagging B) is exploited 

that is typically produced from the non-signal b quark in the event.  

To study and calibrate the OST methods, the true dilution is extracted from the self-tagged 

control channel 
±± → K/JB ψ . The flavour of the candidate meson is tagged by the charge of 

the daughter particle kaon, which predominantly decays into a muon of the same charge [7]. 

This gives a truth value to compare with the tagging decision, allowing the true dilution to be 

measured in the sample.
 

In this analysis, the events satisfy the same data quality, trigger and reconstruction 

selection criteria as those described in Ref. [8]. Tha data sample corresponds to approximately  

L = 4.5 fb
-1

 of integrated luminosity collected by the ATLAS detector from pp collisions in 

2011. 

The two inclusive methods are performed to infer the flavour of the B-meson: 

� opposite-side soft-lepton tagging - by identifying the muon cone charge defined 

as a sum of charges of momentum weighted tracks in the cone around the highest 

pT muon on the opposite side of the signal B decays. 

� opposite b-jet-charge tagging - by identifying the charge of the opposite-side b-

jet.  

The discriminating variable Q is the muon cone charge or the jet charge defined as: 

 

 

 

where iq  and i
Tp  are charge and transverse momentum of the track and κ is a scale parameter 

that is optimized yielding κ = 1.1. After reconstructing Q using the flavour-tagging calibration 

samples, the probability )( Q|BP  that the signal contains a b  quark at production is calculated 

for each of the +B  and −B , defining )( +B|QP  and )( −B|QP , respectively.  

The methodology is to search first for high-momentum muons and select all charged tracks 

with 0.5>i
Tp  GeV and 2.5<η  within a cone with radius 0.5∆ <R  around the muon 

direction. In the absence of a muon, a b-flavour tagged jet [9] is required in the event with tracks 

associated to the same primary interaction vertex as the signal decay, excluding those from the 

signal candidate. The jet is reconstructed using the anti-kt algorithm within a cone size 

0.6∆ =R . In the case of multiple jets, the jet with a highest value of the b-tag weight reference 

is used. The sum is over all track associated with the jet, using the method described in [6]. 

Figure 1 shows the distribution of charges for jet-charge and muon cone charge from ±B  signal-

side candidates.  

The sensitivity for measuring the CP asymmetry depends on the tagging power 

∑ −== i
2

ii
2

eff Q|BP2 1))((εεε D , where εi is the efficiency of an individual tagger and 

)( Q|BPi  is the probability that a specific event has a signal decay containing a b  defined as 

))()(()()( −++ += B|QPB|QP/B|QPQ|BP iiii  and )(1)( Q|BPQ|BP ii −= , where the sum is 

taken over the bins of the probability distribution as a function of the charge variable.  
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Figure 1: Muon cone charge distribution for 

±B  signal candidates for combined muons (left) and jet-

charge distribution for 
±B  signal candidates (right) [8] 

The efficiency, ε = R + W/(R+ W + U), represents the fraction of tagged events to the 

entire sample, where R, W and U are the number of correctly tagged, incorrectly tagged and 

untagged events, respectively. The effective dilution, ∑−∑= i iii i Q|BP2 εε 2
1))((D , is 

calculated for more than one tag and indicates how well the B meson is tagged correctly or 

incorrectly.  

The combination of the tagging methods is applied according to the hierarchy of 

performance. A single best performing tagging measurement is taken, according to the order: 

muon, jet.  

3. Systematic Uncertainties for φψ/JB0
s →  

Systematic uncertainties are assigned by considering several effects that are not accounted 

for in the likelihood fit. These include: 

• Inner Detector Alignment - the impact of the residual misalignment of the ID effecting 

the impact parameter (IP) distribution with respect to the primary vertex is estimated using 

simulated events with and without distorted geometry. 

• Angular acceptance method - the systematic uncertainty introduced from the choice of 

binning; different acceptance functions are calculated using different bin width and central 

values. 

• Trigger efficiency - to correct for the trigger lifetime bias, the events are re-weighted 

using the correction parameter ε, and the uncertainty of ε is used to estimate the systematic 

uncertainty due to the time efficiency correction. 

• Default fit model - using the bias of the pull-distributions of 1500 pseudo-experiments 

multiplied by the statistical uncertainty of each parameter, the systematic uncertainty is 

calculated. 

• Signal and background mass model, resolution model, background lifetime and 

background angles model - in order to estimate the size of the systematic uncertainty caused by 

the assumptions made in the fit, variations of the fit model are tested in pseudo-experiments. 

• Bd contribution - systematic effects arising from the precision of the Bd fraction 

estimates are obtained by fitting the data with Bd fractions increased and decreased by 1σ. 

• Tagging - this is estimated by comparing the default fit with the fits using the alternate 

tag-probability. 
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4. Results and Discussion  

The tagging performance obtained for different taggers is given in Table 1. The errors are 

statistical only. The OST method shows comparable results to those of similar measurements, 

despite the limited number of taggers and relatively simple algorithm for their combination. 

Table1: Summary of tagging performance for the different tagging methods [8] 

Tagger Efficiency [%] Dilution [%] Tagging Power [%] 

Segment Tagged muon 

Combined muon 

Jet charge 

1.08 ± 0.02 

3.37 ± 0.04 

27.7 ± 0.1 

36.7 ± 0.7 

50.6 ± 0.5 

12.68 ± 0.06 

0.15 ± 0.02  

0.86 ± 0.04 

0.45 ± 0.03  

Total 32.1 ± 0.1 21.3 ± 0.08 1.46 ± 0.05 

 

For each event, characterized by a value of discriminating variable Q, one can define the 

probability )|( -BQP  ( )|( +BQP ) that the decision, that on the opposite signal side b  (or b ) 

quark is produced, is correct. This probability is further used in the likelihood fit, to extract the 

parameters of interest in φψ/JB0
s →  measurement, where each Bs candidate receives a per 

candidate probability and its statistical uncertainty.  

The systematic treatment of the φψ/JB0
s →  fit results due to uncertainties in tagging is 

performed by varying the tag probabilities by the statistical uncertainty in each bin of the 

distribution, as well as varying the models of parametrizing the probability distributions, as 

described in Ref. [8]. 

5. Conclusion 

Using data recorded in the 2011 run, the flavour-tagging technique and the 

treatment of systematic errors in an updated CP violation measurement in φψ/JB0
s →  

decays, have been presented. The use of the opposite-charge muon and the b-jet-charge 

as the OST methods eliminates the ambiguity in the extraction of the CP-violating             

weak mixing phase sφ  and reduces its overall uncertainty, giving the measured value of 

rad0.11(syst)0.25(stat)0.12 ±±=sφ . This result is consistent with theoretical expectation 

lying within 1σ of the expected value in the Standard Model. 
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The Standard Model predicts a tiny CP-violating effect in the Bs-meson system that can be
experimentally determined by the ATLAS experiment at LHC employing a time-dependent
analysis of the ‘golden’ φJ/ψB0

s  decay channel to extract the weak mixing phase φφJ/ψ
s .

Precise measurement of the mass and lifetime of the B-hadron is crucial for the measurement of
the CP-violating quantities. To validate this, we test the performance of the ATLAS detector by
measuring the mass and lifetime of the 0

sB meson using the φJ/ψB0
s  decay. In parallel, the

measurement of the mass and lifetime of the 0
dB meson is performed using the decay

channel *00
d KJ/ψB  as it represents an excellent control channel.

The final state particles from φJ/ψB0
s  and *00

d KJ/ψB  decays are reconstructed in the
ATLAS detector using proton-proton collision data at a center-of-mass energy of 7 TeV
corresponding to an integrated luminosity of 40 pb-1. Within the statistical uncertainties, the
fitted masses and lifetimes of both B mesons are consistent with the world average values.
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1. Introduction

The Standard Model of particle physics (SM) predicts a violation of the CP symmetry, by
including a single irreducible complex phase in the CKM matrix. All measurements of the CP-
violating processes, from its discovery in neutral K decays in 1964 through the recent
observations in B decays, proof that the CKM phase is different from zero, providing that the
matrix of three-generation quark mixing is the dominant source of CP violation within the SM.
However, almost all extensions of the SM imply that there are additional sources of CP
violation and despite SM phenomenological success it fails to accommodate the observed
matter-antimatter asymmetry in the universe by several orders of magnitude. This discrepancy
suggests that nature provides additional sources of CP violation beyond the SM.

Thus, the main task of modern day physics is to test the key predictions of the SM, to
search for the source of CP violation within it and to search for discrepancies providing
evidence for physics beyond the SM that establish a connection between the observed CP
violation and the one needed to explain baryon asymmetry.

At present, a promising strategy adopted by the ATLAS experiment at LHC is to study
processes where the SM predicts a small CP violation, while SM extensions predict large CP
violation effects.

1.1 CP violation in the neutral 0
sB system

The ATLAS experiment sets its first measurement of CP violation in the Bs-meson system
by studying the asymmetry of neutral meson decays into final CP eigenstates, using an untagged
time-dependent analysis.

Flavour change via the weak interaction gives rise to 00
ss BB  mixing, and consequently,

the 0
sB meson is found in the quantum superposition states denoted as “heavy” and “light” ( H

sB
and L

sB ) which are CP eigenstates, odd and even respectively. Both states have different masses
and lifetimes. The oscillation frequency of 0

sB meson mixing is characterized by the mass
difference Δms of the H

sB and L
sB mass eigenstates and by the CP-violating phase φφ J/ψ

s which
arises from the interference between the decay and the mixing. Contrary to any other system,
the 0

sB meson is strongly mixed and thus provides a fruitful domain to search for CP-violating
effects. Another physical quantity involved in 00

ss BB  mixing is the decay width difference
HLs ΓΓΔΓ  of L

sB and H
sB . Physics beyond the SM is not expected to affect sΔΓ as

significantly as φφ J/ψ
s [1]. Extracting sΔΓ from the data is nevertheless useful as it allows

theoretical predictions to be tested.
The decay φJ/ψB0

s  is a pseudo-scalar to vector-vector transition. Since J/ψ and φ
are vector mesons they can have an even or odd relative orbital momentum L in the final state (L
= 0, 1, 2). Due to total angular momentum conservation, the final state is therefore an admixture
of CP-even (L = 0, 2) and CP-odd (L = 1) states. Consequently, the decay is described by three
time-dependent complex amplitudes corresponding to polarisation states of the vector mesons.
The resulting admixture tends to dilute (or cancel) the overall CP asymmetry. Using an angular
analysis method the different CP components could be separated statistically and the CP
information can be obtained without dilution [2, 3].
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In the absence of CP violation, the H
sB state would correspond exactly to the CP-odd state

and the L
sB to the CP-even state.

The main reasons why the decay φJ/ψB0
s  is considered the ‘golden’ channel in the

study of CP violation with the ATLAS experiment are:

 Theoretically clean sample. This implies that the CP-violating phase φφ J/ψ
s is one of

the CP observables with the smallest theoretical uncertainty;
 The phase φφ J/ψ

s is predicted to be small in the SM ~ O(10-2) and a precise
measurement of φφ J/ψ

s could therefore lead to an indirect discovery of New Physics
that would contribute to the 00

ss BB  box diagrams. Measurement of φφ J/ψ
s thus

presents a very sensitive probe for New Physics.

In addition, the following topics make the decay channel φJ/ψB0
s  interesting as well:

 Experimentally clean sample. This provides clear experimental signature and good
separation from background;

 The expected sizeable width difference ( sΔΓ ) allows the extraction of CKM phases
from untagged 0

sB data samples, where the rapid oscillations terms ( tms ) cancel
out [4];

 This mode has a relatively large branching fraction and with the gigantic B-hadron
production rate at LHC (1012 bb pairs per year/experiment, during the first three
years of operation) it will allow large data samples to be accumulated.

The *00
d KJ/ψB  channel provides a valuable testing ground for measurements of
φJ/ψB0

s  due to its equivalent topology and similar helicity structure of the final state, with
the advantage of higher statistics. The final state of *00

d KJ/ψB  decay, with a subsequent
decay of 0*K to charged mesons K and π , allows the flavour of the decaying 0

dB to be
determined. This decay mode will therefore be used to determine the flavour tagging
performance in the CP violation studies of φJ/ψB0

s  decay.

2. ATLAS detector

2.1 B-physics potential of the ATLAS detector

The ATLAS experiment [5] is a general-purpose particle physics detector with a forward-
backward symmetric cylindrical geometry near 4π coverage in the solid angle. New particle
searches at the nominal LHC luminosity have defined most of the performance specification of
the ATLAS detector. B-physics requirements have been accommodated in the design of the
inner detector, the trigger systems and the muon system that are of particular importance of the
reconstruction of B meson candidates.

The inner tracking detector (ID), surrounded by a superconducting solenoid providing 2T
magnetic field, consists of the silicon pixel detector (Pixel), the silicon microstrip detector
(SCT) and the transition radiation tracker (TRT). Inner Detector has full coverage in φ and
covers the pseudorapidity range 5.2||  , with the transverse momentum resolution of

%2%04.0  TTT pp/p (pT in GeV) and the resolution of the impact parameter
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mμ10)( 0 dσ ( GeV10Tp ). The primary vertex resolution for events with 70 tracks or
trk

2
Tp over 8 GeV has been measured to be ~ 30 μm in the transverse plane and about 50 μm

in the longitudinal direction [6]. Typical position resolutions for hits in the Pixel, SCT and TRT
are 10, 17 and 130 μm for the R-φ coordinate, respectively, and in case of the Pixel and SCT,
115 and 580 μm for the z coordinate.

The muon spectrometer (MS) surrounds the calorimeters and consists of three large
superconducting toroids with eight coils each providing a 0.5 T magnetic field, a system of
tracking chambers and detectors for triggering. The MS covers a pseudorapidity region of ± 2.7,
with the transverse momentum resolution of %10T/pσ for tracks up to 1 TeV, translating a
sagitta along the z-axis of about mμ500 to be measured with a resolution of about mμ50 . The
muon system is essential for momentum measurements and triggering of muons. For muons
with GeV40Tp the momentum resolution obtained with the MS is better than the resolution
obtained by the ID. For lower pT muons the ID measurements will determine the momentum
resolution but measurements from the MS are still required to identify ID tracks as muons.

The ATLAS B-triggers used to select φJ/ψB0
s  and *00

d KJ/ψB  decays are based on
the identification of a  μμJ/ψ decay, with either a 4 GeV Tp threshold for both muons or
an asymmetric configuration that applies a higher Tp threshold (4-10 GeV) on one of the
muons and a looser muon-identification requirement ( Tp threshold below 4 GeV) on the other
one.

3. Reconstruction and candidate selection

3.1 Selection of 0
sB , 0

dB and J/ψ candidates

Alongside good quality data coming from the fully operational muon, tracking and trigger
systems, events are required to pass the following additional criteria. The event must contain at
least one reconstructed primary vertex built with at least four associated ID tracks in order to be
considered as a collision candidate. Tracks are required to have at least one hit in the pixel
detector and at least four hits in the semiconductor tracker. The event must contain at least one
pair of oppositely charged muon candidates that are reconstructed using two algorithms as
described in Ref. [7]. The muons are not required to match the object(s) that fired the trigger.
No cuts on the pT of the muons are applied other than the implicit ones in the muon
reconstruction.

The muon pair tracks are refitted to a common vertex [8] and accepted for further
consideration if the fit results in a 10/n.d.o.f.2χ . The invariant mass is calculated from the
refitted track parameters. To account for a varying mass resolution the J/ψ candidates are
divided into three subsets according to the pseudorapidity η of the muons. A maximum
likelihood fit is used to extract the J/ψ mass and the corresponding resolution for these three
subsets, using the method described in [9]. When both muons have 05.1|| η the accepted
signal candidates are from a region (2959-3229) MeV. When one muon has 5.2||05.1  η and
the other muon 05.1|| η , the corresponding signal region is (2913-3273) MeV. For the third
subset, where both muons have 5.2||05.1  η , the signal region is (2852-3332) MeV. In each
case, the signal region is defined to retain 99.8% of the J/ψ signal identified in the fits.
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3.2 Selection specific to *00
d KJ/ψB 

The 0*K candidates are reconstructed by selecting all pairs of oppositely charged tracks
that have not been previously identified as muons, with GeV0.5Tp and 5.2|| η . Together
with the two tracks from the  μμJ/ψ decay, these are fitted to a common vertex. In the fit
the two muon tracks are constrained to the PDG J/ψ mass value of (3096.916 ± 0.011) MeV
[10]. These quadruplets of tracks are accepted for further selections if the fit has
a 2.5/n.d.o.f.2χ . The new track parameters resulting from the vertex fit are used to calculate
the invariant mass of 0*K candidates under the assumption that they are -K π hadrons. These
pairs are assumed to be from 0*K decays if the invariant mass falls within the interval (846-
946) MeV and the transverse momentum of the 0*K candidate is greater than 2.5 GeV. No
attempt to use particle identification for the kaon or pion is made in the current study. For each
candidate, both πK combinations are tested and in cases when both combinations satisfy the
mass criterion, the one closest to the 0*K is chosen. In cases where more than one candidate per
event is found, only the 0

dB candidate with the lowest /n.d.o.f.2χ is retained. The 0
dB

candidates with invariant mass from the interval (5159-5399) MeV are selected for the further
analysis.

3.3 Selection specific to φJ/ψB 0
s 

The  KKφ candidates are reconstructed from all pairs of oppositely charged tracks
with GeV0.5Tp and 5.2|| η , which are not identified as muons. )((0  KKJ/ψBs φ)μμ
candidates are selected by fitting the tracks from each combination of  μμJ/ψ and

 KKφ to a common vertex. The two muon tracks are constrained to the PDG J/ψ mass.
These quadruplets of tracks are assumed to be from )((0  KKJ/ψBs φ)μμ decays if the fit
results in a 2/n.d.o.f.2χ , the fitted Tp of each track from  KKφ is greater than 1 GeV
and the invariant mass of the track pairs (under the assumption that they are kaons) falls within
the interval MeV1031)(MeV1009  KKm . If there is more than one 0

sB candidate per event
then the candidate with the lowest /n.d.o.f.2χ is chosen.

4. Method of fit

An unbinned maximum-likelihood fit is performed to extract the 0
sB ( 0

dB ) meson mass and
lifetime. The likelihood function is defined by:

 



N

i
ibkgibkgsigisigisigsig tmftmfL

1
)()()1()()( TMTM

where fsig is the fraction of the signal events of the total number of events, N.Msig andMbkg are
probability density functions (PDF) that model signal and background mass distributions. The
terms Tsig and Tbkg describe the decay time distributions of the signal φJ/ψB0

s 
( *00

d KJ/ψB  ) and backgrounds XJ/ψbb  and XJ/ψpp , respectively. The input
variables to the maximum likelihood fit extracted from data are the proper decay time ti, its
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uncertainty δti, the mass mi and its uncertainty δmi for each 0
sB ( 0

dB ) candidate passing the
selections.

For the signal, the mass is modelled with a Gaussian distribution and the proper decay
time distribution of the B candidates is modelled as an exponential function convolved with the
proper decay time resolution function.

For the background, the mass distribution is modelled with a linear function, while the
proper decay time is modelled depending of the source expected to contribute to the
background. For the background containing the promptly produced J/ψ , the proper decay time
is described by the resolution function; for the background candidates from non-prompt J/ψ
production the proper decay time is described by the sum of the exponential functions, each
convolved with the resolution function. Subsequently, all components of the time background
PDFs are summed up, relative to their contributions.

The following parameters are left free in the fit: the fraction of the signal events in the
mass region of the fit (fsig), the fitted B meson mass (mB) and lifetime (tB), the slope of the linear
background, two scale factors accounting for a difference between measured per-candidate mi

(ti) errors and the overall mass (proper decay time) resolution and the lifetimes characterising
background components of the exponential shape.

The values of the free parameters and a covariance matrix returned by the fit are used to
calculate the number of B meson signal decays Nsig, the mass resolution mσ and the number of
background events Nbkg in the mass interval mBm σ3 , where the mass resolution mσ is defined
by FWHM of the B mass distribution. The uncertainty on mσ is calculated using the covariance
matrix of the fit. The number of background events Nbkg in the mass interval mBm σ3 and its
error are calculated from the fraction of the signal events in the mass region of the fit, the slope
of the linear background and the total number of events.

As the available statistics grows it will be possible to add additional terms to the maximum
likelihood fit to include decay angles in order to perform an angular analysis, thus allowing
extraction of the physics parameters of interest.

5. Results

5.1 Fit results

The likelihood function defined in Section 4. is used in the simultaneous mass and lifetime
fit performed on the B meson candidates selected by criteria described in Section 3. Figure 1
shows the invariant mass and proper decay time distributions for the selected 0

dB candidates,
overlaid with the fit functions for mass and lifetime obtained by the fit method described in
Section 4. Figure 2 shows the invariant mass and proper decay time distributions for the
selected 0

sB candidates. The results of the simultaneous mass and lifetime fit is projected onto
the distributions. The results of the key parameters of the mass and lifetime fits for 0

dB and 0
sB

mesons are summarised in Table 1. The errors given in Table 1 are statistical only. Systematic
effects important for this analysis are summarised and evaluated in the next section.
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Table 1: Fit parameters determined from the simultaneous mass and lifetime fits of 0
dB and 0

sB
candidates. Errors are statistical [11].

tB [ps] mB [MeV] m [MeV] Nsig
0
dB 1.51 ± 0.04 5279.0 ± 0.8 34.3 ± 0.9 2750 ± 90
0
sB 1.41 ± 0.08 5363.7 ± 1.2 24.8 ± 1.2 463 ± 26

5.2 Systematic uncertainties

The goal of this analysis is to validate the lifetime measurement technique in preparation
for CP violation studies and those systematic effects that are believed to be the most important
are considered: modelling of signal and background in likelihood fit, fitting procedure, size of
the mass window, time uncertainty model, choice of primary vertex and alignment of the Inner
Detector. For the data used in this analysis, no systematic uncertainty is assigned due to the
fitting procedure and the primary vertex selection method. A summary of all assigned
systematic uncertainties is given in Table 2.

Table 2: Systematic uncertainties in the 0
dB and 0

sB lifetime measurement [11].

Source of systematics Systematic uncertainty

δsyst (tBd) [ps] δsyst (tBs) [ps]
Modelling signal, background 0.01

0.03
0.01
0.03

0.01
0.03
0.02
0.03

Time uncertainty model
Mass window
Alignment
Total, quadratic sum 0.04 0.05

5.3 Discussion of results

The results demonstrate that a simultaneous unbinned maximum likelihood fit to mass and
lifetime using per-candidate errors can be used to separate 0

sB and 0
dB signals from background.

A single exponential fit can be applied to the signal events. The estimated sizes of the
systematic errors on the 0

sB and 0
dB lifetimes are comparable to their statistical errors.

Measured masses and lifetimes of B mesons agree with the world averages within the
precision of the current analysis. Since the φJ/ψB0

s  final state is dominated by the shorter-
lived component of 0

sB mesons, the single exponential model applied in the current study is
inherently biased. However, within the current precision the fitted value agrees well with the
world average 2/)/(1/1 HLs  [10].  The lifetime value returned by the fit is closer to the
shorter lifetime, psL

033.0
030.0408.1/1 

 [12].
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Figure 1: Invariant mass (left) and proper decay time (right) distributions of reconstructed
*00

d KJ/ψB  decay candidates [11].

Figure 2: Invariant mass (left) and proper decay time (right) distributions of reconstructed
φJ/ψB0

s  decay candidates [11].
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6. Conclusion

The performance of the ATLAS detector towards CP violation measurements has been
tested. Using 40 pb-1 of pp collision data at 7 TeV the 0

sB and 0
dB mesons are reconstructed

from their decays φJ/ψB0
s  and *00

d KJ/ψB  . The masses and proper decay times of 0
sB

and 0
dB candidates are measured using a simultaneous unbinned maximum likelihood fit. The

results show agreement with the world average values confirming the validity of the methods
for reconstructing primary and secondary vertices and measuring the transverse decay length.

This analysis validate the capability of the ATLAS experiment to measure masses and
lifetimes of both 0

sB and 0
dB mesons with high precision and thus to meet the requirements

necessary to perform precision CP violation measurements.
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More than twenty institutes join the FCAL Collaboration in study of design of the very forward 
region of a detector for ILC and CLIC. Of particular importance is an accurate luminosity 

measurement to the level of 10-3, a requirement driven by the potential for precision physics at a 
future linear collider. In this paper, the method for luminosity measurement, requirements on 

luminometer and its integration in the forward region are presented. The impact of several 

effects contributing to the systematic uncertainty of luminosity measurement is given. 

1 Introduction 

Physics requirements like production cross-sections 

measurements, anomalous gauge boson couplings, EW 

physics and new physics searches impose the high precision 

of luminosity measurement at a future linear collider. 

Luminosity will be measured from Bhabha scattering that is 

dominantly QED process at ILC energies. Achievable 

precision is limited both by the reconstruction of scattered 

Bhbha particles as well as by physics effects which have to 

be experimentally controlled (beam-beam effects, presence 

of physics background). At the same time, there is an on-

going theoretical effort to complete NLO corrections of the 

Bhabha cross-section.   

2 Luminometer at ILC 

Luminosity calorimeter is foreseen as a sampling silicon/tungsten calorimeter consisting of 30 

one radiation length thick absorber planes followed by segmented silicon sensor planes. To 

keep the Moliere radius of 1.5 cm, 1 mm sensor gaps are provided. As illustrated in Figure 1, 

                                                        
* This study has been supported by: Ministry of Science and Technology of the Republic of Serbia through 

the Project No. 15004B and also by the Commission of the European Communities under the 6th 
Framework Program "Structuring the European Research Area", contract number RII3-026126. 

Figure 1: Mechanical structure 

of the luminosity calorimeter. 
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tungsten disks are precisely positioned using 4 

bolts. The system is additionally stabilized by 

steel rings. Reconstruction of the polar angle of 

electron is influenced by sensor segmentation that 

is optimized to 48/64 azimuthal/radial divisions. 

Luminosity calorimeter is positioned 2.5 m from 

the IP, with the geometrical aperture between 31 

mrad and 78 mrad. Sufficient statistics 

corresponding to the 2.1 nb of integrated cross-

section of the signal is obtained in the detector 
fiducial volume defined within [41,69] mrad [1]. 

By restricting the signal for luminosity 

measurement to the detector fiducial volume, only 

events with no shower leakage through the edges 

of luminosity calorimeter are selected. In this 

volume, a stable sampling term αres (2.1), usually 

referred to as ‘energy resolution’, is obtained 

(Figure 2). 

 In (1.1), the usual parameterization of energy resolution σE corresponding to the standard 

deviation of an energy distribution with a mean E, deposited by electron beam Ebeam is given:    

 

][GeVEE
beam

resE ασ
=                                                 (2.1) 

Simulating only electron showers inside the luminometer’s fiducial volume, αres is estimated 

to be: ( ) GeVstatres 02.021.0 ±=α . Parameter αres is found to be independent of the shower 

energy in the range from 50 GeV to 300 GeV. In the same range, the response of luminosity 

calorimeter is linear with respect to the shower energy [1]. The position of an EM shower in 

the detector is reconstructed by performing a weighted average over the depositions on 

individual pads. The weight Wi, of a given detector pad i, is determined by logarithmic 

weighting [2], for which Wi = max{0, C +ln(Ei/Etot)}. The symbol Ei refers to the individual 

pad energy, Etot is the total energy in all pads, and C is a constant. In this way, only pads 

which contain a sufficient fraction of the shower energy contribute to the reconstruction. The 

polar angle resolution σθ, and a polar angle measurement bias ∆θ, are defined as the Gaussian 

width and the central value of the distribution of the difference between reconstructed and  

generated polar angles. They are found to be (2.2 ± 0.01)·10
−2

 mrad and (3.2 ± 0.1)·10
−3

 mrad, 

respectively. Uncertainties of αres, σθ and ∆θ will be considered in Chapters 3.2.3 and 3.2.4 as 

sources of systematic uncertainty for the luminosity measurement. 

3 Luminosity measurement an ILC 

3.1 Method 

At ILC, the integrated luminosity will be determined from the counted number of Bhbaha 

Figure 2: Energy resolution for 250 

GeV electrons as a function of the 

polar angle. Dashed lines mark fiducial 

volume of the luminosity calorimeter. 



LCWS/ILC 2010 

events reconstructed in the detector fiducial volume Nexp, corrected for the number of miss-

counted events due to various systematic effects. As shown in (3.1), the measured luminosity 

will also depend on the selection efficiency ε and the theoretical cross-section for Bhabha 

scattering σB. 

 

(3.1) 

  

 

In order to exploit the characteristic topology of Bhabha events with two back-to-back 

showers deposited almost full beam energy in forward and backward arms of the detector and, 

at the same time, minimize the suppression of the Bhbaha cross-section due to beam-beam 

effects, the following empirical selection is applied [3]: the polar angle of the reconstructed 

shower must be within the detector fiducial volume [θmin, θmax] at one side and within [θmin+4 

mrad, θmax-7mrad] at the other, and the total energy deposited in the luminometer must be 

more than 80% of the center-of-mass energy. Polar angle criterion is subsequently applied at 

the forward and backward side of the detector in order to avoid systematic bias from the 

longitudinal position of the interaction point. 

3.2 Systematic uncertainties 

3.2.1 Beam-beam effects 

The acceleration of electrons and positrons towards the bunch center when bunches are 

crossing changes their momentum and, more importantly, electrons and positrons radiate 

beamstrahlung prior to Bhabha scattering. In addition, final state Bhabha particles get focused 

by the electromagnetic field of the opposite space charge. The result is an effective reduction 

of the Bhabha cross-section in the detector fiducial volume, with the dominant contribution 

stemming from the beamstrahlung. Size of this Bhabha Suppresion Effect (BHSE) is found to 

depend on selection criteria for the luminosity measurement, amounting to 1.51%±(0.05%)stat 

[3]. for nominal beam parameters at 500 GeV center of mass energy, for the proposed event 

selection. BHSE can be understood as an effect one can correct for, once its experimental 

uncertainty is known. Data-driven method to measure the beamstrahlung component of BHSE 

has been proposed, based on the reconstruction of the luminosity spectrum [3]. Experimental 

uncertainty is resulting from the precision to which bunch sizes σx and σz are measured. In 

this paper, a BHSE experimental uncertainty is chosen to correspond to the 5% relative error 

of the bunch size measurement. 

3.2.2 Background from physics processes 

Four-fermion production via Neutral Current is known to have a large cross-section with 

maxima at low polar angles. It is dominated by the multiperipheral Feynman diagram where 

two virtual photons are exchanged between electron spectators. The spectators remain at high 

energy. Less than 1% of spectators hits the luminosity calorimeter and manifests as a 

background for Bhabha events. The cross-section amounts to (12.0±0.5) nb at 500 GeV 

assuming photons with momentum larger than 0.1 GeV/c being exchanged. We used the 

WHIZARD [4] event generator to obtain sample of events for final states with leptons in the 

inner legs. Event generator is tuned to reproduce LEP data for charm production in two-

B

i

cor
iNN

L
σε ⋅

−

=

∑exp

int
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photon processes [5] by adjusting the minimal exchanged momentum of the photon to 10
-4

 

GeV/c. A Bhabha sample of 5 pb
-1 

has been generated with the cross-section of (4.70±0.03) 

nb, at 500 GeV, using the BHLUMI [6] event generator. As mentioned in 3.1, the event 

selection is optimized to reduce Bhabha suppression from space charge effects. After the 

selection is applied, the overall impact of four-fermion events on luminosity measurement 

saturates around background to signal ratio B/S=2.3 10
-3

 at 500 GeV. The Bhabha event 

selection efficiency is sufficient to maintain statistical error below 10
-3

 for annual running at 

500 GeV and at nominal luminosity. Projection of background hits on the front plane of the 

luminosity calorimeter is shown in Figure 3, before and after event selection is applied. 

 

 

3.2.3 Effects from energy resolution and bias of 

energy scale  

Event selection for the luminosity measurement is 

based on the criterion that the total deposited energy 

in the fiducial volume of the luminosity calorimeter is 

more than 80% of the center of mass energy. A 

possible uncertainty of the Bhabha selection 

efficiency due to the bias of measured energy, or the 

uncertainty of the stochastic term αres in (2.1), will 

result in a corresponding uncertainty of luminosity 

measurement. 

 To keep the contribution to the luminosity 

uncertainty below 10
-4

, the absolute uncertainty of the 

measured deposited energy in the luminosity 

calorimeter (∆E) would have to be 39 MeV. This 

results from the linear fit (Figure 4) at the energy cut-off, with the slope of -1.77·10
-3

. 

Detector energy resolution must be understood to ∆αres=2.5% to contribute to the relative 

Figure 4: Selection efficiency 

dependence on the cut-off energy. 

Figure 3: Projections of background hits in the luminometer front plane before (left) and 

after the event selection (right). 
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uncertainty in luminosity of 10
-4

, as shown also in [10].  In the analysis above, photons 

radiated from the final state are excluded from the simulation. If radiative photons, emitted by 

Bhabha particle within the cone of one Moliere radius, are taken into account, ∆E and ∆αres 

are relaxed to 67 MeV and 4.3%, respectively [11].  

3.2.4 Effects from polar angle resolution and bias in polar angle reconstruction 

The existence of the bias in polar angle reconstruction may cause a shift in the luminosity 

measurement, since events may be pushed in or out of the detector fiducial volume. With  

presently simulated bias of the polar angle reconstruction, a relative uncertainty of the 

luminosity measurement of 1.6·10
−4

 is expected as the upper bound. In practice, it is possible 

to measure the bias of the polar angle reconstruction in a test beam. Only the uncertainty of 

such a measurement, will than contribute to the luminosity uncertainty.  A contribution of 

similar size to the relative uncertainty of the luminosity measurement can be expected from 

the resolution of the polar angle reconstruction [11]. 

 

 

 

 

 

 

 

 

 

 

                                                                                                                                

3.2.5  Polarization of beams 

If polarization of electron and positron beams is available at ILC as foreseen, this will 

suppress the Bhabha cross section in the acceptance range of the luminometer by up to a few 

per cent [8]. In the current design, the maximum values for electron and positron polarization 

are 0.8 and 0.6, respectively, with an uncertainty of 0.0025 [9], producing a relative reduction 

of the Bhabha cross section of 2.3·10
−2

 with an uncertainty of 1.9·10
−4

 which in turn translates 

into a relative uncertainty of the luminosity mesurement. 

4 Conclusion 

At the present level of understanding of the detector performance and physics effects in 

luminosity measurement it has been shown that it will be possible to measure integrated 

luminosity at ILC with the total systematic uncertainty of 3·10
−3

. The largest uncertainty due 

Source of uncertainty ∆∆∆∆L/L 

Bhabha cross-section σB  5.4 10-4 

Polar angle resolution σθ  1.6 10
-4

 

Bias of polar angle ∆θ  1.6 10-4 

Energy resolution αres  1.0 10
-4

 

Energy scale 1.0 10
-4

 

Physics background B/S 2.3 10-3 

BHSE  1.5 10
-3

 

Beam polarization 1.9·10
−4

 

ΣΣΣΣ 3.0 10
-3

 

Table 1: Summary of systematic errors in the luminosity measurement. Errors are assumed to 

be uncorrelated. Uncertainty of the theoretical cross-section for Bhabha scattering is taken to 

be as at LEP energies. 
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to two-photon background can clearly be reduced by correcting for it and using its uncertainty 

from NLO corrections as a true source of uncertainty of luminosity measurement. As well, 

effects from the polar angle reconstruction taken at present at full sizes will be replaced by 

their uncertainties once they are known.  
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I TRODUCTIO  

 

 International Linear Collider is a proposed electron-positron accelerator that will operate at initial center-of-mass 

energy of 500 GeV with the ability to upgrade to 1 TeV.  ILC is foreseen as a complementary machine with the LHC 

(Large Hadron Collider) dedicated primarily to discover Higgs bosons and SUSY particles, while ILC will provide 

precise measurements of characteristics of these particles (masses, quantum numbers, couplings) since a collision 

between an electron and a positron is much simpler than a collision between many quarks, antiquarks and gluons 

confined in a proton. In 2007 the Reference Design Report of ILC has been delivered [1].  

With respect to the LHC physics program, the role of either ILC or CLIC (Compact Linear Collider [2]), another 

project of possible future particle accelerator, will be to provide better understanding of a new physics discovered at 

LHC, or if there will not be such discoveries, to restrict the available parameter space through precision 

measurements. The energy scale of interest for a new physics will be determined by new discoveries at LHC, while 

both machines are foreseen as lepton colliders to enable precision measurements by minimizing QCD background. 

This means that design of detector as well as systematic effects at a future collider have to be well understood. 

This is particularly true for the luminosity measurement that needs to be controlled at 10
-3
 or 10

-4
 level at ILC, as 

required for cross-section measurements (i.e. the total hadronic cross-section at Z
0
 resonance, 2-fermion production 

at high energy) or precision EW measurements. 

 

LUM OSITY MEASUREME T AT ILC 

 

Integrated luminosity at ILC will be determined from the total number of Bhabha events produced in the fiducial 

volume of the luminosity calorimeter and the corresponding theoretical cross-section (1). 

                                                                                 

B

B�
L

σ
=int  (1) 

 Bhabha scattering at small angle is precisely calculable in QED (with theoretical error of the cross-section of  

10
-4
) and has a sufficiently large cross-section to deliver, within one year,  statistics for luminosity measurement of 



the required precision. However, one has to provide precision particle reconstruction and, in addition, to control 

numerous systematic effects.  

The cross-section is falling steeply with increasing polar angle as 1/θ
3
, causing luminosity measurement to be 

sensitive to the detector aperture θmin or corresponding inner radius of the luminosity calorimeter. It should be 

known within 1 micron tolerance [3]. Two parameters are describing quality of the position reconstruction: bias ∆θ 

and resolution σ(θ) of the polar angle measurement. Suggested sensor design of the luminosity calorimeter has been 

proven through simulation to provide bias and polar angle resolution better then 10
-3
 mrad and 10

-2
 mrad 

respectively [3]. 

Design of luminosity calorimeter as a compact Si-tungsten sandwich calorimeter is illustrated in Figure 1 [4]. 

Luminosity calorimeter covers geometrical range between 31 mrad and 78mrad with 30 layers of tungsten absorber 

discs interspersed with silicon sensor planes. Small Moliere radius and the fine sensor segmentation (48x64 pads) 

enable precise shower position measurement. 

 
 

FIGURE 1.  Design of the luminosity calorimeter for ILC. Forward electronics and ADC ASICS are positioned at the outer 

radius in the space between disks. Units are mm and mrad for radii and angles, respectively. 

 

Systematic Effects in Luminosity Measurement 

 

In order to achieve the required precision of luminosity measurement numerous systematic effects have to be 

well understood and controlled under realistic experimental conditions. Leading effects are beam-beam interaction, 

background from 2-photon processes and bias and resolution of energy measurement. They all contribute to the 

systematic error of luminosity measurement as α·∆α, where α is the size of the effect and ∆α its uncertainty. Some 

effects like the suppression of the Bhabha cross-section due to the beam-beam interaction are of the percent order 

meaning that excellent experimental control of the effect has to be established.        

Beam-beam interaction 

 Experimental selection specified to determine luminosity is affected by beam-beam space charge effects: 

beamstrahlung radiation and electromagnetic deflection.  Interacting particles are likely to be deflected by the space 

charge of the opposite bunch and their energy reduced due to the emission of beamstrahlung. Both effects are 

leading to the suppression of Bhabha counting rate (BHSE) in comparison to the theoretically predicted one. The 

total size of BHSE is -4.41±0.05 % [5] in the luminosity calorimeter acceptance, requiring each of the scattered 

particles to have more than 80% of the beam energy. Figure 2a [5] illustrates effect of beamstrahlung on spread of 

Bhabha particles due to modification of initial state four-vector, while Figure 2b [5] gives the change in Bhabha 

production polar angle due to electromagnetic deflection induced by the space charge of the opposite bunch. 

Since the dominating part of the BHSE originates from beamstrahlung radiation by initial-state particles prior to 

Bhabha scattering, data-driven correction method is suggested from the reconstructed luminosity spectrum [5]. 

Luminosity spectrum expx  can be reconstructed by measuring polar angle of Bhabha particles (θ1, θ2): 

2121
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and it is almost not modified by the electromagnetic deflection but solely influenced by the beamstrahlung. Thus 

corresponding part of the BHSE can be determined as a bias of luminosity measurement once
expx  is known. 

However, contribution to the systematic uncertainty of luminosity measurement comes from the uncertainty of 

determination of expx originating from variations of the bunch width σx.  It has been proven through simulation 

that expx∆  should be kept at the level of 10
-3
 in order to keep the uncertainty of BHSE at the 10

-2
 level [5]. Beam 

parameters σx and σz should be known within 20% margin [5].  

 

 
                                          a)                                               b) 

                                        

FIGURE 2. a. Polar angle distribution of Bhabha particles (θe1, θp1) after accounting for beamstrahlung of the initial state.  

b. Change in Bhabha production angle (θ1) due to the electromagnetic deflection. 

 

Background from physics processes 

 Four-fermion production via Neutral Current mechanism is known as the process peaked forward. It is dominated 

by multiperipheral diagram (Figure 3a) where two virtual photons are exchanged between electron spectators. Most 

of the spectators are high energetic particles carrying the most of the beam energy along a beam pipe, as illustrated 

in Figure 3b and c. Small fraction of them (approximately 0.4%) hits luminosity calorimeter causing the main 

background for Bhabha signal. 

    

       a)            b)           c)  

 

FIGURE 3.  a. Dominating Feynman graph for four-fermion production. 

b. and c. Energy and polar angle distributions of 4-fermion background. 

 

 We used BDK [6] and WHIZARD [7] event generators to obtain leptonic samples of 100 kEvt, with cross-

sections of 1.16 nb and 9.70 nb respectively, at 500 GeV and 0.45 nb and 12.12nb at 1TeV center-of-mass energy. 

Cross-sections are generated with statistical error less than percent for both generators. However, there is significant 

difference in cross-sections for different generators. It has been shown in Table 1 that BDK has smaller fraction of 

electron spectators with respect to the all particles in the luminosity calorimeter then WHIZARD, so BDK is 

exhibiting better sensitivity to background rejection for a factor two at all energies. As well, the topology of four-

fermion events is somewhat different with BDK, giving more particles closer to the beam-pipe than WHIZARD. 



This results in approximately factor 3 larger fraction of quasi-Bhabha pairs in the luminosity calorimeter with 

WHIZARD than BDK. When combined, these differences between generators compensate, for at least factor 6, 

initial differences in cross-sections, resulting, as illustrated in Table 2, with the same order of magnitude for 

background to signal ratio. 

 Bhabha sample of 5 pb
-1
 has been generated with cross-sections of (4.70±0.03) nb and (1.20±0.03) nb, at 500 

GeV and 1TeV respectivly, using BHLUMI [8] event generator.  Detector response is simulated using BARBIE 

V4.3 [9], GEANT3 based simulation.   In order to keep BHSE at the percent level the following event selection has 

been employed: asymmetric cuts on particle polar angle (θmin[mrad]+4mrad, θmax[mrad]-7mrad]) are subsequently 

applied to forward and backward side of the detector and quasi-Bhabha pair is selected if carrying more than 80% of 

the center-of-mass. Quasi-Bhabha pair is required to have tracks at opposite detector sides. 

 
TABLE (1).  Generator-level fractions of quasi-Bhabha events in luminosity calorimeter (F [%]) and 

background selection efficiency (Eff [%]), after energy cut applied, are given for WHIZARD and BDK at ILC 

energies. 

 

                        500 GeV 1 TeV 

F ·10
-2
 [%]                        WHIZARD                                              8.0                                                          4.8 

                                               BDK                                                         2.5                                                          1.7  

Eff  [%]                             WHIZARD                                            17.9                                                        19.0 
                                               BDK                                                        9.9                                                           7.1 

      

 
TABLE (2).  Fraction of quasi-Bhabha pairs (background) to signal (B/S), before and after event selection, for 

WHIZARD and BDK at ILC energies. 

 

                        500 GeV 1 TeV 

B/S before selection          WHIZARD                                        2.3·10-3                                                 1.8·10-3      

                                               BDK                                                   7.9·10-3                                                 3.6·10-2 

B/S after selection            WHIZARD                                         2.0·10-4                                                 3.5·10-4                      

                                               BDK                                                   2.5·10-4                                                 7.4·10-4 

 

      

As illustrated in Table 2, applied event selection for luminosity measurement is suppressing background for at 

least factor 10, resulting in comparable results for background to signal ratio for both event generators: 

( ) 4105.05.2/ −⋅±=SB at 500 GeV and ( ) 41047/ −⋅±=SB at 1 TeV. It is visible that model error is increasing with 

energy as difference in cross-sections between WHIZARD and BDK is more pronounced. Reduction of background 

after applied selection is illustrated in Figure 4 where hits projected in the front plane of the luminosity calorimeter 

are given. Signal selection efficiency is maintained at 68% level, providing statistical error below 10
-4
 for one year 

of ILC operation at the nominal luminosity of 2·1034 cm-2s-1. 

Similar analysis has been employed for the CLIC geometry, where fiducial volume of the luminosity calorimeter 

covers polar angles between 50 mrad and 130 mrad. Sample of 500 fb
-1
 of Bhabha events has been generated with 

the cross-section of 42.90 pb using BHWIDE [10] event generator. Samples of 10
3
 kEvt leptonic and 10

2
 kEvt 

hadronic four-fermion events have been generated with WHIZARD. Events are treated in a way that effective 4-

vector is being built of all particles within the fiducial volume of LumiCal, for each arm of the calorimeter. Such an 

‘effective particle’ has average polar angle computed using energy weights, while the effective energy is integrated 

for all particles. Topological selection is applied requiring colinearity of effective particles in the forward and 

backward detector better than 1 mrad and balance between energy deposited at opposite detector sides better than 

1%. Separation of background to signal of 3102/ −⋅≈SB [11] can be achieved. 



 
 

FIGURE 4.  Projected hits, normalized per bunch crossing, on the first plane of luminosity calorimeter for 

background at 500 GeV before (up) and after (down) event selection. 

 

Effects of energy resolution and bias of energy scale 

As discussed before, criteria to select Bhabha events in luminosity measurement define requirements on energy 

resolution of the detector and, more challenging, control of the energy scale. In luminosity calorimeter, energy of 

particles is measured through calibration procedure assuming that both showers are fully contained in the detector. It 

has been shown that energy resolution of %21)(,
)(

≈=
∆

EGeV
E

E

E

E
δ

δ
 [3] is achievable with the current 

detector design. 

In order to keep the luminosity uncertainty at the level of 10
-4
, cut-off value of Bhabha energy should be known 

better than 40 MeV. This is illustrated in Figure 5a, showing the linear fit of efficiency slope at 0.8 of the beam 

energy. In order to estimate how well detector energy resolution has to be known, a random number generator is 

used to smear particle energy for different )(Eδ values. As shown at Figure 5b, to contribute to uncertainty of 

luminosity less than 10
-4
, detector resolution )(Eδ should be controlled at 1.5% level. Since detector will be 

calibrated under realistic beam conditions, bias of the energy scale can be present. Figure 5c illustrates that bias of 

energy scale should be less than 70 MeV to keep the luminosity uncertainty below 10
-4
. 

 

 

  
a)                                                   b)                                                   c) 

 

FIGURE 5.  a. Signal selection efficiency dependence on Bhabha energy cut-off value. 

b. Contribution to the relative error of luminosity with respect to detector energy resolution. 

c. Contribution to the relative error of luminosity with respect to bias of energy scale. 

 



CO CLUSIO  

 Detailed simulations of luminosity measurement at ILC have shown that systematic effects are complex and 

numerous, requiring experimental control of beam parameters σx (σz), reconstructed luminosity spectrum, detector 

energy resolution and energy scale. They have to be known better than: 20%, 10
-3
, 1.5%, and 10

2
 MeV, respectively, 

to maintain contribution to the luminosity relative uncertainty at the 10
-4
 level. Background from 2-photon processes 

is reducible to 10-4 level with respect to the signal, at all ILC energies. Estimations done for the CLIC geometry have 

also shown that background is reducible to the 10
-3 
level with respect to Bhabha signal, while requirements for 

precision luminosity determination are looser, at the level of 10
-2
. 
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Background reduction at an actively shielded gamma ray
spectrometer

I. Bikit, D. Mrda, N. Todorovic. J. Slivka, M. Veskovic, M. Krmar, Lj. Conkic, S. Forkapic,
E. Varga, T. Jovin

Department of Physics, Faculty of Sciences, University of Novi Sad, Serbia and Montenegro

The operational problems of the gamma ray spectrometer shielded passively with 12 cm of
lead and actively by five 0.5m x 0.5m x 0.05m plastic veto shields are described. With 1000 V
operating voltage the 661 keV 137Cs gamma line gives a fast output pulse with the amplitude
of 20 mV. This means that the CFD dynamic range (5 mV - 2.5V) covers the energy range
deposited in the scintillator of 150 keV - 75 MeV. With the optimal set up the integral back-
ground of 0.31 c/s was achieved for the energy region of 50 - 3000 keV. The detector mass
related background was 0.345 c/kgs. The 511 keV annihilation line was reduced by the factor
of 7 by the anticoincidence gate.
It is shown that the plastic shields increase the neutron capture gamma line intensities due to
neutron thermalisation.
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Sadržaj - Fonu γ spektrometarskih sistema doprinose 
sekundarna zračenja proizvedena kosmičkim mionima. Ova 
komponenta fona ne može se smanjiti povećanjem debljine 
pasivne zaštite. Zato se za redukciju kosmičkog zračenja 
koriste se spoljašnji zaštitni detektori velike površine (veto 
detektori). U ovom radu opisane su spektroskopske osobine 
plastičnog veto detektora «SCIONIX». Pokazano je da je 
energetski odgovor detektora linearan i određeni su energija 
i fluks miona u niskofonskoj laboratoriji departmana za fiziku  
u IFNS.  
 
1. UVOD 
 
 U mnogim poljima detekcije jonizujućeg zračenja, 
detektori se primenjuju za probleme vezene za događaje 
niskih aktivnosti. Tehnika merenja niskih aktivnosti koristi se 
za rešavanje niza problema, od kontrole kontaminacije 
prehrambenih proizvoda, pa do proučavanja fundamentalnih 
procesa u geofizici, astrofizici, nuklearnoj i subnuklearnoj 
fizici. Za to su neophodni sistemi koji smanjuju pozadinsko 
zračenje (fon). Detaljno poznavanje izvora pozadinskog šuma 
preduslov je za preduzimanje efektivnih mera za njegovo 
smanjenje.  
 Fon niskofonskih γ spektrometarskih sistema potiče 
delimično od zračenja proizvedenog mionima iz kosmičkog 
zračenja. Upravo nam ta činjenica omogućuje praćenje 
intenziteta sekundarnog kosmičkog zračenja, kao i njegove 
varijacije, koje se prepisuju zemaljskim, solarnim i 
galaktičkim razlozima. Ovakvi eksperimenti zahtevaju 
specijalnu detektorsku opremu velike osetljivosti, koja nam 
omogućuje da razlikujemo događaje izazvane kosmičkim 
zračenjem od događaja indukovanih drugim zračenjem iz 
okoline. Sekundarno kosmičko zračenje, koje se na nivou 
mora sastoji pretežno od visokoenergijskih miona, prolazeći 
kroz detektor gubi deo svoje energije i proizvodi deo 
kontinuuma u spektru. Niskoenergijski deo ovog kontinuuma 
ispod oko 3 MeV kombinovan je sa delom proizvedenim sa 
drugim zračenjima iz okoline, dok visokoenergijski deo 
praktično sav potiče od kosmičkih zraka, tako da ga uz 
specijalne detektore u niskofonskim laboratorijama možemo 
sa velikom tačnošću izdvojiti od ostalog dela spektra, 
odnosno zračenja koje dolazi iz okoline, ispitujući tako 
njegove karakteristike kao što su npr. energija i fluks miona 
na nivou mora, kao i mnoge detalje vezane za interakciju 
kosmičkog zračenja sa materijalom. Kada materijal detektora 
ima veliku gustinu, tj. kada je u tečnom ili čvrtom stanju, kao 
plastični (polistiren, polietilen) i tečni scintilatori (NaI) ili Ge,  
većina impulsa koji potiču od miona je velika u odnosu na 
one koji se uobičajeno registruju u γ spektrometriji (ispod 2,6 
MeV) [1]. 
 U poglavlju koje sledi biće opisan jedan od specijalnih 
detektora za tu namenu, plastični scintilacioni detektor 
«SCIONIX», koji čini aktivnu zaštitu u niskofonskoj 

laboratiji na površini, čiju spoljašnju zaštitu čine samo 
tavanice i zidovi zgrade. Takođe će biti opisani i procesi koje 
mioni indukuju interagujući sa materijalom detektora, kao i 
teorijska izračunavanja gubitka energije miona na jonizacione 
procese, pri prolasku kroz aktivni materijal detektora. 
 
2. SPEKTROSKOPIJA MIONA SA PLASTIČNIM 
   DETEKTOROM 
 
2.1. Iinterakcija miona sa materijalom-teorijski uvod 
 
 Mioni sa materijom interaguju praktično najviše preko 
elekromagnetne interakcije. Zbog izuzetno velike energije 
imaju prodornu moć, tako da mogu prodreti duboko u 
površinu Zemlje. Procesi koji provlađuju su jonizacija i 
ekscitacija, ali takođe dolazi i do sudara sa izbijanjem 
elektrona, i u manjoj meri, do zakočnog zračenja i stvaranja 
parova. Zaustavljeni negativni mioni upadaju u klopku 
atomskih orbita, koje su, zbog mnogo veće mase miona, 
mnogo bliže jezgru nego atomske orbite elektronau 
materijalima velikog Z. Pri tome se emituje mionsko X 
zračenje [1]. Radioaktivni raspad miona:  
 

µννµ ++→ −−
ee  

 
µννµ ++→ ++

ee  
 
praćen je i zahvatom miona na protonima:  
 

νµ +→+ +− np  
 
 Raspad je verovatniji u materijalima malog rednog broja, 
dok zahvat preovlađuje u jezgrima visokog rednog broja. Pri 
zahvatu otpušta se masa mirovanja miona i jezgro ostaje u 
visoko pobuđenom stanju. Ono se deekscituje emitovanjem 
jednog ili više neutrona. Broj neutrona emitovanih po jednom 
mionu zavisi od masenog broja jezgra. Ovi brzi neutroni 
generišu fotone posredstvom neutron-jezgro reakcija u 
materijalima sa velikim Z. Pri raspadu miona proizvode se 
pljuskovi elektromagnetnog zračenja [1]. Ovaj proces 
umnožavanja nastavlja se dok se ne dostigne kritična energija 
E c , posle koje elektroni gube više energije jonizacijom nego 
radijacijom, a fotoni gube više energije Komptonovim 
rasejanjem nego proizvodnjom parova. Tada umnožavanje u 
pljusku prestaje. Elektronsko-fotonske kaskade u laboratoriji 
mogu dolaziti i od spolja i od građevinskih materijala.
 Kao što je već pomenuto, mioni, sa µE < cE  u interakciji 
sa materijom gube svoju energiju, uglavnom putem 
jonizacije. Srednju vrednost gubitka energije (ili zaustavne 
moći) miona na jonizaciju daje poznata Betha-Bloch formula 
[2]: 
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gde je ρ gustina materijala, Z redni broj materijala, A atomski 
broj materijala, β=v 2 /c 2 , v je brzina upadne čestice, maxW  
maksimalni energetski transfer čestice slobodnom elektronu, 
I minimalni jonizacioni potencijal, δ funkcija gustine koja 
opisuje zavisnost polarizacije sredine od gustine.  
 Pri tačnijim proračunima dodaju se dve korekcij: efekat 
gustine δ i efekat ljuske C. Srednji jonizacioni potencijal 
često se procenjuje iz semi empirijskih formula [2]: 
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 U oblasti malih brzina dE/dX opada sa porastom brzine 
kao 1/v 2 do minimalnog jonizacionog potencijala koji za 
mione iznosi 2 MeVcm 2 /g [3]. Preko minimalne energije 
dE/dX logaritamski raste.  
  Na dovoljno visokim energijama, na gubitak energije 
miona značajnije utiču radijacioni procesi (proizvodnja 
parova, zakočno zračenje, fotonuklearne reakcije), za razliku 
od nižih energija gde preovlađuju procesi  jonizacuje.   
Radijacioni procesi  počinju da dominiraju pri energijama 
upadnih miona iznad nekoliko stotina GeV. 
 Uobičajeno je da se piše za prosečnu vrednost gubitka 
energije miona piše u obliku [3]: 
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gde je )(Ea  gubitak energije čestica na jonizaciju dat Betha-
Bloch formulom, a b(E) je zbir doprinosa na proizvodnju 
parova, zakočno zračenje i fotonuklearnu reakciju.  
 Mionska kritična energija cEµ  može se definisati kao 
energija gde su radijacioni i jonizacioni gubici jednaki  i 
definiše se kao baE c /=µ . Ispod kritične energije dominiraju 
jonizacioni, a iznad radijacioni procesi. Pošto je 

002.0)( ≈Ea GeVg 1− cm 2 , b(E) dominira kada su energetski 
gubici iznad nekoliko stotina GeV, gde je b(E) približno 
konstantno [3]. 
 
2.2. Opis i karakteristike detektorskog veto sistema 
    ″SCIONIX″ 
 
 Kao što je već opisano u uvodnom delu, pozadinsko 
zračenje (fon) γ spektrometara potiče od svojstvene 
(unutrašnje) radioaktivnosti detektora, okoline detektora i od 
kosmičkog zračenja. Radijacija koja potiče od prva dva 
izvora, može se redukovati rigoroznom selekcijom materijala 
niskih aktivnosti. Fon niskofonskih γ spektrometarskih 
sistema, tada, potiče uglavnom od sekundarnog zračenja 
proizvedenog mionima iz kosmičkog zračenje i može se 
redukovati smeštanjem mernog sistema duboko pod zemlju, 
gde je intenzitet kosmičkog zračenja smanjen za nekoliko 

redova veličine. U površinskim i plitko ukopanim 
laboratorijama, koje su ovde od interesa, kao alternativna 
tehnika za redukciju fona kosmičkog zračenja koristi se 
metod aktivne zaštite detektora, kod koje se detektori sem 
pasivnog sloja materijala (materijali visoke gustine, visokog 
rednog broja i visoke radiočistoće) okružuju posebnim 
zaštitnim (guard, veto) detektorima. Veto detektori rade u 
antikoincidentnom režimu sa glavnim detektorom i 
elektronski odbacuju istovremene događaje u oba detektora. 
U laboratoriji na površini u IFNS, čiju spoljašnju zaštitu čine 
tavanice i zidovi zgrade, postavljen je jedan takav γ 
spektrometrijski sistem, pod nazivom CRYME (Cosmic Ray 
Multipurpose Experiment), u kojem aktivna zaštita okružuje 
pasivno zaštićen detektor (Pb, Fe i Sn). Za razliku od mnogih 
sličnih sistema koji se eksploatišu u podzemnim 
laboratorijama, sistem CRYME koristi spektralnu 
informaciju iz veto detektora i radi u koincidentnom režimu. 
Na ovaj način, za svaki registrovani događaj u glavnom 
detektoru znaće se da li je kosmičkog porekla, koja je 
energija zračenja koja ga je indukovala i iz kog pravca 
primarnog zračenja dolazi. 
 Postojeća izvedba, u niskofonskoj laboratoriji IFNS, za 
redukciju fona od kosmičkog zračenja, koristi plastični veto 
detektor tipa «SCIONIX», dimenzija 50 cm × 50 cm × 5 cm. 
Plastika od koje je izrađen ovaj detektorski sistem na bazi je 
polistirena (C 6 H 6 ). Da bi se postiglo maksimalno smanjenje 
sekundarnog zračenja i detektovali skoro svi mioni koji ulaze 
u detektor, u sistemu se koristi 6 velikih pljosnatih, plastičnih 
detektora; četiri čine zaštitu sa strane, jedan je gornja zaštita, 
dok je šesti smešten centralno oko sistema na visini od oko 2 
m i čini teleskop za kosmičko zračenje. Ovaj zaštitni sistem 
ima efikasnost detekcije od praktično 100% za mione i 
protone. Najveći doprinos smanjenju kosmičkog fona, oko 
76% [1] , daje veto detektor postavljen odgore. 
 
2.3. Gubici energije miona na jonizaciono zračenje u 
     detektorskom materijalu-teorijski - proračun 
 
 Srednja procena gubitka energije miona na jonizaciju, 
kao što je već napomenuto, izržena je preko Betha-Bloch 
formule. U ovom radu određene su vrednosti gubitaka 
kosmičkih miona na jonizaciju, pri prolasku kroz materijal 
aktivne zaštite detektora «SCIONIX». Detektorski materijal 
na bazi je plastike-polistiren (C 6 H 6 ).  
  Kritična energija miona, detektora «SCIONIX», iznosi, 
prema formuli [3]:  
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oko 1087 GeV. Iznad ove energije dominiraju radijacioni 
procesi sudara miona sa detektorskim materijalom. Na Sici 1 
prikazan je gubitak energije kosmičkih miona u interakciji sa 
detektorom u funkciji od energije upadnih miona. 
 
3. EKSPERIMENT 
 
3.1. Energetska kalibracija plastičnog detektora ″SCIONIX″ 
 
 Da bi odredili energiju kosmičkih miona, neophodno je 
da izvršimo energetsku kalibraciju spektra kosmičkog 
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zračenja. Kalibracija je izvršena snimanjem sledećih 
kalibracionih izvora: Na-22 (pozitronski izvor), Co-60 i Cs-
137. U spektrima ovih izvora uočene su karakteristične 
Komptonove ivice, dok je presek za fotoefekat zanemarljiv, 
zbog malog rednog broja detektorskog materijala 
(Z =eff 5.28). Jedan takav spektar prikazan je na Slici 2. 
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Sl.1. Gubitak energije kosmičkih miona dE/dX  u funkciji od 

energije miona 
 

 
 

Sl.2. Spektar izvora Na-22  u aktivnoj zaštiti ″SCIONIX″ 
 
 Teorijski proračunate vrednosti Komptonskih ivica i 
pozicije ivica očitanih sa kalibracionih spektara, date su u 
Tabeli I. 
 

Tab.I. Energije i pozicije Komtonovih ivica 
 

Channel             ∆Channel          T max
compt [keV]      

73 10 341.179 
109 10 477.937 
272 10 1062.49 
327 10 1244.202 
580 10 2273.506 
665 10 2614.35 

 
 

 Na osnovu podataka datih u Tab.1, energetska 
kalibraciona kriva, predstavljena je na slici 2. 
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Sl. 3. Energetska kalibracija detektora ″SCIONIX″ 
 

 Kalibracioni faktor iznosi: 
 

3.92(4)keV/ch. 
 
3.2 Određivanje energije i fluksa miona na nivou mora 
    (iz spektra) 
 
 Nakon kalibracije, pristupilo se merenju fonskog spektra 
u cilju određivanja energije i fluksa kosmičkih miona. U tom 
cilju koristili smo 5 zaštitnih detektora (4 bočna i teleskop). 
Vreme sakupljanja iznosilo je t= 4000 s, priključeni napon od 
U=1000 V i pojačanje 30. Dobijeni spektar prikazan je na  
Slici 4. Nakon energetske kalibracije, očitana je vrednost 
energetskog gubitka vertikalne komponente kosmičkih miona 
i određen fluks integraljenjem ispod krive vertikalne 
komponente miona. 
 

 
 

Sl.4. Fonski spektar u aktivnoj zaštiti «SCIONIX» 
 
 Kao što se uočava sa slike vrednost deponovane energije 
upadnih miona u detektorskom materijalu iznosi: 
 

=exp
dEµ 10.278(28) MeV 

 
60 



Ovoj vrednosti odgovaraju mioni sa energijama od oko 1.96 
GeV. Teorijska izračunavanja pokazuju da ovoj energiji 
miona odgovara vrednost izgubljene energije od: 
 

=teor
dEµ 10.814 MeV. 

 
 Vrednost fluksa vertikalne komponente miona na nivou 
mora iznosi: 
 

Φ =exp
µ 54.15(11) m 2− s 1−  

 
4. ZAKLJUČAK 
 
 Dobijeni rezultati za energiju i fluks miona na nivou 
mora, kao i za deponovanu energiju miona u detektorskom 
materijalu, pokazali su dosta dobru saglasnost između 
eksperimentalnih rezultata za energiju i fluks miona na nivou 
mora od, sa rezultatima datim u [3] i [4]. Vrednost energije 
kosmičkih miona na nivou mora datim prema [3] iznosi oko 2 
GeV. Rezultat dobijen na osnovu eksperimenta za vrednost  
energije iznosi 1,96 GeV. U [4], vrednost fluksa kosmičkih 
miona na nivou mora iznosi oko 56 m 2− s 1− , dok vrednost 
dobijena iz eksperimenta iznosi 54.15 m 2− s 1− . Takođe je 
pokazano da je energetski odgovor detektora linearan.  
 
LITERATURA 
 
[1] J. Slivka, I. Bikit, M. Vesković, Lj. Čonkić, “Gama 

spektrometrija,” Univerzitetski udžbenik, Novi Sad, 
2000. 

[2] William R. Leo, “Techniques for Nuclear and Particle 
Physics Experiments, A how to approach,” 2 th ed., 
Springer-Verlag, Berlin Heidelberg New York, 1994 

[3] R.M. Barnett et al., Physical Review D54, 1 th ed., AIP 
Available from LBNL and CERN, 1996 

[4] J.F.Ziegler “Terrestrial cosmic ray intensities”, IBM 
Journal of Research and Development, Vo.42, No.1, 
1998 

 
 
Abstract − Background in γ spectrometry systems arises 
mainly from secondary radiation produced by cosmic ray 
muons. This particular background component can not be 
reduced by incresing the thickness of the passive protective 
shielding. Therefore, large surface external protective 
detectors (i.e. Veto Detectors) are implemented for cosmic 
radiation reduction. This paper describes the spectroscopic 
characteristics of a plastic based «SCIONIX» detector 
aperature. The experiments in the low-level background 
surface laboratory at IFNS have shown the linear response of 
the detector and determined the muon flux and energy.  
 

PLASSTIC BASED DETECTOR SPECTROMETRY 
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Tour 43, RdC, 4, Place Jussieu, 75252, Paris-Cedex 05, France
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CERN, CH-1211 Genève 23, Switzerland

Günther Dissertori, Gerard Faber, Alain Hervé, Nebojsa Smiljkovic
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CHAPTER 1

Introduction

1.1 ILD PHILOSOPHY

The International Large Detector (ILD) is a concept for a detector at the International
Linear Collider, ILC. The ILC will collide electrons and positrons at energies of initially
500 GeV, upgradeable to 1 TeV. The ILC has an ambitious physics program, which will
extend and complement that of the Large Hadron Collider (LHC). The ILC physics case
has been well documented, most recently in the ILC Reference Design Report, RDR [1]. A
hallmark of physics at the ILC is precision. The clean initial state and the comparatively
benign environment of a lepton collider are ideally suited to high precision measurements.
To take full advantage of the physics potential of ILC places great demands on the detector
performance. The design of ILD, which is based on the GLD [2] and the LDC [3] detector
concepts, is driven by these requirements. Excellent calorimetry and tracking are combined to
obtain the best possible overall event reconstruction, including the capability to reconstruct
individual particles within jets for particle flow calorimetry. This requires excellent spatial
resolution for all detector systems. A highly granular calorimeter system is combined with a
central tracker which stresses redundancy and efficiency. In addition, efficient reconstruction
of secondary vertices and excellent momentum resolution for charged particles are essential
for an ILC detector. The interaction region of the ILC is designed to host two detectors,
which can be moved into the beam position with a “push-pull” scheme. The mechanical
design of ILD and the overall integration of subdetectors takes these operational conditions
into account. The main features of ILD are outlined below.

The central component of the ILD tracker is a Time Projection Chamber (TPC) which
provides up to 224 precise measurements along the track of a charged particle. This is sup-
plemented by a system of Silicon (Si) based tracking detectors, which provide additional
measurement points inside and outside of the TPC, and extend the angular coverage down
to very small angles. A Si-pixel based vertex detector (VTX) enables long lived particles
such as b- and c-hadrons to be reconstructed. This combination of tracking devices, which
has a large degree of redundancy, results in high track reconstruction efficiencies, and un-
precedented momentum resolution and vertex reconstruction capabilities. One of the most
direct measures of detector performance at the ILC is the jet-energy resolution. Precise di-jet
mass reconstruction and separation of hadronically decaying W and Z bosons are essential
for many physics channels. The ultimate jet energy resolution is achieved when every particle
in the event, charged and neutral, is measured with the best possible precision. Within the
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paradigm of particle flow calorimetry, this goal is achieved by reconstructing charged parti-
cles in the tracker, photons in the electromagnetic calorimeter (ECAL), and neutral hadrons
in the ECAL and hadronic calorimeter (HCAL). The ultimate performance is reached for
perfect separation of charged-particle clusters from neutral particle clusters in the calorime-
ters. Thus, a highly granular calorimeter outside the tracker is the second key component of
ILD. Sampling calorimeters with dense absorber material and fine grained readout are used.
A tungsten absorber based electromagnetic calorimeter (ECAL) covers the first interaction
length, followed by a somewhat coarser steel based sampling hadronic calorimeter (HCAL).
Several ECAL and HCAL readout technologies are being pursued.

1.2 BASIC LAYOUT OF ILD

The proposed ILD concept is designed as a multi-purpose detector, which provides excellent
precision in spatial and energy measurement over a large solid angle. It has the following
components:

• A multi-layer pixel-vertex detector (VTX), with three super-layers each comprising
two layers. To minimise the occupancy from background hits, the first super-layer is
only half as long as the outer two. Whilst the underlying detector technology has not
yet been decided, the VTX is optimised for excellent point resolution and minimum
material thickness. A five layer geometry, VTX-SL, with the layers spaced at equal
distances to the IP is investigated as an alternative. In either case the vertex detector
has a purely barrel geometry.

• A system of strip and pixel detectors surrounding the VTX detector. In the barrel, two
layers of Si strip detectors (SIT) are arranged to bridge the gap between the VTX and
the TPC. In the forward region, a system of Si-pixel and Si-strip disks (FTD) provides
low angle tracking coverage.

• A large volume time projection chamber (TPC) with up to 224 points per track. The
TPC is optimised for excellent 3-dimensional point resolution and minimum material in
the field cage and in the end-plate. It also provides dE/dx based particle identification
capabilities.

• A system of Si-strip detectors, one behind the end-plate of the TPC (ETD) and one in
between the TPC and the ECAL (SET). These provide additional high precision space
points which improve the tracking measurements and provide additional redundancy in
the regions between the main tracking volume and the calorimeters.

• A highly segmented ECAL providing up to 30 samples in depth and small transverse
cell size. Two technology options are considered; Si-W and scintillator-W.

• A highly segmented HCAL with up to 48 longitudinal samples and small transverse cell
size. Two options are considered, both based on a Steel-absorber structure. One option
uses scintillator tiles of 3 × 3 cm2, which are read out with an analogue system. The
second uses a gas-based readout which allows a 1× 1 cm2 cell geometry with a binary
or semi-digital readout of each cell.

• A system of high precision, radiation hard, calorimetric detectors in the very forward
region (LumiCAL, BCAL, LHCAL). These extend the calorimetric coverage to almost
4π, measure the luminosity, and monitor the quality of the colliding beams.

• A large volume superconducting coil surrounds the calorimeters, creating an axial B-
field of nominally 3.5 Tesla.
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FIGURE 1.2-1. View of the ILD detector concept.

• An iron yoke, instrumented with scintillator strips or RPCs, returns the magnetic flux
of the solenoid, and at the same time, serves as a muon filter, muon detector and tail
catcher.

• A sophisticated data acquisition (DAQ) system which operates without an external
trigger, to maximise the physics sensitivity.

Precision physics at the ILC requires that the beam parameters are known with great
accuracy. The beam energy and the beam polarization will be measured in small dedicated
experiments, which are shared by the two detectors present in the interaction region. These
detectors will only be covered briefly in this document, more details may be found in a
dedicated document. The luminosity of the interaction will be measured by the luminometers
integrated in ILD. To enable the operation of the detector in a ”push-pul” scenario, the
complete detector is mounted on a movable platform, which can move sideways out of the
beam to make space for the second detector in the interaction region. The platform ensures
that the integrity and calibration of the detector is minimally disturbed during the moving
process, making the re-commissioning of the detector after the ”push-pull” operation easier.
The ILD detector concept is shown graphically in Figure 1.2-1.

1.3 PERFORMANCE REQUIREMENTS

The requirements and resulting challenges for detectors at the ILC are described in the ILC
RDR [4]. The ILC is designed to investigate in detail the mechanism of the electroweak
symmetry breaking, and to search for and study new physics at energy scales up to 1 TeV. In
addition, the collider will provide a wealth of information on Standard Model (SM) physics,
for example top physics, heavy flavour physics, and physics of the Z and W bosons. The
requirements for a detector are, therefore, that multi-jet final states, typical for many physics
channels, can be reconstructed with high accuracy. The jet energy resolution should be suf-
ficiently good that the hadronic decays of the W and Z can be separated. This translates
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into a jet energy resolution of σE/E ∼ 3 − 4% (equivalent to 30%/
√
E at energies below

100 GeV). This requirement is one of the most challenging for ILD and has a large impact
on the design of the calorimeters. It also impacts the way the tracking system is optimised.
Nevertheless, the reconstruction of events with high precision benefits the ILD physics pro-
gramme in several ways. A more precise detector will result in smaller systematic errors for
many measurements, and thus will extend the ultimate physics reach of the ILC. In addition,
a more precise detector implies that the luminosity delivered by the collider is used more
efficiently, making it possible to reduce the overall running costs of the facility to reach a
particular accuracy.

It is difficult to anticipate the full physics programme at a new facility before the physics
of the energy regime where it will operate is known. A detector for the ILC therefore needs
to be designed and optimised not only in view of a limited set of benchmark reactions,
but also to be as versatile and as flexible as possible. Nevertheless the ILC community
has defined a number of challenging benchmark physics reactions, which, to the best of our
current knowledge, will form an important part of the physics programme at the ILC. The
benchmark reactions stress the study of the Higgs boson and Supersymmetry (SUSY) as a
model for a possible new physics scenario at the ILC. They also rely on excellent lepton and
flavour tagging and probe the missing energy measurement capability of the detector. These
reactions give only a flavour of the physics reach of the ILC.

1.4 OVERVIEW OF THE ILD LETTER OF INTENT

The signatories of this Letter of Intent are an international group of physicists with strong
participation from Asia, Europe and the Americas. With this letter of intent the undersigned
express their intention to develop further the ILD concept to a point where a concrete proposal
can be made. However, at this stage, this does not represent a firm commitment either in
terms of manpower or resources.

This document is organised as follows: Chapter 2 describes the studies used to optimise
and define the main parameters of the ILD concept; Chapter 3 presents the performance of
the ILD concept in terms of the low level detector response, such as momentum resolution,
jet energy resolution, and flavour-tagging performance. It also describes a number of physics
studies which demonstrate that the ILC concept is well optimised for physics at the ILC
operating in the centre-of-mass energy range 200 GeV to 1 TeV; Chapter 4 describes the ILD
subdetector systems in the context of the ongoing R&D programme; Chapter 6 describes the
interface between ILD and the ILC; Chapter 7 discusses the current understanding of the
likely cost of ILD; and finally, Chapters 8 and 9 describe the structure of the ILD group and
the necessary R&D needed to realise this project.
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CHAPTER 2

Detector Optimisation

The choice of the main parameters of the ILD, such as the magnetic field, B, and overall
size, is motivated by extensive simulation studies based on variants of the GLD [2] and
LDC [3] detector concepts. The main studies, described in the following sections, are of: i)
the performance of particle flow calorimetry in terms of jet energy resolution; ii) the tracking
performance for momentum resolution and impact parameter resolution; iii) the beam-related
backgrounds and the impact of the choice of B; iv) the efficiency and purity of heavy flavour
tagging; v) and the impact on physics performance in three benchmark processes.

Ideally the overall detector cost would feed directly into the optimisation of the ILD
detector. However, because of the large uncertainties in the cost of raw materials and detector
sensors, it is felt that the approach of optimising the detector performance for a fixed cost is
not reliable at this stage. Hence, whilst cost is a consideration in defining the parameters of
the ILD concept, the main criterion is to develop a detector concept optimised for physics at
the ILC.

2.1 SIMULATION TOOLS AND DETECTOR PARAMETERS

The optimisation of the ILD concept was performed in parallel using the software tools
developed by the GLD and the LDC groups. The detector models were simulated using a
fairly detailed GEANT4 [5] simulation. A significant effort has been made to use a reasonable
geometry for the subdetectors, including a description of dead regions and support structures,
as described in in Section 3.1. The studies presented are based on full reconstruction of the
simulated events without reference to the Monte Carlo (MC) truth information.

Six detector models were defined; three based on the GLD simulation (GLD, GLDPrime
and GLD4LDC) and three based on the LDC simulation (LDC, LDCPrime, and LDC4GLD).
The main parameters of the models are summarised in Table 2.1-1. The models represent dif-
ferent compromises between magnetic field and TPC outer radius. The software frameworks
(JSF/Jupiter/Satellites and Mokka/Marlin) used to simulate and reconstruct the detector
models are summarised below. The detector simulation was performed using GEANT4 (ver-
sion 9.1 patch01) with the LCPhysics physics list [6].
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Model Name GLD GLD′ GLD4LDC LDC4GLD LDC′ LDC ILD

Simulator Jupiter Mokka Mokka

B field (T) 3.0 3.5 4.0 3.0 3.5 4.0 3.5

Beampipe Rmin 15.0 14.0 13.0 15.5 14.0 13.0 14.5

Vertex Geometry cylindrical ladders ladders

Detector Layers 3 doublets 5 3 doublets

Rmin 17.5 16.0 15.0 16.5 15.0 14.0 16.0

Barrel Layers 4 cylinders 2 cylinders 2 cylinders

SIT Radii 90, 160, 230, 300 161.4, 270.1 165, 309

TPC Rmin 437 435 371 371 395

drift Rmax 1978 1740 1520 1931 1733 1511 1739

region zmax 2600 2350 2160 2498 2248 2186 2247.5

TPC pad rows 256 217 196 260 227 190 224

ECAL Rmin 2100 1850 1600 2020 1825 1610 1847.4

barrel Layers 33 20(thin)+9(thick) 20+9

Total X0 28.4 22.9 23.6

ECAL endcap zmin 2800 2250 2100 2700 2300 2550 2450

HCAL Layers 46 42 37 48 48

barrel Rmax 3617 3260 2857 3554 3359 3144 3330

λI (ECAL+HCAL) 6.79 6.29 5.67 6.86 6.86

TABLE 2.1-1
Geometrical parameters of the baseline detector models used for the optimisation studies (GLD, GLDPrime,
GLD4LDC, LDC4GLD, LDCPrime and LDC). Also shown are the corresponding parameters for the ILD
baseline detector. Unless otherwise specified, values are shown in units of mm.

2.1.1 GLD Software: JSF

JSF [7] is a ROOT [8] based software framework for modular applications, such as event
generation, fast and full simulation, event reconstruction and data analysis. The two main
components are Jupiter [9] and Satellites [9]. Jupiter is a GEANT4 based detector simulation,
designed to enable easy installation and modification of subdetector components. Satellites
is a collection of event reconstruction modules in the JSF framework. Satellites includes
smearing of hit points simulated by Jupiter, a “cheated” track finder using MC information
to associate hits to tracks, a Kalman Filter based track fitter, and a cheated particle flow
algorithm (PFA).

Jupiter reads a set of detector parameters at run time from a text file, which makes it
easy to study different detector configurations. The geometry information is saved in an
output ROOT file for use by event reconstruction. In the Jupiter detector simulation the
vertex detector and intermediate silicon trackers are modelled as cylinders. The calorimeters
have a 12-fold symmetry. The electromagnetic calorimeter consists of a sandwich structure
comprising layers of 3 mm of tungsten absorber, 2 mm of scintillator, and a 1 mm air gap.
The hadron calorimeter consists of layers comprising of 20 mm of iron absorber, 5 mm of
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plastic scintillator, and a 1 mm air gap. For the purpose of simulation, the scintillator in
both the ECAL and HCAL is segmented into 1 × 1 cm2 readout tiles. Signals in these tiles
can be combined at the time of reconstruction to simulate the strip readout structure of
proposed system. In the version of the simulation used for the studies presented here, there
is no gap between the ECAL and HCAL. Jupiter was executed as a module of the JSF and
GEANT4 hits in each sensitive detector are saved in a ROOT file for subsequent study with
the Satellites package or as an LCIO [10] file for reconstruction with MarlinReco [11].

The point resolution of the tracking chambers was implemented in the Satellites recon-
struction. The GEANT4 hit points in the vertex detector (VTX) and intermediate silicon
tracker (IT) were smeared with a Gaussian with the following resolutions. For the VTX, σrφ
and σz were taken to be 2.8µm. For the barrel silicon tracker, a resolution of 10µm was used
for both σrφ and σz. The TPC space points were smeared by Gaussian resolutions, σrφ and
σz, given by the following physically motivated form:

σ2
rφ/µm2 = 502 + 9002 sin2 φ+

(
(252/22)× (4/B)2 sin θ

)
z;

σ2
z/µm2 = 4002 + 802 × z;

where z is the drift length in cm, B is the magnetic field strength in Tesla, and θ and φ are the
track angles with respect to the axes perpendicular to the readout plane and perpendicular
to the pad rows, and the resolutions are given in µm. For the calorimeter hits, no additional
smearing is applied at reconstruction time; the simulated energy deposits in the scintillator
tiles are used directly.

The optimisation studies in the GLD framework use the Satellites reconstruction to inves-
tigate tracking performance and MarlinReco for other studies. The interoperability between
the two software frameworks is provided by the LCIO data format, e.g. after simulating the
detector response with the Jupiter program, MarlinReco and PandoraPFA [12] were used for
the event reconstruction.

2.1.2 LDC Software: Mokka and Marlin

The software framework developed by the LDC concept is based on the LCIO persistency
format and event data model. The detailed simulation of the detector response is performed
by the GEANT4 based Mokka [13] application. The detailed subdetector geometries and
component materials are stored in a MySQL database. The overall detector is then built from
individual subdetectors, making it relatively straightforward to compare different technology
choices. The corresponding C++ code instantiating the subdetector geometry in memory is
written such that the whole detector model can be scaled in length and radius; this feature
proved invaluable in optimising the detector geometry. The GEAR [14] package provides
access to these geometrical detector properties at the reconstruction and analysis level. The
Mokka simulation of the different subdetectors is described in more detail in Section 3.1.

The Mokka generated events are processed in Marlin [15]. Marlin is a modular C++ appli-
cation framework which supports plug-in modules (called processors) which can be loaded at
runtime. This plug-in-based design supports the distributed development of reconstruction
algorithms and also allows comparison of different algorithms at runtime, e.g. it is possible
to run two tracking algorithms producing parallel collections of reconstructed tracks.

Event reconstruction is performed with the MarlinReco [16] package. This consists of a
set of modules for digitisation, track finding, track fitting, particle flow reconstruction, and
flavour tagging. The hit smearing for the tracking detectors is implemented at the digitisation
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stage using the same parameterisation as used for Satellites, except that resolutions for the
intermediate silicon tracker (SIT) are taken to be 4µm for σrφ and 50µm for σz. The
pattern recognition processors use Kalman Filter techniques and code developed for the
LEP experiments. Tracks from standalone pattern recognition in the silicon trackers and
in the TPC are combined and refitted, The resulting momentum resolution is discussed in
Section 3.2.1. Reconstruction of the individual particles in the event is performed with
the particle flow algorithm in the PandoraPFA [12] package, currently the best algorithm
available. The LCFIVertex [17] package provides sophisticated code for vertex finding/fitting
and for the identification of heavy flavour jets using a neural network approach. It also
provides jet charge estimation. In addition to reconstruction algorithms, MarlinReco includes
a set of analysis tools such as algorithms for jet finding and kinematic fitting. The RAVE
toolkit [18], also available within Marlin, provides an alternative set of vertex reconstruction
based on linear and non-linear estimators.

2.2 DETECTOR OPTIMISATION FOR PARTICLE FLOW

One of the main design considerations for a detector at the ILC is the ability to efficiently
identify and distinguish Z → qq and W → qq decays. This imposes the requirement that
the di-jet mass resolution should be comparable to the natural widths of the electroweak
gauge bosons, σm/m < 2.7 % ≈ ΓZ/mZ ≈ ΓW/mW. In terms of jet energy resolution this
requirement approximately corresponds to σE/E < 3.8 %. After accounting for the gauge
boson widths, this results in a ∼ 2.75 standard deviation separation of the W and Z mass
peaks for di-jet events. Most of the interesting physics at the ILC, operating in the centre-
of-mass range

√
s = 0.5− 1.0 TeV, will consist of final states with four or more fermions and

for processes near threshold, the gauge bosons will decay almost at rest. Hence the typical
di-jet energies of interest will be in the range 80 − 350 GeV. This sets the requirement on
calorimetric performance of σE/E ∼ 30 %/

√
E. It has been demonstrated that one way of

reaching this goal is particle flow calorimetry[19]. Whilst, the separation of W and Z bosons
defines the minimum requirement for the jet energy resolution, it should be remembered
that di-jet invariant masses will be an important part of the event selection for many physics
analyses; the jet energy resolution will affect the signal-to-background ratio in many analyses.

The ILD concept is based on the belief that particle flow calorimetry provides the best
way of achieving the ILC jet energy goals. Particle flow reconstruction places strong re-
quirements on the subdetector technologies and the overall detector design. Particle flow
calorimetry requires efficient separation of photons and showers produced by neutral hadrons
from showers produced by the interactions of charged hadrons. This implies high granularity
calorimetry and that both the ECAL and HCAL lie inside the detector solenoid. For high
energy jets, failures in the ability to efficiently separate energy deposits from different parti-
cles, the confusion term, will dominate the jet energy resolution. The physical separation of
calorimetric energy deposits from different particles will be greater in a large detector, scaling
as the inner radius of the ECAL, R, in the barrel region and the detector length, L, in the
endcap region. There are also arguments favouring a high magnetic field, as this will tend to
deflect charged particles away from the core of a jet. The scaling law here is less clear. The
separation between a charged particle and an initially collinear neutral particle will scale as
BR2. However, there is no reason to believe that this will hold for a jet of (non-collinear)
neutral and charged particles. The true dependence of particle flow on the overall detector
parameters (B and R) has to be evaluated empirically.
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2.2.1 Particle Flow Optimisation Methodology

The particle flow optimisation studies for ILD use the PandoraPFA algorithm[12] to recon-
struct events for both the LDC and the GLD detector models. All studies are based on full
reconstruction of the tracking and the calorimetric information. The starting point for the
optimisation studies is the LDCPrime model with a 3.5 T magnetic field, an ECAL inner
radius of 1825 mm and a 48 layer (6λI) HCAL. The ECAL and HCAL transverse segmen-
tations are 5 × 5 mm2 and 3 × 3 cm2 respectively. The studies use variations of this model
where (usually) a single parameter is changed and the dependence of jet energy resolution
is determined as a function of this parameter. For each model variation, particle flow per-
formance was evaluated using samples of approximately 10000 Z → qq events (only light
quarks, i.e. q = u, d, s) generated with the Z decaying at rest (no ISR or beamstrahlung)
with EZ = 91.2, 200, 360, and 500 GeV. These jet energies are typical of those expected at
the ILC for

√
s = 0.5− 1.0 TeV. For each set of events, the rms90 of the total reconstructed

energy distribution was determined, where rms90 is the root-mean-squared deviation from
the mean in the smallest energy range containing 90 % of the reconstructed events.

2.2.2 HCAL Depth

Good particle flow calorimetry requires that both the ECAL and HCAL are within the
detector solenoid. Consequently, in addition to the cost of the HCAL, the HCAL thickness
impacts the cost of the overall detector through the radius of the superconducting solenoid.
The thickness of the HCAL determines the average fraction of jet energy contained within
the calorimeter system. The impact of the HCAL thickness on the particle flow performance
is assessed by changing the number of HCAL layers in the LDCPrime model from 32 to 63.
This corresponds to a variation of 4.0− 7.9λI (4.8− 8.7λI) in the HCAL (ECAL+HCAL).

The study of the optimal HCAL thickness depends on the possible use of the instrumented
return yoke (the muon system) to correct for leakage of high energy showers out of the rear
of the HCAL. The effectiveness of this approach is limited by the fact that, for much of
the polar angle, the muon system is behind the relatively thick solenoid (2λI in the Mokka
simulation of the detector). Nevertheless, to assess the possible impact of using the muon
detector as a “tail-catcher”, the energy depositions in the muon detectors were included in
the PandoraPFA reconstruction. Whilst the treatment could be improved upon, it provides
an estimate of how much of the degradation in jet energy resolution due to leakage can
be recovered in this way. The results are summarised in Figure 2.2-1 which shows the jet
energy resolution obtained from PandoraPFA as a function of HCAL thickness. The effect
of leakage is clearly visible, with about half of the degradation in resolution being recovered
when including the muon detector information. For jet energies of 100 GeV or less, leakage
is not a major contributor to the jet energy resolution provided the HCAL is approximately
4.7λI thick (38 layers). However, for 180−250 GeV jets this is not sufficient; for leakage not to
contribute significantly to the jet energy resolution at

√
s = 1 TeV, the results in Figure 2.2-1

suggest that the HCAL thickness should be between 5.5 − 6.0λI (43 − 48 layers). To allow
for uncertainties in the simulation of the longitudinal development of hadronic showers, and
to ensure the detector is appropriate for collisions at 1 TeV, a 48 layer HCAL was chosen for
ILD. This was also used for the LDC-based models discussed below.
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FIGURE 2.2-1. Jet energy resolutions (rms90) for the LDCPrime detector model with different numbers
of HCAL layers. Results are shown with (solid markers) and without (open markers) taking into account
energy depositions in the muon detectors. All results are based on Z → uu,dd, ss with generated polar
angle in the barrel region of the detector, | cos θqq| < 0.7.

2.2.3 Magnetic Field versus Detector Radius

The dependence of particle flow performance on B and R is studied in the region of parameter
space close to the LDCPrime model. The LDCPrime model assumes a magnetic field of 3.5 T
and an ECAL inner radius of 1820 mm. A number of variations on these parameters were
studied: i) variations of both B and R with four sets of parameters considered, “LDC-
like” (B=4.0 T, R = 1600 mm), “GLD-like” (B=3.0 T, R = 2020 mm), “Small” (B=4.5 T,
R = 1420 mm), and “SiD-like” (B=5.0 T, R = 1280 mm); i) variations in the ECAL inner
radius from 1280 − 2020 mm with B = 3.5 T; and iii) variations in B from 2.5 − 4.5 T with
R = 1825 mm. In total thirteen sets of parameters were considered spanning a wide range of
B and R. In each case particle flow performance was evaluated for 45, 100, 180, and 250 GeV
jets. Table 2.2-2 compares the jet energy resolutions for LDC, LDCPrime and LDC4GLD
models. The differences between these models is small, ∼ 5 %,. This is not surprising; the
parameters of the LDC and GLD concepts on which these models are based were chosen such

Model σE/E [%] versus Ejet

Name B/T R/m 45 GeV 100 GeV 180 GeV 250 GeV

SiD-like 5.0 1.25 4.19± 0.06 3.72± 0.06 3.70± 0.07 3.94± 0.10

Small 4.5 1.42 3.90± 0.08 3.34± 0.07 3.54± 0.06 3.75± 0.08

LDC 4.0 1.60 3.82± 0.06 3.14± 0.06 3.26± 0.08 3.37± 0.07

LDCPrime 3.5 1.82 3.70± 0.06 3.07± 0.05 3.15± 0.07 3.30± 0.06

LDC4GLD 3.0 2.02 3.60± 0.05 2.97± 0.05 3.16± 0.06 3.32± 0.06

TABLE 2.2-2
Jet energy resolutions (rms90) for different detector parameters. All results are based on Z → uu,dd, ss
events using scaled versions of the Mokka LDCPrime detector model. The results are quoted for the barrel
region of the detector | cos θqq| < 0.7.
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FIGURE 2.2-2. a) the dependence of the jet energy resolution (rms90) on the magnetic field for a fixed
ECAL inner radius (B=3.5 T corresponds to the LDCPrime model). b) the dependence of the jet energy
resolution (rms90) on the ECAL inner radius a fixed value of the magnetic field (R=1825 mm corresponds
to the LDCPrime model).

that the smaller detector radius is compensated by a higher B. For the two smaller, higher
B models listed in Table 2.2-2 degradations in performance are observed.

Figure 2.2-2 shows the dependence of the jet energy resolution (rms90/Ejet) on: a) mag-
netic field (fixed R) and b) ECAL inner radius (fixed B) for four different jet energies. For
45 GeV jets, the dependence of the jet energy resolution on B and R is weak; for these ener-
gies the intrinsic calorimetric energy resolutions, rather than the confusion term dominates.
For higher jet energies, where the confusion term dominates, the jet energy resolution shows
a stronger dependence on R than B.

The jet energy resolutions listed in Table 2.2-2 and those shown in Figure 2.2-2 are
reasonably well described by the function:

σE
E

=
21√
E/GeV

⊕ 0.7⊕ 0.004E ⊕ 2.1

(
R

1825 mm

)−1.0( B

3.5 T

)−0.3( E

100 GeV

)0.3

%.

This is the quadrature sum of four terms: i) the estimated contribution to the jet energy
resolution from the intrinsic calorimetric resolution; ii) the contribution from imperfect track
reconstruction, estimated by comparing the jet energy resolutions with those using tracks
obtained from the MC information; iii) leakage, estimated by comparing the jet energy res-
olutions with those for an 8λI HCAL; and iv) the contribution from confusion obtained
empirically from a fit to the data of Table 2.2-2 and Figure 2.2-2. In fitting the confusion
term, a power-law κBαRβEγ provides a reasonable parameterisation of the data 1. From
the perspective of the optimisation of the detector, these studies show that for the particle
flow calorimetry using the PandoraPFA algorithm, that the confusion term scales as ap-
proximately B−0.3R−1. For particle flow performance (with the PandoraPFA algorithm) the
detector radius is more important than the magnetic field. This forms part of the motivation
for the choice of a large detector radius for the ILD conceptual design. Table 2.2-3 lists the

1The majority of the data points lie within 2.5σ of the parameterisation, the only exception being the 45 GeV
and 100 GeV jet energy resolutions for the “SiD-like” detector where the fit underestimates the resolution.

ILD - Letter of Intent 11



DETECTOR OPTIMISATION

relative values of B0.3R and relative jet energy resolutions from the parameterisation above
for the LDC, LDCPrime and LDC4GLD detector models. The main conclusion of this study
is that, in terms of particle flow performance, the differences between the LDC, LDCPrime,
and LDC4GLD detector models are at the level of ±5 %, with the larger models being slightly
prefered.

Model B−0.3R−1 Relative σE/E versus Ejet

Name B/T R/m (relative) 45 GeV 100 GeV 180 GeV 250 GeV

LDC 4.0 1.60 1.08 1.02 1.04 1.05 1.06

LDC4GLD 3.0 2.02 0.95 0.99 0.97 0.96 0.96

TABLE 2.2-3
Expected jet energy resolutions (rms90) of the LDC and LDC4GLD detector models relative to the LD-
CPrime resolution.

2.2.4 Detector Aspect Ratio

Although the cost of ILD will depend less strongly on length than on radius, it is, nevertheless,
an important parameter in the detector optimisation. From the perspective of particle flow,
the main effect will be on the performance of forward jets. For forward tracks, the importance
of the B-field will be further diminished, and one might expect the confusion term to scale
as L−1, where L is the z-position of the endcap ECAL. Figure 2.2-3a shows the particle
flow performance for jets in the endcap region (0.80 < | cos θqq| < 0.95). For particle flow
reconstruction of forward jets it is beneficial to have the ECAL endcaps further from the
interaction region. To maintain good jet energy resolution in the forward region of the
detector the TPC drift length needs to be & 2000 mm.
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FIGURE 2.2-3. a) the dependence of the jet energy resolution in the “endcap” region (0.80 < | cos θqq| <
0.95) as a function of the TPC drift length in the LDCPrime model. b) the dependence of the jet energy
resolution in the region (| cos θqq| < 0.95) as a function of the TPC drift length in the LDCPrime model.
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Figure 2.2-3b shows the length dependence of the average jet energy resolution for jets
with | cos θqq| < 0.95. When considering all jets, the benefits to particle flow performance in
going beyond a TPC drift length of 2200 mm are relatively small. From this study a TPC
drift length of 2200 mm looks reasonable; the benefits of increasing the detector length are
unlikely to justify the additional costs.

2.2.5 ECAL and HCAL Granularity

The dependence of particle flow performance on the transverse segmentation of the ECAL
was studied using versions of the LDCPrime model with silicon pixel sizes of 5 × 5 mm2,
10 × 10 mm2, 20 × 20 mm2, and 30 × 30 mm2. The two main clustering parameters in the
PandoraPFA algorithm were re-optimised for each ECAL granularity. The particle flow per-
formance results are summarised in Figure 2.2-4a. For 45 GeV jets the dependence is relatively
weak since the confusion term is not the dominant contribution to the resolution. For higher
energy jets, a significant degradation in performance is observed with increasing pixel size.
Within the context of the current reconstruction, the ECAL transverse segmentation has to
be at least as fine as 10 × 10 mm2 to meet the ILC jet energy requirement, σE/E < 3.8 %,
for the jet energies relevant at

√
s = 1 TeV, with 5× 5 mm2 being preferred.

A similar study was performed for the HCAL using scintillator tile sizes of 1 × 1 cm2,
3× 3 cm2, 5× 5 cm2, and 10× 10 cm2. The particle flow performance results are summarised
in Figure 2.2-4b. From this study, it is concluded that the ILC jet energy resolution goals can
be achieved with an HCAL transverse segmentation of 5× 5 cm2, although for higher energy
jets there is a significant gain in going to 3× 3 cm2. There appears to be little motivation for
1× 1 cm2 over 3× 3 cm2 tiles.

2.2.6 ECAL and HCAL detector technology

The ILD concept incorporates two different technology options for both the ECAL and HCAL.
The two ECAL technologies are: i) a Silicon-Tungsten (SiW) calorimeter where the baseline
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FIGURE 2.2-4. a) the dependence of the jet energy resolution (rms90) on the ECAL transverse segmentation
(Silicon pixel size) in the LDCPrime model. b) the dependence of the jet energy resolution (rms90) on the
HCAL transverse segmentation (scintillator tile size) in the LDCPrime model.
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pixel size of 5× 5 mm2; and ii) a scintillator-Tungsten calorimeter where the 1× 4 cm2 scin-
tillator strips in successive layers are perpendicular to each other with the aim of achieving
a 1 × 1 cm2 effective transverse granularity. The particle flow studies described above were
obtained using the simulation of the SiW calorimeter. To extend these studies to the scintilla-
tor strip option requires additional step in the reconstruction, namely strip-based clustering.
First studies[20] indicate that for 100 GeV jets the performance of the scintillator option with
1×4 cm2 strips may approach that which would be obtained with a scintillator segmentation
of 1× 1 cm2. However, at this stage, further work is needed to understand the limitations of
the strip based ECAL for higher energy jets and whether it is possible to extend the approach
to narrower strips to achieve an effective 5× 5 mm2 segmentation. The potential advantages
of even finer segmentation, e.g. as provided by the MAPs-based ECAL, has yet to be studied
in detail.

The two HCAL technologies under consideration are: i) an analogue steel-scintillator
hadron calorimeter (AHCAL) with a tile size of ∼ 3×3 cm2; and ii) a semi-digital calorimeter
(DHCAL), e.g. using RPCs, with a readout pixel size of 1×1 cm2 and a three level (2 bit per
cell) readout. The particle flow studies described above used the AHCAL option. The particle
flow performance of the semi-digital option is currently being studied in the context of the
current PandoraPFA algorithm. Earlier studies (with the LDC detector model and a previous
version of the PandoraPFA algorithm) found that the jet energy resolution for 100 GeV jets
with a digital (single bit) readout was similar to that obtained with the AHCAL option.
Further study is needed to establish the particle flow performance of the DHCAL option.

2.3 BACKGROUND CONSIDERATIONS

Beam-related backgrounds, and in particular e+e− pairs created by beam-beam interactions,
are an essential input to the ILD design and optimisation. The e+e− pairs are produced at
relatively low angles to the beam direction and spiral along the magnetic field lines parallel to
the beam axis. As shown in Figure 2.3-5, the resulting pair-background tracks form a dense
core with an approximately quadratic envelope. The radius of the dense core for a given
value of z is roughly proportional to

√
B [21]. The pair background determines the minimum

radius of the beam pipe needed to avoid a large source of secondary background from electrons
and positrons hitting the beam pipe. In turn, the radius of the beam pipe determines the
radius of the innermost layer of the vertex detector, and consequently influences the impact
parameter resolution for relatively low-momentum charged tracks. However, it has been
shown [2], that if the magnetic field is & 3 T, the required impact parameter resolution of
5µm ⊕ 10µm/p(GeV) sin3/2 θ is achievable with a vertex detector layer thickness of 0.1 −
0.2 %X0/layer.

In terms of optimisation of ILD, the main effect of the pair background is to determine
the inner radius of the vertex detector, which affects the impact parameter resolution and
thus the flavour tagging performance. However, the difference between the radius of the core
of the pair background between a 3T and a 4T magnetic field is only 15 %. In practice, the
impact of the magnetic field on the inner radius of the vertex detector is less than this, as
it is necessary to leave gaps between the dense core of the pair background and the beam
pipe and between the beam pipe and the first layer of the vertex detector. These gaps are
independent of the magnetic field, and when this is taken into account, the difference of inner
radius of the vertex detector between a B-field of 3 T and 4 T is only ∼ 10 %. The impact on
the detector performance is discussed in the next two sections.
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FIGURE 2.3-5. Track density of the e+e− pair background (/cm−2/BX) with the nominal ILC beam
parameters at

√
s = 500 GeV for the detector magnetic field of 3 T, 3.5 T, and 4 T. Also shown is the

background with the lowP option for the ILC beam parameters at
√
s = 500 GeV with B = 3.5 T.

Finally, it is worth noting that the inner radius of the vertex detector for the lowP option of
the ILC machine parameters is about 20% larger than that for the nominal option. Therefore,
it can be concluded that the machine parameters have a larger impact on the inner radius of
the vertex detector than the magnetic field of the detector.

2.4 DETECTOR OPTIMISATION FOR TRACKING

The tracking system of the ILD detector concept consists of a vertex detector (VTX) and
a large volume TPC, complemented by additional Silicon tracking layers (FTD/SIT). In
addition, in the LDC-based models, silicon tracking layers immediately outside the TPC are
considered (ETD and SET). The dependence of the performance of the tracking system on
the magnetic field and detector size was an important consideration in optimising the ILD.
Considerations of momentum resolution favour a larger detector and higher magnetic field.
As discussed above, a higher magnetic field also allows the first layer of the vertex detector
to be closer to the interaction point (IP). The optimisation of the tracking system is, again,
a balance between the magnetic field and detector radius. The parameter space spanning the
LDC (smaller R, higher B-field) and GLD (larger R, lower B) concepts is investigated using
the six detector models summarised in Table 2.1-1.

2.4.1 Momentum Resolution

Figure 2.4-6(a) shows the 1/pT resolution, as a function of pT, for single muons in the GLD,
GLDPrime and GLD4LDC models. The results were obtained using the Satellites Kalman
Filter (Section 2.1.1). Figure 2.4-6(b) shows the relative 1/pT resolution compared to the
average of three detector models at a particular value of pT, plotted as a function of pT. Above
approximately 50 GeV, the resolution obtained with the GLD4LDC model is ∼5 % worse than
the larger detector models due to the shorter lever arm of the TPC. For lower energy tracks
the situation is reversed with the higher magnetic field resulting in the resolution for 4 T
being ∼10 % better than for 3 T. Similar results were obtained with the LDC-based models
using Mokka and MarlinReco (Section 2.1.2). The relative performance does not depend
strongly on the angle. The differences in resolution for the range of B and R considered are
small (. 10 %) compared to those arising from different layouts for the tracking system and
the point resolutions of the components. For example, the use of hits in the silicon external
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FIGURE 2.4-6. (a) σ1/pT for single muon tracks at 90◦ to the beam axis, as a function of transverse
momentum, for the GLD, GLDPrime, and GLD4LDC models; and (b) the ratio of σ1/pT to the average of
the three detector models as a function of transverse momentum. To avoid the TPC central membrane
the generated muons were displaced from the IP by a few centimetres.

tracker (SET) outside the TPC in the LDCPrime model improves the momentum resolution
by 15 % assuming an SET rφ hit resolution of 4µm.

2.4.2 Impact Parameter Resolution

The impact parameter resolution, σrφ, of the tracking system is an important input to the
heavy flavour tagging capability of the detector. The most important detector considerations
are the vertex detector design (point resolution and material budget) and the magnetic field
which, as discussed in Section 2.3 affects the minimum distance of the first layer of the vertex
detector from the interaction region, Rmin. Figure 2.4-7a shows σrφ as a function of pT for
the GDC-based detector models. The GLD4LDC model has the best resolution, because the
higher B-field allows the innermost layer of the vertex detector to be closer to the interaction
point (IP). However the differences between the detector models considered, Figure 2.4-7b,
are relatively small . 5− 10 %.

Figure 2.4-7c shows the σrφ resolution for 1 GeV muons for the GLD-based detector
models, plotted as a function of the track angle. Whilst the higher magnetic fields are
favoured, the differences between the detector models are . 15 %. For higher energy tracks,
where the effect of multiple Coulomb scattering is negligible, the differences between the
models are even smaller. Although the variations in magnetic field and the corresponding
inner radii of the vertex detector lead to relatively small differences in impact parameter
resolution, different detector layouts have a more significant impact. Figure 2.4-7d compares
the impact parameter resolution for the GLDPrime and LDCPrime detector models. The
GLDPrime detector assumes a vertex detector consisting of six layers arranged in three
closely spaced doublets (see Section 4.1.4), whereas the LDCPrime model assumes five equally
spaced layers. The three double layer layout results in a significantly better impact parameter
resolution for high momentum tracks because it gives two, rather than one, high precision
measurements close to the IP.
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FIGURE 2.4-7. (a) σrφ as a function of pT for GLD, GLDPrime, and GLD4LDC, and (b) the ratio of σrφ
to the average of the three detector models. c) σrφ as a function of the track angle at the track energy
of 1 GeV for GLD, GLDPrime, and GLD4LDC. d) the impact parameter resolution as a function of pT for
GLDPrime and LDCPrime. Also shown is the nominal ILC goal for impact parameter resolution.

2.4.3 Conclusions

For the range of B and R considered here, the differences in momentum resolution are . 10 %,
with higher B-field preferred for low pT tracks and a larger R preferred for high pT tracks.
The impact parameter resolution, σrφ, is better for models with higher B as the first layer
of the vertex detector can be placed closer to the IP. However, the differences in impact
parameter resolution obtained with a 3 T and 4 T magnetic field are small, at most 15 %
for low momentum tracks and . 5 % for tracks above 2 GeV. It can be concluded that for
the range of B and R spanned by the LDC and GLD detector concepts, the differences in
impact parameter and momentum resolution are relatively small. It is also concluded that
the tracking resolutions depend much more strongly on the subdetector technologies and
tracking system layout than on the global parameters (B and R) of the detector.
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2.5 FLAVOUR TAGGING

Heavy flavour tagging will be an essential tool in many physics analyses at the ILC. The
flavour tagging performance depends primarily on the design of the vertex detector and,
in particular, the impact parameter resolution. The flavour tagging performance is studied
using MarlinReco for the full reconstruction of the simulated events and the sophisticated
LCFIVertex package for heavy flavour tagging [22]. The LCFIVertex [17] flavour tagging
uses three artificial neural networks (ANNs): i) a b-tag to discriminate b-quark jets from jets
from charm and light quarks; ii) a c-tag to discriminate c-quark jets from b and light quark
jets; and iii) a c/b-tag to discriminate between c-quark jets and b-quark jets. The ANNs use
different sets of discriminant variables depending on whether either one, two, or more than
two vertices are found in the jet. The ANN architecture is a multi-layer perceptron with
N = 8 inputs, one hidden layer with 2N − 2 nodes, and sigmoid activation functions. The
weights were calculated using the back propagation conjugate gradient algorithm. Two of
the most powerful inputs to the flavour tag are the joint likelihoods (in r−φ and in r−z) for
all tracks in the jet to have originated from the primary vertex. The joint likelihoods depend
on the respective r − φ and r − z impact parameter significances of all the tracks in the jet.
Consequently the impact parameter resolution of the vertex detector plays a central role in
determining the flavour tagging performance. It was demonstrated in the previous section
that the difference in σrφ in going from 3 T to 4 T is rather small. Consequently, one might
expect the same to be true for flavour tagging performance.
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FIGURE 2.5-8. Flavour tagging performance for the (left) GLD-based and (right) LDC-based detector
models.

The dependence of flavour tagging performance on the global detector parameters was
investigated using the GLD- and LDC-based detector models. Separate ANNs were trained
for each of the models. The samples used to evaluate the flavour tagging performance, which
were generated with SM Z boson branching ratios, were independent of those used for the
training. All the samples were generated at

√
s = mZ . The results are shown in Figure

2.5-8. The observed differences in the flavour tagging performances between the GLD (LDC)
models are . 1 % (. 4 %). There is a preference for the 4.0 T configuration, in particular for
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the b-tag at high efficiencies. However, the uncertainties on the efficiencies due to statistics
and the ANN training procedure are ∼ 2 %, and hence statistical significance of the observed
differences are . 2σ. From this study it is concluded that the increased inner radius of the
vertex detector when going from B=4 T to B=3 T, does not have a large impact on the
flavour tagging performance of the detector.

2.6 PHYSICS PERFORMANCE

The previous sections of this chapter discuss the impact of the detector design on the low level
measurements of jet energies, track momenta, impact parameters and flavour identification.
Here the performance of the different detector models in Table 2.1-1 are compared for three
physics analyses: the measurement of the Higgs mass, τ pair production and polarisation,
and chargino/neutralino pair production.

2.6.1 Higgs Recoil Mass

One of the prime motivations for the unprecedented track momentum resolution at the ILC
is the determination of the Higgs mass from the recoil mass distribution in ZH → µ+µ−X
and ZH → e+e−X events. This sensitivities to this process if the LDC, LDCPrime and
LDC4GLD detector models were compared. For this study only e+e− → ZZ → e+e−/µ+µ−Z
background was included. Figure 2.6-9 shows, for the LDCPrime model, the Higgs recoil
mass distribution for selected events. To determine the Higgs mass and production cross
section, the recoil mass distributions were fitted using a Gaussian for the peak region with
an exponential component for the tails [23].

The results for the different detector models are summarised in Table 2.6-4. These num-
bers should not be compared with the physics sensitivity studies presented in Section 3.3.1
as only e+e− → ZZ → e+e−/µ+µ−Z background is included and the events were generated
with a different luminosity spectrum.

When interpreting the above results it is necessary to consider the relative importance of
momentum resolution and the beam energy spread. For the assumed beam energy spread (a
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FIGURE 2.6-9. Distributions of the reconstructed Higgs recoil mass obtained with the LDCPrime model
for (a) ZH → µ+µ−X and (b) ZH → e+e−X. The events were generated with a top-hat beam energy
distribution with a half width of 0.28% for the electron beam and 0.18% for the positron beam.
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ZH → µ+µ−X ZH → e+e−X

∆mrecoil ∆σ ∆mrecoil ∆σ

LDCPrime 23± 0.4 MeV 0.28 fb 47±0.9 MeV 0.49 fb

LDC 23± 0.4 MeV 0.27 fb 47±0.9 MeV 0.52 fb

TABLE 2.6-4
The measurement precision of the Higgs recoil mass (∆mrecoil) and cross section (∆σ) for ZH →
µ+µ−X/e+e−X. The events were generated with a top-hat beam energy distribution with a half width
of 0.28% for the electron beam and 0.18% for the positron beam.

top-hat distribution with half-widths 0.28 % and 0.18 % for the electron and positron beams
respectively), the event-by-event recoil mass resolution in the peak region is∼ 400 MeV, which
this includes contributions from the beam energy spread and from beamstrahlung. From MC
studies, the other major contribution to the event-by-event recoil mass resolution arises, as
expected, from the track momentum resolution. This is found to contribute ∼ 350 MeV to
the recoil mass resolution. For the detector models considered in this study, the differences
in momentum resolution are . 5 %, for the relevant momentum range. Even these small
differences are diluted by the contribution from the beam energy spread and, as verified in
this study, significant differences in the mH mass resolution are not expected.

2.6.2 Tau pairs

The reconstruction of tau pair events at
√
s = 500 GeV provides a powerful test of a number

of aspects of the detector performance, e.g. π0 reconstruction and the tracking efficiency
for nearby tracks in three-prong tau decays. The performances of the GLD, GLDPrime,
GLD4LDC and LDCPrime models are compared for the measurement of the τ polarisation,
Pτ which is primarily sensitive to the ability to resolve photons from π0 decay from the
charged hadron in τ → ρν decays. Figure 2.6-10 shows the reconstructed π0 and ρ± invari-
ant mass distributions used in the tau decay selections. The numbers of events in the π0

mass peak reflect the efficiency for reconstructing both photons from π0 → γγ decays. The
LDCPrime detector model gives the highest π0 → γγ reconstruction efficiency, demonstrat-
ing the advantages of smaller ECAL pixel size (5 × 5 mm2). For the GLD models, all with
an ECAL pixel size of 10 × 10 mm2, the π0 reconstruction efficiency increases with detector
radius due to the increased spatial separation of the two photons.

Table 2.6-5 summarises the impact of the different detector models on the Pτ measurement
from τ → πν decays. The τ → πν selection requires that a tau jet consists of a single track
and at most 1 GeV of energy not assigned to the track. Cuts to remove τ → eνν and τ → µνν
decays are also applied. The Pτ is determined from the cosine of the π± decay angle in the τ
rest-frame (which is determined by the charged pion energy). The differences in the different
detector models are most evident in the purities of the τ → πν selection. The advantages of
smaller ECAL pixels (LDCPrime compared to GLDPrime) are clear and it can be seen that
higher purities are obtained for larger detector radii. However, similar sensitivities to Pτ are
obtained from the τ → πν channel. One should not draw too strong a conclusion from this as
the measurement of Pτ from τ → ρν and τ → a1ν decays could show a stronger dependence
on the detector model.
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FIGURE 2.6-10. a) The reconstructed π0 invariant mass distribution in the selected τ+τ− events at√
s = 500 GeV. Only events where more than one photon is reconstructed are shown. b) The corresponding

reconstructed ρ± → π±π0 mass distribution for decays where ≥ 1 photon cluster is reconstructed. For
both plots the distributions include all tau decay modes.

Detector ECAL/mm2 RTPC/m Eff Purity σPτ

GLD 10× 10 1.98 84.5 % 85.7 % 0.0454± 0.0005

GLDPrime 10× 10 1.74 85.2 % 83.6 % 0.0452± 0.0005

GLD4LDC 10× 10 1.54 84.9 % 80.8 % 0.0460± 0.0006

LDCPrime 5× 5 1.73 84.1 % 88.5 % 0.0430± 0.0005

TABLE 2.6-5
Summary of τ± → π±ν selection efficiencies and purities for events generated with the GLD, GLDPrime,
GLD4LDC, and LDCPrime detector models. The efficiencies are calculated with with respect to the τ+τ−

selection and the purities only include the background from the different tau decay modes. The statistical
uncertainties on the efficiencies and purities are all ±0.5 %. The uncertainty on the tau polarisation
measurement assumes an electron-positron polarisation of (−80 %,+30 %) and corresponds to 80 fb−1 of
data.

2.6.3 Chargino and neutralino production

Chargino and neutralino pair production at
√
s =500 GeV is studied in the context of SUSY

point-5 benchmark scenario. The main signal is jets plus missing energy from χ+
1 χ
−
1 →

W+W−χ0
1χ

0
1 and χ0

2χ
0
2 → ZZχ0

1χ
0
1. The process χ0

2χ
0
2 → ZZχ0

1χ
0
1 is the main background to

study χ+
1 χ
−
1 →W+W−χ0

1χ
0
1 and vice versa. The identification of the separate chargino and

neutralino final states relies on the ability to distinguish W+W− from ZZ and thus is sensitive
to the jet energy resolution of the detector. Figure 2.6-11a shows the reconstructed invariant
masses of hadronically decaying W± and Z bosons from decays of χ±1 and χ0

2, respectively.
Neutralino and chargino event samples were separated based on the consistency of the re-
constructed di-jet masses with the Z and W boson hypotheses. The selection efficiencies for
χ±1 and χ0

2 events for the GLD-based detector models are summarised in Table 2.6-6. The
different detector models give statistically compatible selection efficiencies. This is consistent
with the fact that the differences in the jet energy resolutions for the three detector models
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FIGURE 2.6-11. (a) The reconstructed masses of W and Z bosons from the decays of χ±
1 and χ0

2. (b)
The energy distribution of the reconstructed W bosons from χ±

1 decays.

Chargino selection Neutralino selection

Efficiency (χ±1 ) Efficiency (χ0
2) Efficiency (χ±1 ) Efficiency (χ0

2)

GLD 47.9± 0.3 % 1.0± 0.1 % 11.2± 0.5 % 33.8± 0.6 %

GLDPrime 48.4± 0.3 % 1.0± 0.1 % 11.4± 0.5 % 33.3± 0.6 %

GLD4LDC 48.8± 0.3 % 1.1± 0.1 % 11.4± 0.5 % 34.1± 0.6 %

TABLE 2.6-6
The efficiency for χ±

1 and χ0
2 selection.

considered are at the level of 3− 4 % for the jet energy range 50− 100 GeV (Table 2.2-2).

Because χ±1 →W±χ0
1 and χ0

2 → Zχ0
1 are two body decays, the masses of χ±1 , χ0

2, and light-
est SUSY particle (LSP), χ0

1, can be derived by using the energy distributions of the W and Z
bosons. The energy distributions of the reconstructed W bosons are shown in Figure 2.6-11b.
The different detector models result in very similar distributions and, consequently, have the
same sensitivity to the χ±1 , χ0

2 and LSP masses.

2.7 CONCLUSIONS

The studies described above informed the choice of parameters for the baseline ILD concept.
The conclusions of these studies are:

• B-field (vertex reconstruction): The radius of the beam background envelope scales
as B−0.5. This determines that the minimum acceptable inner radius of the vertex
detector goes from ∼ 14 mm → 16 mm for B = 4 T → 3 T. The effect on impact
parameter resolution is . 10 % and the resulting differences in flavour tagging efficiency
are small (∼ 2 %).

• B-field versus Radius (particle flow): The confusion term in particle flow recon-
struction scales as R−1. This can be partially compensated by the magnetic field,
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although the dependence is weak, B−0.3. For the entire range of detector parame-
ters spanning the GLD and LDC concepts, the ILC jet energy resolution requirements
can be met. The differences in particle flow performance between the LDC and GLD
parameters are small, . 6 %, with the larger radius/lower field option being preferred.

• B-field versus Radius (momentum resolution): In terms of momentum resolution,
the differences between the models considered are small . 10 %. For high pT tracks,
larger radius/lower field detector is preferred. For low pT tracks the opposite is true.
All detector models considered here meet the ILC momentum resolution goals.

• TPC aspect ratio (particle flow): the aspect ratio of the TPC (R : z = 1 : 1.3) used
in the studies is close to optimum for particle flow; there is no significant advantage in
a longer TPC and a shorter TPC would significantly degrade the performance in the
forward region.

• ECAL Segmentation (particle flow): The ECAL pixel size should be no greater
than 10 × 10 mm2 in order to meet the ILC jet energy resolution goals for the jets
relevant at

√
s = 500 GeV. Within the context of the current reconstruction, 5× 5 mm2

gives significant advantages over 10× 10 mm2, particularly for higher energy jets.

• ECAL Segmentation (physics): For the reconstruction of tau decays, a 5× 5 mm2

ECAL pixel size is favoured over 10× 10 mm2.

• Physics Performance: The models considered give comparable physics performance.
This is not surprising; the differences in the underlying detector performance measures
are small because the models trade-off R against B in such a way that each represents
a reasonable detector choice.

• HCAL Segmentation/Depth (particle flow): For sufficient containment of jets at√
s = 500 GeV, the HCAL should be between 5 − 6λI . The baseline for the ILD was

chosen to be 6λI to ensure good jet containment for the highest energy jets and to
allow for possible differences between the simulation of hadronic showers and reality.
For the current reconstruction, there appears to be no significant advantage in going
below 3× 3 cm2.

• Vertex Detector: two detector layouts were considered: five single layers and six
layers arranged in three doublets. Both conceptual designs meet the ILC goals for
impact parameter resolution, with the doublet structure giving an impact parameter
resolution which is better, particularly for high momentum tracks.

• SiW versus Scintillator-W ECAL: results from studies of the strip reconstruc-
tion and the resulting jet energy resolution of the Scintillator/Tungsten option, whilst
promising, have yet to reach the level of sophistication where the performance of the
strip based ECAL option can be fully evaluated. For this reason, the SiW ECAL is
used in the simulation of the ILD for the physics studies in the next section.

• AHCAL versus DHCAL: results from studies of the digital HCAL option are not yet
at the level where its performance has been demonstrated. For this reason the AHCAL
option with 3× 3 cm2 tiles is used in the simulation of ILD.

• Cost: From the studies presented in this section it is clear any of the detector models
listed in Table 2.1-1 are viable detectors for the ILC. For the same subdetector technolo-
gies, the differences in the costs for the detector parameters considered are estimated
to be ∼ 10 − 20 %; a large B = 3 T detector is disfavoured on grounds of cost. How-
ever, given the large fluctuations in raw material costs (as seen in the last year) and
the difficulty extrapolating detector sensor costs to the future, it is not yet possible to
choose between the models on this basis.
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2.8 CHOICE OF ILD PARAMETERS

On the basis of the considerations above, the ILD detector parameters (listed Table 2.1-1)
are chosen to be close to those of the LDCPrime/GLDPrime models. The main arguments
for the choices are as follows:

• Choice of B-field: The operational magnetic field is chosen to be 3.5 T, although it is
assumed that the solenoid would be designed for 4.0 T to allow a safety margin in the
mechanical design. This can be achieved without extrapolating significantly beyond the
current CMS design. The arguments for a higher field are relatively weak: the benefits
are marginal, and it would increase the cost of the detector. Whilst a lower B-field is
not excluded, it is felt that until the likely ILC backgrounds and their impact on the
ILD concept are better understood, it would be unwise to go to 3 T.

• Choice of Radius: The ECAL inner radius is chosen to be 1.85 m. The ILD concept
is designed for particle flow calorimetry and the jet energy performance is the main
motivation for this choice. For B=3.5 T the gain in going to an ECAL radius of 2.0 m
is modest and may not justify the increase in cost. For a B=3.5 T, the ILC jet energy
goals suggest that the radius should be greater than 1.5− 1.6 m. However, the studies
presented above rely on the simulation of hadronic showers. By selecting a detector
radius of 1.85 m, it is likely that the ILD concept will meet the ILC jet energy goals,
even if the current performance estimates are on the optimistic side.

• Choice of Sub-detector Technologies: At this stage we are not in a position to
choose the ECAL, HCAL and vertex detector technologies. All options are considered
on an equal basis. Nevertheless, for the physics studies that follow it is necessary to
define a baseline for the simulation. The six layer (three doublets) vertex detector
layout is used on the basis that it gives the best impact parameter resolution. For
the calorimetry, the SiW ECAL and the AHCAL are used in the simulation as they
have been well studied and we are confident that they give the desired jet energy
resolution. The strip-based ECAL and DHCAL will be actively supported in simulation
and software with the intention of evaluating their ultimate performance.

The optimisation of the ILD parameters was performed in a rigorous manner using infor-
mation from a number of detailed studies. On this basis, we are confident that the ILD con-
cept is well optimised for physics at the ILC operating in the energy range 200 GeV−1 TeV.
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CHAPTER 3

Physics Performance

The performance of ILD is established using a detailed GEANT4 model and full reconstruc-
tion of the simulated events. Both detector performance measures and physics analyses are
studied. Whilst the simulation and reconstruction are not perfect, they are at least as so-
phisticated as those used in the majority of studies for previous large collider detector TDRs.

3.1 SOFTWARE FOR ILD PERFORMANCE STUDIES

To demonstrate the physics capabilities of ILD, more than 30 million Monte Carlo (MC)
events have been fully simulated and reconstructed for the benchmark reactions [24] and
other physics channels of interest at the ILC. Signal samples typically correspond to an
integrated luminosity of 500 fb−1 or more. These are combined with sufficiently large sets
of SM events for background estimation. The “simulation reference ILD detector model”,
ILD 00, is implemented in Mokka. The silicon based tracking detectors are modelled with
the appropriate material thicknesses and support structures without specifying the exact
readout technology. Instead, in the digitisation stage, simulated hits are smeared by the
effective point resolutions listed in Table 3.1-1. These represent the most realistic estimates
from the relevant subdetector R&D groups. The SiW option with 5× 5 mm2 transverse cell
size and the Steel-Scintillator option with 3× 3 cm2 tiles are used for the ECAL and HCAL
respectively. As discussed in Section 2.2.6, these are the most mature of the technology
options in terms of simulation and reconstruction; this does not imply any pre-decision on
the ultimate technology choice. The main parameters of the ILD 00 model are listed in
Table 2.1-1 and a drawing of this model is shown in Figure 3.1. Further details of the
geometrical parameters can be found in [25].

σr−φ/µm σz/µm σr−φ/µm σz/µm

VTX 2.8 2.8 FTD 5.8 5.8

SIT/SET 7.0 50.0 ETD 7.0 7.0

TPC σ2
rφ = 502 + 9002 sin2 φ+

(
(252/22)× (4/B)2 sin θ

)
(z/cm)µm2

σ2
z = 4002 + 802 × (z/cm)µm2

TABLE 3.1-1
Effective point resolutions used in the digitisation of the MC samples.
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FIGURE 3.1-1. The ILD 00 detector model as implemented in Mokka. From the inside to the outside, the
detector components are the: VTX, SIT, TPC, SET, ECAL, HCAL and Yoke. In the forward region the
FTD, ETD, LCAL, LHCAL and BCAL are shown.

Most of the subdetectors in the ILD 00 model have been implemented including a sig-
nificant amount of engineering detail such as mechanical support structures, electronics and
cabling as well as dead material and cracks. This provides a reasonable estimate of the mate-
rial budget and thus the effect of multiple scattering in the tracking detectors; it is also crucial
for a realistic demonstration of particle flow performance. In the simulation, the vertex de-
tector has a staggered layout of six 50 µm thick silicon ladders and corresponding support
structures. The additional silicon tracking detectors, FTD/ETD (forward Si tracking) and
SIT/SET (inner and outer Si tracking), are modelled as disks and cylinders respectively. The
material thicknesses for these detectors give the effective radiation lengths listed in Table 4.2-
3. The TPC model includes the material in the inner and outer field cage, this corresponds
to a total of 4.5 % X0 including the drift gas mixture. The hits from charged particles were
simulated according to an end-plate layout with 224 rows of pads, 1 mm wide and 6 mm high.
The ECAL simulation includes the alveolar structure and also the dead regions around the
silicon pixels and between the modules. The HCAL simulation includes steel and aluminium
support structures which result in dead regions. The energy response of the scintillator tiles
was corrected according to Birks’ law. The simulation of the forward region includes realistic
support structures and the shielding masks. All subdetectors are enclosed by a dodecagonal
iron yoke, instrumented in the simulation with ten layers of RPCs. The superconducting coil
and cryostat are simulated as a 750 mm thick aluminium cylinder, corresponding to 1.9λI .

All events are reconstructed using the Kalman-Filter based track reconstruction in Mar-
linReco, the PandoraPFA particle flow algorithm and the LCFIVertex flavour tagging. The
flavour tagging artificial neural networks (ANNs) have been trained using fully simulated
and reconstructed ILD 00 MC events. The boost resulting from the 14 mrad crossing angle
is taken into account in the analyses that use BCAL hit distributions as an electron veto.
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3.2 ILD DETECTOR PERFORMANCE

3.2.1 ILD Tracking Performance

The tracking system envisaged for ILD consists of three subsystems each capable of standalone
tracking VTX, FTD and the TPC. These are augmented by three auxiliary tracking systems
the SIT, SET and ETD, which provide additional high resolution measurement points. The
momentum resolution goal [26] is

σ1/pT ≈ 2× 10−5 GeV−1,

and that for impact parameter resolution is

σrφ = 5µm⊕ 10

p(GeV) sin3/2 θ
µm.

3.2.1.1 Coverage and Material Budget

Figure 3.2-2a shows, as a function of polar angle, θ, the average number of reconstructed
hits associated with simulated 100 GeV muons. The TPC provides full coverage down to
θ = 37◦. Beyond this the number of measurement points decreases. The last measurement
point provided by the TPC corresponds to θ ≈ 10◦. The central inner tracking system,
consisting of the six layer VTX and the two layer SIT, provides eight precise measurements
down to θ = 26◦. The innermost and middle double layer of the VTX extend the coverage
down to θ ∼ 16◦. The FTD provides up to a maximum of five measurement points for tracks
at small polar angles. The SET and ETD provide a single high precision measurement point
with large lever arm outside of the TPC volume down to a θ ∼ 10◦. The different tracking
system contributions to the detector material budget, including support structures, is shown
in Figure 3.2-2b.

0

50

100

150

200

250

300

Nu
m

be
r o

f S
i h

its

0

5

10

15

/degreesθ
90 80 70 60 50 40 30 20 10 090 80 70 60 50 40 30 20 10 0

Nu
m

be
r 0

f T
PC

 h
its

0

50

100

150

200

250

300

FTD

inner silicon

vertex detector

all silicon

TPC

0

0.1

0.2

0.3

0.4

0.5

/degreesθ
90 80 70 60 50 40 30 20 10 090 80 70 60 50 40 30 20 10 0

0X

0

0.1

0.2

0.3

0.4

0.5
SET + ETD
TPC
SIT + FTD
VTX

FIGURE 3.2-2. a) Average number of hits for simulated charged particle tracks as a function of polar
angle. b) Average total radiation length of the material in the tracking detectors as a function of polar
angle.
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3.2.1.2 Momentum Resolution for the Overall Tracking System

The momentum resolution achieved with the ILD simulation and full reconstruction is shown
in Figure 3.2-3a. The study was performed using muons generated at fixed polar angles of
θ = 7◦, 20◦, 30◦ and 85◦, and the momentum was varied over the range 1− 200 GeV. For two
polar angles, this is compared to the expected parametric form of, σ1/pT = a ⊕ b/(pT sin θ),
with a = 2 × 10−5 GeV−1 and b = 1 × 10−3. As can be seen, at a polar angle of 85◦,
the required momentum resolution is attainable over the full momentum range from 1 GeV
upwards, this remains true over the full length of the barrel region of the detector, where the
TPC in conjunction with the SET is able to provide the longest possible radial lever arm for
the track fit. For high momentum tracks, the asymptotic value of the momentum resolution
is σ1/pT = 2 × 10−5 GeV−1. At θ = 30◦, the SET no longer contributes, the effective lever-
arm of the tracking system is reduced by 25 %. Nevertheless, the momentum resolution is
still within the required level of performance. In the very forward region, the momentum
resolution is inevitably worse due to the relatively small angle between the B-field and the
track momentum.

3.2.1.3 Impact Parameter Resolution

Figure 3.2-3b shows rφ impact parameter resolution as a function of the track momentum.
The required performance is achieved down to a track momentum of 1 GeV, whilst it is
exceeded for high momentum tracks where the asymptotic resolution is 2µm. The rz impact
parameter resolution (not shown) is better than ∼ 10µm down to momenta of 3 GeV and
reaches an asymptotic value of < 5µm for the whole barrel region. Because of the relatively
large distance of the innermost FTD disk to the interaction point, the impact parameter
resolution degrades for very shallow tracks, θ < 15◦. It should be noted that these studies do
not account for the possible mis-alignment of the tracking systems.
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FIGURE 3.2-3. a) Transverse momentum resolution for muons plotted versus polar angle for four different
simulated muon momenta. The lines show σ1/pT = 2×10−5⊕1×10−3/(pT sin θ) for θ = 30◦ (green) and
θ = 85◦ (blue). b) Impact parameter resolution for muons versus polar angle for four different simulated
muon momenta.
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3.2.1.4 Tracking Efficiency

With over 200 contiguous readout layers, pattern recognition and track reconstruction in a
TPC is relatively straightforward, even in an environment with a large number of background
hits. In addition, the standalone tracking capability of the VTX enables the reconstruction of
low transverse momentum tracks which do not reach the TPC. Hermetic tracking down to low
angles is important at the ILC [27] and the FTD coverage enables tracks to be reconstructed
to polar angles below θ = 7◦.

Figure 3.2-4 shows, as a function of momentum and polar angle, the track reconstruction
efficiency in simulated (high multiplicity) tt̄ → 6 jet events at

√
s =500 GeV. For the com-

bined tracking system, the track reconstruction efficiency is approximately 99.5 % for tracks
with momenta greater than 1 GeV across almost the entire polar angle range. The effects of
background from the machine and from multi-peripheral γγ → hadrons events are not yet
taken into account; dedicated studies form part of the ongoing simulation R&D effort. Nev-
ertheless, a study of the TPC reconstruction efficiency as a function of the noise occupancy is
described in Section 4.3.3. This demonstrates that there is no loss of efficiency for 1 % noise
occupancy.

3.2.2 Background Studies

The studies presented above do not include the effects of background from the machine and
from multi-peripheral γγ → hadrons events. The impact of machine background has been
studied in the context of the ILD concept. These studies are based on the expected simulated
detector hits from approximately 2000 bunch crossings (BXs). The hits are super-imposed
on simulated physics events taking into account the 369 ns bunch structure of the ILC and
conservative estimates of the readout rates of the tracking detector components.
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3.2.2.1 Background in the TPC

For a conservative value for the TPC gas drift velocity, 4 cmµs−1, the maximum TPC drift
length of 2.25 m corresponds to 150 BXs. Nominal background in the TPC is thus simulated
as 150 BXs appropriately shifted in z. Prior to the reconstruction, nearby hits are merged
taking into account the expected rφ and z extent of the charge cloud. For the TPC readout
assumed for ILD, 150 BXs of beam-related background correspond to a voxel occupancy of
approximately 0.05 % (the TPC voxel size is taken to be 1 mm in the φ direction, 6 mm in r
and 5 mm in z).

Figure 3.2-5 shows the TPC hits for a single tt event at
√
s = 500 GeV overlayed with

150 BXs of pair-background hits. On average there are 265,000 background hits in the TPC,
compared to the average number of signal hits of 23100 (8630 from charged particles with
pT >1 GeV). Even with this level of background, the tracks from the tt event are clearly
visible in the rφ view. A significant fraction of the background hits in the TPC arise from
low energy electrons/positrons from photon conversions. These low energy particles form
small radius helices parallel to the z axis, clearly visible as lines in the rz view. These
“micro-curlers” deposit charge on a small number of TPC pads over a large number of BXs.
Specific pattern recognition software has been written to identify and remove these hits prior
to track reconstruction. (Whilst not explicitly studied, similar cuts are expected to remove
a significant fraction of hits from beam halo muons.) Figure 3.2-6 shows the TPC hits after
removing hits from micro-curlers. Whilst not perfect, the cuts remove approximately 99 %
of the background hits and only 3 % of hits from the primary interation and the majority of
these are from low pT tracks. Less than 1 % of hits from tracks with pT >1 GeV originating
from the tt event are removed.

This level of background hits proves no problem for the track-finding pattern recognition
software, as can be seen from Figure 3.2-7. Even when the background level is increased by a
factor of three over the nominal background no degradation of TPC track finding efficiency
is observed for the 100 events simulated. This study demonstrates the robustness of TPC
tracking in the ILC background environment.

These conclusions are supported by an earlier study based on a detector concept with

FIGURE 3.2-5. The rz and rφ views of the TPC hits from a 500 GeV tt event (blue) with 150 BXs of
beam background (red) overlayed.
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FIGURE 3.2-6. The same event as the previous figure, with the micro-curler removal algorithm applied.
This is the input to the TPC track finding algorithm.

FIGURE 3.2-7. The same event as the previous plot, now showing the reconstructed TPC tracks.

B = 3.0 T, a TPC radius of 1.9 m and TPC readout cells of 3×10 mm2. This earlier study used
a uniform distribution of background hits in the TPC volume, but included a very detailed
simulation of the digitised detector response and full pattern recognition is performed in
both time and space. The TPC reconstruction efficiency as a function of the noise occupancy
remains essentially unaffected for 1 % occupancy (uniformly distributed through the TPC).
It should be noted that this level of occupancy is twice the nominal occupancy at the TPC
inner radius and about fifty times the typical total occupancy in the TPC. This earlier study
is presented in more detail in Section 4.3.2.

3.2.2.2 Background in the Vertex Detector

The impact of background in the vertex detector (VTX) depends on the assumptions made
for the Silicon read-out time. If one were to assume single BX time-stamping capability in
the vertex detector, the anticipated background level is negligible. However, it is anticipated
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that the readout of the Silicon pixel ladders will integrate over many BXs. For the studies
presented here, it is assumed that vertex detector readout integrates over 83 and 333 BXs
for the inner two and outer four layers respectively. For the silicon strip-based SIT detector,
single BX time-stamping is assumed. Hence the background hits which are superimposed on
the physics event correspond to 1 BX in the SIT, 150 BXs in the TPC and 83/333 BXs in
the VTX. It should be noted that the background studies have not yet been extended to the
FTD.

With the above assumptions, the background in the vertex detector corresponds to ap-
proximately 2 × 105 hits per event, with the corresponding layer occupancies listed in Ta-
ble 3.2-2. The hit occupancies account for the finite cluster size reflecting the fact that a
single charged particle crossing a layer of the VTX will deposit hits in multiple pixels. The
distribution of cluster sizes, taken to be the product of the z and rφ extent of the energy
deposition in the Silicon, are determined from the full simulation of the beam related back-
ground. The mean background cluster size is found to be 10 pixels, where a pixel is taken to
be 25× 25µm.

Layer radius/mm BXs Pixel Occupancy

0 16.0 83 3.33 %

1 17.9 83 1.90 %

2 37.0 333 0.40 %

3 38.9 333 0.33 %

4 58.0 333 0.08 %

5 59.9 333 0.06 %

TABLE 3.2-2
Vertex detector occupancies for the readout times assumed in the background studies. The occupancies
account for the finite cluster size.

Pattern recognition in the environment of 105 background hits is non-trivial and required
modifications to the existing Silicon track finding code. Specifically, tracks in the Silicon
detectors are now seeded using only layers 2 − 5 of the vertex detector and the two layers
of the SIT. Seeded tracks are then projected inwards to pick up hits in the inner two silicon
layers (layers 0 and 1). Tracks with transverse momentum of pT < 200 MeV are rejected.
There are a number of questions which can be asked: i) Can the number of “ghost” tracks,
i.e. those formed from random combinations of hits be reduced to an acceptable level; ii) how
many genuine tracks from the pair background remain; iii) how do any additional cuts used
to reduce the beam background affect the signal; and iv) what is the loss of efficiency due to
hits from the primary interaction being merged with the clusters of pixels from background
hits. These four questions are addressed below.

Figure 3.2-8a) shows the pT distribution of reconstructed tracks in the Silicon detectors
with the background overlayed. Due to the conservative assumptions for the VTX readout
times, an average of 34 low-pT silicon tracks are reconstructed per physics event, reflecting
the integration over 83/333 BXs. The number of background tracks would be dramatically
reduced by the requirement the reconstructed track is in the same BX as the underlying
physics interaction. Tracks are thus required to have at least one SIT hit (which provides
unambiguous BX identification) or to be associated with at least 10 TPC hits (where the
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FIGURE 3.2-8. The pT distribution of reconstructed background tracks in the Silicon detectors (VTX+SIT)
a) before requiring the track to be in time with the physics interaction beam crossing (BX) and b) after
requiring at least 1 SIT hit or a match to at least 10 TPC hits. A track is considered to be from background
if more than 20 % of the associated hits come from the overlayed background events.

matching in z can be used to identify the BX). Figure 3.2-8 shows the resulting pT distribution
of the remaining background tracks. On average 1.2 background tracks per event remain
with a mean pT of 500 MeV. The majority of the remaining background tracks are either
from relatively high pT electrons/positrons or from combinations of signal and background
hits. Firstly, there may be a loss of efficiency due to the additional requirements of associated
SIT or TPC hits. For tracks from the primary physics interaction (i.e. the tt event), the
SIT/TPC requirements remove approximately 1 % of tracks with pT < 1 GeV, whilst for
pT > 1 GeV there is no observed loss of efficiency.

The presence of a large number background hits not only results in a small number of
background tracks, it may also lead to a degradation of the pattern recognition performance.
In addition, if a charged particle from the interaction passes close to a cluster of pixels
from the pair background, a single larger cluster will be formed. It is assumed such an
extended cluster will not be included in the track-finding algorithm, and hence hits close
to background clusters effectively will be lost. In addition to overlaying 83/333 BXs of
background, the pixel occupancies in Table 3.2-2 are used to remove the appropriate number
of hits from the primary interaction. The effect of the overlayed background and the resulting
hit inefficiencies is studied for simulated tt→ 6 jets events at

√
s = 500 GeV. Figure 3.2-9a)

shows the overall track reconstruction efficiency with and without background. The main
effect of the background is to reduce the efficiency for tracks with pT < 300 MeV. For tracks
pT > 1 GeV, the presence of background reduces the track finding efficiency by less than 0.1 %.
In the presence of background the efficiency for tracks with pT > 1 GeV is 98.8 %. Care has
to be taken in interpreting this number; the efficiencies depend on how the denominator is
defined. For example, the inefficiency for high pT tracks arises almost entirely from tracks
which decay or interact within the volume of the VTX/SIT. Figure 3.2-9b) shows the track
finding efficiency for tracks which (in simulation) deposit energy in the TPC gas volume. For
this sample, the efficiency is greater than 99.9 % for tracks with pT > 1 GeV, with or without
background. It is concluded that the ILD tracking efficiency is not significantly degraded by
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FIGURE 3.2-9. Tracking efficiency with overlayed background in the vertex detector vs transverse momen-
tum for tt → 6 jets at 500GeV (| cos θ| < 0.8) a) for all charged particles and b) for charged particles
which deposit at least one hit in the TPC. The tracking efficiency is shown for tracks with pT > 1 GeV
with a total of at least 4 hits in the VTX and SIT. Tracks are considered to be well reconstructed if there
is at least one associated SIT hit or more than 10 TPC hits and if at least 70 % of the hits on the track
are from the original Monte Carlo Particle.

the nominal level of background expected at the ILC.

3.2.2.3 Impact of background on physics analyses

To fully simulate the effect of background on a particular physics channel would require
overlaying 1 BX in the SIT, 150 BXs in the TPC and 83/333 BXs in the VTX on each
simulated physics event and would require vast CPU resources. From the studies above
it is expected that the track finding inefficiencies for the high momentum muons in the
ZH → µ+µ−X channel will be negligibly small. In addition, the presence of the relatively
few low pT background tracks will not affect the recoil mass distribution. The possibility
that the loss of hits in the vertex detector due to background occupancy might distort the
recoil mass distribution has been investigated (see Figure 3.2-10). The observed differences
are negligibly small.

3.2.3 ILD Flavour Tagging Performance

Identification of b-quark and c-quark jets plays an important role within the ILC physics
programme. The vertex detector design and the impact parameter resolution are of particular
importance for flavour tagging. The LCFIVertex flavour tagging (see Section 2.5) uses ANNs
to discriminate b-quark jets from c and light-quark jets (b-tag), c-quark jets from b and
light-quark jets (c-tag), and c-quark jets from b-quark jets (bc-tag).

The flavour tagging performance [22] of ILD is studied for the two vertex detector ge-
ometries considered, three double-sided ladders (VTX-DL) and five single-sided (VTX-SL)
ladders. No significant differences in the input variables for the ANNs are seen for two ge-
ometries, and therefore the ANNs trained for the VTX-DL option were used for both VTX
configurations. The samples used in the training consisted of 150000 Z → qq, at the Z pole
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FIGURE 3.2-10. The Higgs recoil mass distribution in the µ+µ−X channel from 50000 generated MC
events after selection for the case of no background and with inefficiencies in the vertex detector due to
the occupancy level expected from the pair background.

energy, equally distributed among the three decay modes q = b, c and light quarks. The test
samples used to evaluate the flavour tagging performance were generated independently and
consist of 10000 events of Z → qq generated at both

√
s = 91 GeV and

√
s = 500 GeV, with

the SM flavour mix of hadronic final states. The ILD flavour tagging performances at 91 GeV
for the two vertex detector options are shown in Figure 3.2-11a). The performance differences
between the two VTX geometries are small (. 1%). Uncertainites due to the statistical fluc-
tuations of the test sample and in those introduced in the ANN training are estimated to be
. 2%. The performance for Z → qq at

√
s = 500 GeV is shown in Figure 3.2-11b). It should

be noted that for the 500 GeV results the ANNs were not retrained, i.e. those obtained for√
s = 91 GeV were used. Consequently, improvements in the performance are expected.
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FIGURE 3.2-11. a) Flavour tagging performance of the ILD detector for 91 GeV Z → qq events for
both the three double-sided ladders (VTX-DL) layout and with five single-sided ladder layout (VTX-SL).
Also shown for the VTX-DL is the impact of background on the flavour tagging performance. b) Flavour
tagging performance of the ILD detector for 500 GeV Z → qq events for the VTX-DL layout. In all cases
the acceptance corresponds to | cos θjet| < 0.95.
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3.2.3.1 Impact of Background

Do to the large computational requirements in overlaying background hits from many BXs a
parametric approach is taken to assess the impact of background on the flavour tagging per-
formance. In Section 3.2.2.2 is was demonstrated that hits from pair background integrated
over 83 (333) BXs for layers 0 and 1 (2 − 5) of the VTX-DL doublet layout of six ladders
does not result in a significant number of background tracks and that the overall tracking
efficiency is not significantly reduced. The main impact on flavour tagging is likely to be
from the resulting hit inefficiencies particularly in the inner layers. To simulate the effect of
background the pixel occupancies of Table 3.2-2 are used to randomly remove Silicon hits
from the events before track finding and flavour tagging. This results in a slight degradation
in tracking performance in the Silicon detectors; the number of TPC tracks associated with a
complete track in the vertex detector (6 hits) decreases by 2 %. The resulting flavour tagging
performance is shown in Figure 3.2-11a). Although there is a suggestion of a small degrada-
tion in the performance of the c-tag in the low efficiencies/high purity region, the presence
of pair background does not significantly degrade the flavour tagging performance.

3.2.4 ILD Particle Flow Performance

Many important physics channels at the ILC will consist of final states with at least six
fermions, setting a “typical” energy scale for ILC jets as approximately 85 GeV and 170 GeV
at
√
s = 500 GeV and

√
s =1 TeV respectively. The current performance of the PandoraPFA

algorithm applied to ILD Monte Carlo simulated data is summarised in Table 3.2-3. The ob-
served jet energy resolution (rms90) is not described by the expression σE/E = α/

√
E/GeV.

This is not surprising, as the particle density increases it becomes harder to correctly as-
sociate the calorimetric energy deposits to the particles and the confusion term increases.
The single jet energy resolution is also listed. The jet energy resolution (rms90) is better
than 3.8 % for the jet energy range of approximately 40−400 GeV. The resolutions quoted in
terms of rms90 should be multiplied by a factor of approximately 1.1 to obtain an equivalent
Gaussian analysing power[12].

Jet Energy raw rms rms90 rms90/
√
Ejj/GeV σEj/Ej

45 GeV 3.3 GeV 2.4 GeV 25.0 % (3.71± 0.05) %

100 GeV 5.8 GeV 4.1 GeV 29.5 % (2.95± 0.04) %

180 GeV 11.2 GeV 7.5 GeV 40.1 % (2.99± 0.04) %

250 GeV 16.9 GeV 11.1 GeV 50.1 % (3.17± 0.05) %

TABLE 3.2-3
Jet energy resolution for Z →uds events with | cos θqq| < 0.7, expressed as, rms90 for the di-jet energy

distribution, the effective constant α in rms90/E = α(Ejj)/
√
Ejj/GeV, and the fractional jet energy

resolution for a single jets, σEj/Ej . The jet energy resolution is calculated from rms90.

Figure 3.2-12 shows the jet energy resolution for Z→uds events plotted against the cosine
of the polar angle of the generated qq pair, cos θqq, for four different values of

√
s. Due to

the calorimetric coverage in the forward region, the jet energy resolution remains good down
to θ = 13◦ (cos θ = 0.975).
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FIGURE 3.2-12. The jet energy resolution, defined as the α in σE/E = α
√
E/GeV, plotted versus cos θqq

for four different jet energies.

3.3 PHYSICS PERFORMANCE

The ILD detector performance has been evaluated for a number of physics processes. The
analyses, described below, all use the full simulation of ILD and full event reconstruction.
Jet finding is performed using the Durham algorithm[28] with the hadronic system being
forced into the appropriate number of jets for the event topology. The benchmark physics
analyses[24] are studied at

√
s = 250 GeV and

√
s = 500 GeV. Unless otherwise stated, the

results for
√
s = 250 GeV (

√
s = 500 GeV) correspond to an integrated luminosity of 250 fb−1

(500 fb−1) and a beam polarisation of P (e+, e−) = (+30 %,−80 %).

3.3.1 Higgs Boson mass

The precise determination of the properties of the Higgs boson is one of the main goals
of the ILC. Of particular importance are its mass, mH, the total production cross section,
σ(e+e− → HZ), and the Higgs branching ratios. Fits to current electroweak data[29] and
direct limits from searches at LEP and at the Tevatron favour a relatively low value for mH.
Studies of these measurements with ILD are described below. A data sample of 250 fb−1 at√
s = 250 GeV is assumed and mH is taken to be 120 GeV. For these values, the dominant

Higgs production process is Higgs-strahlung, e+e− → ZH.

The Higgs boson mass can be determined precisely from the distribution of the recoil
mass, mrecoil, in ZH → e+e−X and ZH → µ+µ−X events, where X represents the Higgs
decay products. The recoil mass is calculated from the reconstructed four-momentum of the
system recoiling against the Z. The µ+µ−X-channel yields the most precise measurement as
the e+e−X-channel suffers from larger experimental uncertainties due to bremsstrahlung from
the electrons and the larger background from Bhabha scattering events. The study[30, 31]
is performed for two electron/positron beam polarisations: P (e+, e−) = (−30 %,+80 %) and
P (e+, e−) = (+30 %,−80 %). In the simulation, Gaussian beam energy spreads of 0.28 % and
0.18 % are assumed for the incoming electron and positron beams respectively.

The first stage in the event selection is the identification of leptonically decaying Z bosons.
Candidate lepton tracks are required to be well-measured, removing tracks with large un-
certainties on the reconstructed momentum. Lepton identification is performed using the
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associated calorimetric information resulting in an event efficiency of 95.4 % for identifying
both in µ+µ−X events and 98.8 % for both electrons in e+e−X events. Candidate Z de-
cays are identified from oppositely charged pairs of identified leptons within a mass window
around mZ. Background from Z→ `+`− is rejected using cuts on the transverse momentum
of the di-lepton system and the acollinearity of the two lepton tracks. Additional cuts reject
Z→ `+`− events with initial and final state radiation. The backgrounds from e+e− → ZZ and
e+e− → W+W− are reduced using a multi-variate likelihood analysis based on the acopla-
narity, polar angle, transverse momentum and the invariant mass of the di-lepton system.

The reconstructed mrecoil distributions are shown in Figure 3.3-13. The combination
of signal and background is fitted using a function which assumes a Gaussian-like signal
and that the background can be approximated by a polynomial function. The results of
the fit for mH and σ(e+e− → ZH) are listed in Table 3.3-4. Also shown are the results
obtained when assuming the SM decay modes and branching fractions. In this case, labelled
“Model Dependent”, the background is further reduced by requiring charged particle tracks
in addition to those generated by the Z boson decay products.

3.3.1.1 Influence of Bremsstrahlung

From figure 3.3-13 it is clear that Bremsstrahlung from final state electrons and positrons
significantly degrades the recoil mass resolution in the e+e−X channel. One possible strategy
to mitigate this effect is to identify the final state photons and include these in the recoil
mass calculation. A dedicated algorithm to identify Bremsstrahlung photons is used [32] and
the four momenta of the e+e−X + nγ system is used in the event selection and recoil mass
calculation. Figure 3.3-14a) compares the recoil mass distribution with and without including
identified Bremsstrahlung photons. Figure 3.3-14b) shows the recoil mass distribution for the
model independent impact analysis including Bremsstrahlung photons. To extract the mass
and cross section a modified fitting function is used. The results of the fits (e+e−Xnγ) for
mH and σ(e+e− → ZH) are listed in Table 3.3-4. Including Bremsstrahlung photons improves
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FIGURE 3.3-13. Results of the model independent analysis of the Higgs-strahlung process e+e− → HZ in
which a) Z → µ+µ− and b) Z → e+e−. The results are shown for a beam polarisation of P (e+, e−) =
(+30 %,−80 %).
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Analysis Polarisation (e−, e+) Channel σmH Cross section

Model Independent

(+80 %, −30 %)

µ+µ−X 40 MeV ±0.28 fb (3.6 %)

e+e−X 88 MeV ±0.43 fb (5.1 %)

e+e−(nγ)X 81 MeV ±0.36 fb (4.3 %)

(−80 %, +30 %)

µ+µ−X 36 MeV ±0.39 fb (3.3 %)

e+e−X 72 MeV ±0.61 fb (4.8 %)

e+e−(nγ)X 74 MeV ±0.47 fb (4.0 %)

Model Dependent

(+80 %, −30 %)

µ+µ−X 36 MeV ±0.26 fb (3.3 %)

e+e−X 77 MeV ±0.38 fb (4.5 %)

e+e−(nγ)X 73 MeV ±0.31 fb (3.8 %)

(−80 %, +30 %)

µ+µ−X 31 MeV ±0.32 fb (2.7 %)

e+e−X 64 MeV ±0.47 fb (3.7 %)

e+e−(nγ)X 59 MeV ±0.37 fb (3.1 %)

TABLE 3.3-4
Expected statistical uncertainties on mH from the recoil mass distribution in Higgs-strahlung events where
the Z decays into either e+e− or µ+µ−. Results are listed for both the model independent and model
dependent analyses. Also listed are the experimental uncertainties on the Higgs-strahlung cross section.
The results are given for two different beam polarisations. In the case of the e+e−X-channel results are
given without (e+e−X) and with (e+e−(nγ)X) the inclusion of identified Bremsstrahlung photons.
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FIGURE 3.3-14. The effect of including identified Bremsstrahlung photons in the e+e−X channel: a)
comparison of the recoil mass distribution with and without inclusion of Bremsstrahlung photons and b)
the fitted recoil mass distribution for the model independent analysis with Bremsstrahlung recovery. The
plots are shown for a beam polarisation of P (e+, e−) = (+30 %,−80 %).

the mass resolution by 10 % and the cross section resolution by 20 %. The improvement to
the mass resolution is limited by the degradation in the sharpness of the leading edge of the
recoil mass distribution. It should be noted that a more complete treatment would involve
a refit of the track taking into account the candidate Bremsstrahlung photons; at this stage
no strong conclusions should be drawn.
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3.3.1.2 Influence of Beam Energy Uncertainties

The width of the peak of the recoil mass distribution is a convolution of the detector re-
sponse and the luminosity spectrum of the centre-of-mass energy from the intrinsic beam
energy spread and beamstrahlung. For the µ+µ−X channel, the contribution from the detec-
tor response is primarily due to the momentum resolution, whereas for the e+e−X channel
bremsstrahlung dominates. Figure 3.3-15 shows the recoil mass spectrum for the µ+µ−X
channel obtained from the generated four momenta of the muon pair compared to that ob-
tained from the reconstructed momenta. The detector response leads to the broadening of
the recoil mass peak; an increase from 560 MeV to 650 MeV. The contribution from momen-
tum resolution is therefore estimated to be 330 MeV. For the beam energy spectrum used
in the simulation, the effect of detector resolution is not negligible, however, the dominant
contribution to the observed width of the µ+µ−X recoil mass distribution arises from the
incoming beams rather than the response of ILD.
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FIGURE 3.3-15. The Higgs recoil mass distribution in the µ+µ−X channel obtained from the generator
level and reconstructed muon pair momenta.

3.3.1.3 Conclusions

From Figure 3.3-13 and Table 3.3-4 the following conclusions can be drawn: i) using the
recoil mass distributions in the e+e−X and µ+µ−X final states and 250 fb−1 of data with
P (e+, e−) = (+30 %,−80 %) beam polarisation, mH can be determined with a statistical
uncertainty of 32 MeV independent of its decay modes and the Higgs-strahlung cross section
can be measured with a precision of 2.5 %; ii) the precision on mH obtained in the e+e−X
channel is approximately a factor two worse than that obtained from the µ+µ−X channel;
iii) with the current algorithm, the inclusion of Beamstrahlung photons in the recoil mass
distribution in the e+e−X channel improves the Higgs mass resolution by approximately
10 %. iv) the ILD track resolution does not significantly degrade the mH resolution obtained
from the µ+µ−X recoil mass distribution.
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3.3.2 Higgs Boson Branching Fractions

The determination of the Higgs boson branching fractions is central to the ILC physics
programme. In the context of the SM, this allows a test of the hypothesis that the strength
of the Higgs coupling depends linearly on the particle masses. The statistical uncertainties on
the branching ratios are estimated, for an integrated luminosity of 250 fb−1 at

√
s = 250 GeV,

based on the analysis of the Higgs-strahlung process e+e− → ZH for the three possible Z
decay topologies: Z → qq, Z → νν̄, and Z → `+`−. Heavy flavour tagging is essential to
the analysis; cuts on the c-tag and b-tag for the two jets from the candidate Higgs decay
are employed. In addition, the c-tag information from two jets is combined into a single
variable, c-likeness. For each topology, the uncertainty on the exclusive cross sections are
determined, e.g. σ(e+e− → ZH→ qqcc). This is combined with the 2.5 % uncertainty on the
total cross section, σ(e+e− → ZH), obtained from the model Independent analysis described
in the previous section, to give the uncertainty on the branching ratios.

3.3.2.1 ZH → `+`−qq

Although statistically limited compared to the other Z decay channels, Z → e+e− and Z →
µ+µ− provide a clean signal which can be identified with high efficiency, independent of
whether the Higgs decays to bb, cc or gg [33]. The dominant background is ZZ production.
The event selection requires a pair of oppositely-charged electrons or muons with an invariant
mass consistent with mZ. The recoil mass is required to be consistent with mH as is the
invariant mass of the recoiling hadronic system. Events in which the Z candidate is close to
the beam axis are rejected to suppress background from ZZ. The final selection is performed
by cutting on the value of a likelihood function formed from variables related to the thrust,
di-jet and di-lepton masses and angular distributions. The hadronic system is reconstructed
as two jets. To extract the Higgs branching ratios it is not sufficient to simply apply cuts
to select, for example, H → cc events since one of the main background is from H → bb for
which the branching ratio also needs to be determined. Instead, the fractions of H → bb,
H → cc, H → gg and background present are determined from the distribution of b-likeness
and c-likeness which is fitted using templates made from exclusive samples of each type as
shown in Figure 3.3-16. The measurement accuracy obtained is (2.7⊕2.5) % for BR(H→ bb),
(28⊕ 2.5) % for BR(H → cc) and (29⊕ 2.5) % for BR(H→ gg).

3.3.2.2 ZH → ννH

The signal topology comprises two jets plus missing energy. Events are selected based on
missing mass, net transverse momentum, and net longitudinal momentum. Background con-
taining high momentum leptons is rejected using lepton identification cuts and by requiring
that the maximum track momentum in the event is less than 30 GeV. The dominant remain-
ing backgrounds are νν̄qq and τντqq from ZZ and W+W− respectively. These backgrounds
are suppressed using y12 and y23, the y-cut values in the Durham jet-finding algorithm for
the transitions between one or two and two or three reconstructed jets. The selection effi-
ciencies for ZH→ ννcc and ZH→ ννbb are both approximately 44 %. The branching ratios
BR(H → bb) and BR(H → cc) are determined using the b-, c-, and bc- flavour tags. The
reconstructed di-jet mass distribution after applying a cut on the c-tag is shown in Figure 3.3-
17b. To extract the Higgs branching ratios the template fit of Section 3.3.2.1 is extended
to three dimensions by including the bc-tag information. It is assumed that the non-Higgs
background is well understood. By fitting the signal contributions to this distribution, the
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FIGURE 3.3-16. Distributions of b- and c-likeness for exclusive samples of H → bb̄, H → cc̄, H → gg,
background and an independent combined ”data” sample.

H → cc and H → bb cross sections can be determined. The measurement accuracies for
BR(H→ cc) and BR(H→ bb) are (13.8⊕ 2.5) and (1.1⊕ 2.5) % repectively.

3.3.2.3 ZH → qqcc

The decay topology for ZH → qqcc consists of four jets, two compatible with mZ and two
compatible with mH. The main backgrounds are e+e− → W+W−/ZZ → qqqq and four-jet
events from the fragmentation of e+e− → Z/γ? → qq. For the Z/γ? → qq background,
four-jet events arise mainly from the qq̄gg final state in which the gluon jets are generally
less energetic and are produced at relatively small angles to the quark jets. Consequently,
cuts on event shape variables, such as the smallest jet-jet angle, are used to reject the Z/γ?

background. Background from qqqq production are suppressed using kinematic fits. A second
fit, which imposes energy-momentum conservation and constrains one di-jet mass to equal
mZ, is used to reconstruct the Higgs mass, mfit

H . The ZH → qqcc sample is selected by

requiring 115 < mfit
H < 125 GeV and using cuts on the c-likeness and the c−tags of the two

jets from the Higgs decay, shown in Figure 3.3-17. For an integrated luminosity of 250 fb−1,
the expected numbers of signal and background events after all cuts are 37.2 and 121.2
respectively. This leads to a (30 ⊕ 2.5) % uncertainty on BR(H→ cc) 1 .

3.3.2.4 Combined Result

The results for the Higgs branching ratios are summarised in Table 3.3-5. The statistical
uncertainties are from the exclusive measurements and the 2.5 % uncertainty on the total
cross section. After taking into account the different integrated luminosity and different

1Ongoing studies show that the expected statistical uncertainty from a more optimal analysis is more than
a factor two smaller than the value quoted here.
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FIGURE 3.3-17. a) The c-tag of the two jets in candidate ZH → qqcc events after all other cuts apart
from the c-tag and c-likeness cut. b) Distribution of the reconstructed di-jet mass for the ZH → νν̄cc̄
sample prepared by bc-tagging.

centre-of-mass energy, the combined results shown in Table 3.3-5 are broadly in agreement
with those obtained with a fast simulation analysis performed in the context of the TESLA
TDR [34].

Channel Br(H→ bb) Br(H→ cc) Br(H→ gg)

ZH→ `+`−qq (2.7⊕ 2.5) % (28⊕ 2.5) % (29⊕ 2.5) %

ZH→ νν̄H (1.1⊕ 2.5) % (13.8⊕ 2.5) % −
ZH→ qqcc − (30⊕ 2.5) % −
Combined 2.7 % 12 % 29 %

TABLE 3.3-5
Expected precision for the Higgs boson branching fraction measurements (

√
s = 250 GeV) for the individual

Z decay channels and for the combined result. The expected 2.5 % uncertainty on the total Higgs production
cross section is added in quadrature. The results are based on full simulation/reconstruction and assume
an integrated luminosity of 250 fb−1. Entries marked − indicate that results are not yet available.

3.3.3 Tau-pairs

The reconstruction of τ+τ− events at
√
s = 500 GeV provides a challenging test of the detec-

tor performance in terms of separating nearby tracks and photons. The expected statistical
sensitivities for the τ+τ− cross section, the τ+τ− forward-backward asymmetry, AFB, and
the mean tau polarisation, Pτ , are determined for and integrated luminosity of 500 fb−1 with
beam polarisation, P (e+, e−) = (+30 %,−80 %).

Simulated events with less than seven tracks are clustered into candidate tau jets each
of which contains at least one charged particle. Tau-pair events are selected by requiring
exactly two candidate tau jets with opposite charge. The opening angle between the two tau
candidates is required to be > 178◦ to reject events with significant ISR (including radiative
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return to the Z). After cuts on visible energy, the polar angles of the tau jets, and lepton
identification, the purity of the τ+τ− event sample is 92.4 %. For 500 fb−1 the statistical error
of the cross section measurement, | cos θ| < 0.95, corresponds to 0.29%. The uncertainty on
AFB, determined from the numbers of τ− in the forward and backward hemispheres, is
±0.0025.
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FIGURE 3.3-18. a) The invariant mass distribution for selected 1-prong tau-candidates and b) The efficiency
corrected reconstructed pion energy distribution for selected τ → πν candidates.

The τ → πν and τ → ρν decays have the highest sensitivity to Pτ . The separation of the
1-prong decay modes relies on lepton identification and the ability to separate the neutral
energy deposits from π0 decays from the hadronic shower. The invariant mass distribution
for 1-prong events is shown in Figure 3.3-18a. A neutral network approach based on nine
input variables is used to identify the tau decays modes for each tau cone. The variables
include: the total energy of the identified photons, the invariant mass of the track and all
identified photons (Figure 3.3-18a); and electron and muon particle identification variables
based on calorimetric information and track momentum. Table 3.3-6 shows the efficiency
and purity achieved for the six main tau decay modes. The high granularity and the large
detector radius of ILD results in excellent separation.

For the beam polarisations of P (e+, e−) = (+30 %,−80 %) and P (e+, e−) = (−30 %,+80 %)
the mean tau polarisations are −0.625 and +0.528 respectively. For the measurement of Pτ ,
only the e±νν, µ±νν, π±ν, and ρ±ν decay modes are used. The optimal variable approach [35]
is used to obtain the best sensitivity to the tau polarisation. In the case of the π±ν decay
mode, the optimal observable is the simply reconstructed π± energy divided by the beam
energy, shown in Figure 3.3-18b. For the selected event sample and decay mode identification
the resulting statistical uncertainties on the measured mean tau polarisations are ±0.007 and
±0.008 for P (e+, e−) = (+30 %,−80 %) and P (e+, e−) = (−30 %,+80 %) respectively.

3.3.4 Chargino and Neutralino Production

In the SUSY “point 5” scenario with non-universal soft SUSY-breaking contributions to the
Higgs masses, χ̃±1 and χ̃0

2 are not only nearly mass degenerate but decay predominantly into
W±χ̃0

1 and Zχ̃0
1, respectively. This benchmark point has the following parameters: M0 =
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Mode Efficiency Purity

eνν 98.9 % 98.9 %

µνν 98.8 % 99.3 %

πν 96.0 % 89.5 %

ρν 91.6 % 88.6 %

a1ν (1-prong) 67.5 % 73.4 %

a1ν (3-prong) 91.1 % 88.9 %

TABLE 3.3-6
Purity and efficiency of the main tau decay mode selections. The selection efficiency is calculated with
respect to the sample of τ+τ− after the requirement that the two tau candidates are almost back-to-back.
The purity only includes the contamination from other τ+τ− decays.

206 GeV, M1/2 = 293 GeV, tanβ = 10, A0 = 0, and µ = 375 GeV and the gaugino masses

are: m(χ̃0
1) = 115.7 GeV, m(χ̃±1 ) = 216.5 GeV, m(χ̃0

2 = 216.7 GeV, and m(χ̃0
3) = 380 GeV.

Both e+e− → χ̃+
1 χ̃
−
1 → qqχ̃0

1qqχ̃
0
1 and e+e− → χ̃0

2χ̃
0
2 → qqχ̃0

1qqχ̃
0
1 result in four jets

and missing energy, where the di-jet masses are characteristic of the decays of W+W− or
ZZ. Separating W and Z decays in the fully-hadronic decay mode relies on good jet energy
resolution. It thus provides a benchmark for particle flow based jet reconstruction. The
analysis is complicated by the fact that the χ̃0

2χ̃
0
2 cross section is only 10 % of that for χ̃+

1 χ̃
−
1 .

The event selection starts by forcing events into four jets. A cut based preselection
retains events consistent with a four-jet plus missing energy topology. All three possible di-
jet associations to two bosons are considered. A kinematic fit which constrains the two boson
masses to be equal is applied; in terms of mass resolution this is essentially equivalent to
taking the average mass of the two di-jet systems. Two analysis strategies are used to assess
the expected uncertainty on the measured cross sections: i) The first method aims to reduce
the SM background as far as possible. Cuts on the number of particle flow objects in each jet,
the direction of the missing momentum, and the missing mass are applied. The kinematic fit
is required to converge for at least one jet pairing. The jet pairing yielding the highest χ2

probability is used. Figure 3.3-19a shows the resulting di-jet mass distribution. The Chargino
signal has a small shoulder from the Neutralino contribution. The cross sections are obtained
from a fit to the mass spectrum using a function with three components: a Breit-Wigner
(mW,ΓW) convolved with a Gaussian for the W-peak; a Breit-Wigner (mZ,ΓZ) convolved
with the same Gaussian for the Z peak; and a second order polynomial. The width of the
Gaussian is fixed to 3.4 GeV reflecting the mass resolution. The two free parameters of the
fit are the normalisations of the W and Z peaks. Figure 3.3-19b shows the result of the fit.
The statistical errors on the cross sections are 0.95 % for the Chargino signal and 2.9 % for
the Neutralino signal. ii) The second approach, which does not use kinematic fitting, is to fit
the two-dimensional distribution of the two di-jet masses in each event with MC templates,
leaving only the normalisations of the two signal contributions free. The fit is performed after
the preselection cuts. All three possible jet pairings are included. This method yields smaller
statistical errors of 0.64 % for the Chargino and 2.1 % for the Neutralino production rates.

To determine the χ̃±1 and χ̃0
2 masses, χ̃+

1 χ̃
−
1 and χ̃0

2χ̃
0
2 samples are defined on the basis

of the di-jet mass distributions (without the kinematic fit). The resulting energy spectra of
the W and Z candidates from the kinematic fit are shown in Figure 3.3-19c/d. The masses
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FIGURE 3.3-19. a) Di-jet mass from the 5C kinematic fit after all selection cuts. b) Fit of the background
and Chargino and Neutralino contributions. The fit parameters are the normalisations of the W and
Z peaks. c) Energy spectra of W and Z boson candidates after the Chargino and d) Neutralino event
selections, shown including fits to signal and background contributions.

of the gauginos are determined from the kinematic edges of the distributions located using
an empirically determined fitting function for the signal and a parameterisation of the SM
background. From the fit results the upper and lower kinematic edges of the χ̃±1 sample
are determined to ±0.2 GeV and ±0.7 GeV respectively. The corresponding numbers for the
χ̃0

2 sample are: ±0.4 GeV and ±0.8 GeV. For the SUSY point 5 parameters, the χ̃±1 lower
edge is close to mW and, thus, does not significantly constrain the gaugino masses. The
other three kinematic edges can be used to determine the gaugino masses with a statistical
precision of 2.9 GeV, 1.7 GeV and 1.0 GeV for the χ̃±1 , χ̃0

2, and χ̃0
1 respectively. The errors on

the masses are larger than the errors on the positions of the edges themselves. This reflects
the large correlations between the extracted gaugino masses; the differences in masses are
better determined than the sum. If the LSP mass were known from other measurements, e.g.
from the slepton sector, the errors on the χ̃±1 and χ̃0

2 masses would be significantly reduced.
Furthermore, the resolutions can be improved by about a factor of two using a kinematic
fit which constrains the boson masses for chargino (neutralino) candidates not only to be
equal to each other, but also to be equal to the nominal W (Z) mass. In this case, statistical
precisions of 2.4 GeV, 0.9 GeV, and 0.8 GeV are obtained for the χ̃±1 , χ̃0

2, and χ̃0
1 respectively.
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3.3.5 Top production

Top physics will be an important part of the scientific programme at the ILC. In particular,
the top mass, mt, and top width, Γt, can be determined with high precision. The measure-
ment of mt and Γt from the direct reconstruction of e+e− → tt events is studied with the
full ILD detector simulation and reconstruction. Two main decay topologies are considered:
fully-hadronic, tt→ (bqq)(b̄qq), and semi-leptonic, tt→ (bqq)(b̄`ν). Results are obtained for
an integrated luminosity of 100fb−1 at

√
s = 500 GeV, assuming unpolarised beams.

Events with an isolated lepton are considered to be candidates for the semi-leptonic
analysis, otherwise they are assumed to be candidates for the fully-hadronic analysis branch.
In the fully hadronic branch, the event is reconstructed as six jets which are combined to
form Ws and top quarks. The two b-jets originating directly from the top quark decays are
identified using the flavour-tagging information. The four remaining jets are considered as the
decay products of the two Ws. The combination of the four jets into two di-jets which gives
the smallest value of |mij −mW|+ |mkl−mW| is chosen to form the two Ws (where mij and
mkl are the di-jet masses for a given jet pairing). Out of two possible combinations to pair
the Ws with the b-jets, the one which yields the smallest mass difference is chosen. The first
step in the semi-leptonic branch is to remove the identified lepton and to force the remainder
of the event into four jets. The two b-jets are identified using flavour-tagging information.
The two remaining jets are assigned to the hadronically decaying W . The identified lepton
and the neutrino are assigned to the leptonically decaying W, with the three-momentum of
the neutrino defined as the missing momentum. The pairing of the Ws with the b-jets which
yields the smallest reconstructed top mass difference is chosen. For each analysis branch,
background events are rejected using a multi-variate likelihood technique [36]. Finally, a
kinematic fit [37] is applied in order to improve the final mt resolution. Events with a poor
fit χ2 are rejected. The reconstructed mass distributions are shown in Figure 3.3-20.

For an integrated luminosity of 500 fb−1, σ(e+e− → tt) can be determined with a statisti-
cal uncertainty of 0.4 % using the fully-hadronic decays only. The invariant mass spectra are
fitted with the convolution of a Breit-Wigner function and an asymmetric double Gaussian,
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FIGURE 3.3-20. Distribution of the reconstructed top quark mass for a) the fully-hadronic tt→ (bqq̄)(b̄qq̄)
signal sample and b) the semi-leptonic tt → (bqq̄)(b̄`ν) signal sample. The contribution from the non-tt
background is indicated by the hashed distribution. The fits to the distributions are also shown.
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the latter representing the detector resolution. The combinatoric background and the back-
ground from other process is described by a 2nd order polynomial. The fully-hadronic (semi-
leptonic) analysis branch results in statistical uncertainties of 90 MeV (120 MeV) and 60 MeV
(100 MeV) for mt and Γt respectively. Scaling the combined results to an integrated lumi-
nosity of 500 fb−1 leads to uncertainties of 30 MeV on mt and 22 MeV on Γt. The relatively
small gain in statistical precision from a beam polarisation of P (e+, e−) = (+30 %,−80 %)
has not been accounted for.

3.3.5.1 Top Quark Forward-Backward Asymmetry

The top quark forward-backward asymmetry, AtFB, provides a potentially interesting test of
the SM. For the semi-leptonic the analysis is relatively straightforward as the charge of the
lepton tags the charge of the W-boson and, thus, enables the t and t̄ to be identified. In
the fully-hadronic channel the t and t̄ can be identified by tagging the b/b̄ from the charge
of the secondary vertex from charged B-hadron decays. This measurement provides a test
of the vertex reconstruction capability of ILD. This study is performed for 500 fb−1 with
P (e+, e−) = (+30 %,−80 %). Secondary vertices identified by the LCFIVertex algorithm
for the two identified b-jets are used. For each of the two identified b-jets, the jet charge
is reconstructed. Events with like sign combinations are rejected as are events with two
neutral secondary vertices. In addition, the acollinearity between the two top quark jets is
required to be < 8◦ to reject events with

√
s′ significantly less than 500 GeV. Of the 20 % of

fully hadronic tt events which pass these cuts, 79 % have the correctly identified top quark
charge. Figure 3.3-21 shows the distribution of the cosine of the reconstructed polar angle of
the tagged top-quark, showing a clear forward-backward asymmetry. The relative numbers of
events in the forward and backward hemispheres, accounting for the charge identification/mis-
identification probabilities, are used to determine

AtFB = 0.334± 0.0079.
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FIGURE 3.3-21. Distribution of the reconstructed polar angle of the identified top quark in fully-hadronic
tt events. The contributions from events with the wrong charge (red) and the case where the b-quark is
misidentified are shown (blue).
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3.3.6 Strong EWSB

If strong electroweak symmetry breaking (EWSB) is realised in nature, the study of the
WW-scattering processes is particularly important. At the ILC, the W+W− →W+W− and
W+W− → ZZ vertices can be probed via the processes e+e− → νeνeqqqq where the final
state di-jet masses are from the decays of two W-bosons or two Z-bosons. Separating the
two processes through the reconstruction of the di-jet masses provides a test of the jet energy
resolution of the ILD detector.

Strong EWSB can be described by an effective Lagrangian approach in which there are two
anomalous quartic gauge couplings, α4 and α5 [38] which are identically zero in the SM. The
WW scattering events are generated at

√
s = 1 TeV with WHiZard [39] assuming α4 = α5 =

0. Results are obtained for an integrated luminosity of 1 ab−1 with P (e+, e−) = (+0.3,−0.8).
Event selection cuts, similar to those of [38, 40, 41, 42], reduce the backgrounds from processes
other than the quartic coupling diagrams to ∼ 20 % of the signal. Of the three possible jet-
pairings, the one which minimises |mij − mW/Z | × |mkl − mW/Z | is chosen. Figure 3.3-22
shows, for νeν̄eWW and νeν̄eZZ events, a) the reconstructed di-jet mass distribution, and b)
the distribution of average reconstructed mass, (mij + mkl)/2.0. Clear separation between
the W and Z peaks is obtained.
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FIGURE 3.3-22. a) The reconstructed di-jet mass distributions for the best jet-pairing in selected νeν̄eWW
(blue) and νeν̄eZZ (red) events at

√
s = 1TeV . b) Distributions of the average reconstructed di-jet mass,

(mij +mB
kl)/2.0, for the best jet-pairing for νeν̄eWW (blue) and νeν̄eZZ (red) events.

The parameters α4 and α5 are obtained from a binned maximum likelihood fit to the two-
dimensional distribution (10×10 bins) of the boson polar angle in the reference frame of boson
pair and the jet polar angle in the reference frame of each boson, giving −1.38 < α4 < +1.10
and −0.92 < α5 < +0.77. These sensitivities are slightly tighter than those from a previous
fast simulation study with the TESLA detector concept [41, 42].

3.3.7 Lepton production in SPS1a’

SUSY may provide a rich spectrum of kinematically accessible particles at the ILC oper-
ating at

√
s = 500 GeV, for example the production of gauginos and sleptons with masses

below 250 GeV. The signals for new physics consist of a complex mixture of dominant and
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sub-dominant processes, often with identical visible final states [43]. Here we consider fi-
nal states consisting of missing energy and either two muons or two taus in mSUGRA
SUSY with the SPS1a’ parameter set: M0 = 70 GeV, M1/2 = 250 GeV, A0 = −300 GeV,
sign(µ) = +1, and tanβ = 10. For these parameters the relevant gaugino and slepton masses
are: m(χ̃0

1) = 97.7 GeV, m(χ̃0
2) = 183.9 GeV, m(µ̃R) = 125.3 GeV, m(µ̃L) = 189.9 GeV and

m(τ̃1) = 107.9 GeV.

3.3.7.1 Muons and Missing Energy

The ILC sensitivity to pair production of the lightest scalar muon, µ̃+
Rµ̃
−
R, leading to a final

state of two muons and missing energy has been extensively studied[44]. The study presented
here concentrates on sub-dominant di-muon plus missing energy processes which have to
compete with the large SUSY background and in particular, the challenging scenario where
the di-muon decay modes are suppressed. For these sub-dominant processes, the χ̃0

1, χ̃0
2,

and µ̃L masses can be measured from χ̃0
2χ̃

0
1 → µµχ̃0

1χ̃
0
1 (σ = 4.1 fb) and µ̃Lµ̃L → µµχ̃0

1χ̃
0
1

(σ = 54 fb). In both cases the signal is characterised by two energetic muons and missing
energy. Muons are identified with 95 % efficiency using track, HCAL and muon chamber
information. Background is rejected using: missing energy, di-muon invariant mass, recoil
mass, transverse momentum, and the direction and speed of the di-muon system. Cuts on
these variables are used to define µ̃Lµ̃L → µµχ̃0

1χ̃
0
1 and χ̃0

2χ̃
0
1 → µµχ̃0

1χ̃
0
1 event samples.

The masses of the χ̃0
1 and µ̃L are measured from the kinematic edges of the momentum

distribution of the muons in the µ̃Lµ̃L → µµχ̃0
1χ̃

0
1 [45] event selection, shown in Figure 3.3-23a.

The kinematic edges of the signal, at 32 GeV and 151 GeV, are fitted with a step function
giving measurements of the χ̃0

1 and µ̃L masses with statistical uncertainties of 1.40 % and
0.27 % repectively. The signal cross section is determined with an uncertainty of 2.5 % from
the number of selected events. The sharpness of the kinematic edges, and consequently
the mass measurements, are limited by beamstrahlung rather than the track momentum
resolution and it is estimated that the uncertainty in the χ̃0

1 mass would be a factor two
worse for the lowP option for the ILC with the same integrated luminosity. The χ̃0

2 mass
is determined from the kinematic edge of the di-muon mass distribution in the decay chain
χ̃0

2χ̃
0
1 → µµχ̃0

1χ̃
0
1 [45]. The distribution of mµµ after selection is shown in Figure 3.3-23b. The

kinematic edge of the signal is visible below the Z peak. A fit to the region 40 GeV < mµµ <
85 GeV is used to determine the mass of the χ̃0

2. In this region the statistical significance
of the excess corresponds to 9 standard deviations and the χ̃0

2 mass resolution obtained is
1.41 %. It should be noted that a higher positron polarisation yields significantly improved
precision, particularly for χ̃0

2χ̃
0
1 production where a positron polarisation of 60 % rather than

30 % results in 50 % more signal events for a relatively small increase in background.

3.3.7.2 Stau Production and Decay

For the SUSY SPS1a’ parameters, e+e− → τ̃ τ̃ → χ̃0
1τ χ̃

0
1τ , results in a signal of missing energy

and the relatively low energy visible decay products of the tau leptons (Eτ . 43 GeV). Mea-
surements of τ̃ τ̃ production requires precision tracking of relatively low momentum particles,
good particle identification, a highly hermetic detector, and low machine background.

The stau pair event selection requires two low multiplicity tau-jets and at least 400 GeV
of missing energy. The tau jets are required to have | cos θ| < 0.9 and to have an acoplanarity
of greater than 85◦. Background is further reduced by cutting on the transverse momentum
with respect to the transverse event thrust axis. Given that the tau-jets are relatively low
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FIGURE 3.3-23. (a) Distribution of the momentum of the µ+ in the laboratory frame after the selection of
the µ̃Lµ̃L pair candidates. The total observed signal and the backgrounds (SUSY and SM) are reported.
The mass of the χ̃0

1 is measured from the kinematic edges of the distribution of the momentum of the di-
muons. There are two entries for each event. (b) Fitted mµµ spectrum. The kinematic edge corresponding
to the χ̃0

2 → µ̃Rµ can be extracted from the fit on top of the left tail of the Z peak. Both plots are shown
for a beam polarisation of -80 %, 60 % and correspond to an integrated luminosity of 500 fb−1.

momentum, background from multi-peripheral two photon processes, e+e− → e+e−X, is
particularly important due to the very high cross section. This background is reduced using
the beam calorimeter (BCAL) to veto the forward going electrons/positrons. Due to the
holes in the BCAL acceptance around the incoming and outgoing beam pipes, the regions
φ ≤ 110◦ or φ ≥ 250◦ are not used (for details see [46]).

The τ̃ mass can be extracted from the end-point of the tau-jet energy spectrum and
knowledge of the χ̃0

1 mass, e.g. from the study of smuon production. For the stau mass
determination, the stau pair selection is augmented by additional cuts on tau-jet masses and
the polar angle of the missing momentum vector. Figure 3.3-24a shows the distribution of
the tau jet energy after these cuts. The selection efficiency is 12 % and the sample purity
is 80 %. The end-point tau energy is determined from a fit to the spectrum of Figure 3.3-
24a in the region 30 < E < 41.5 GeV. The signal, which in this region is dominated by
τ → πν decays, is described by a linear function. The resulting statistical uncertainty on the
end-point is 0.1 GeV. When accounting for the uncertainty on the χ̃0

1 mass, σLSP, this leads
to a measurement precision on Mτ̃1 of 0.1 GeV ⊕ 1.3σLSP. Systematic uncertainties are not
included.

The measurement of tau polarisation, Pτ , in τ̃1 decays gives direct access to the mixing
of mass and interaction eigenstates in the stau sector, and thus provides sensitivity to a
number of SUSY parameters. For SPS1a’ Pτ = 97 %. Pτ can be measured most cleanly in
τ → πν decays where the slope of the π± energy spectrum depends on Pτ . The potential
signal is large, for 500 fb−1, ∼17500 πν decays are expected. In addition to the stau pair
selection, calorimeter and dE/dx information are used to identify τ → πν decays. The
selection efficiency is 13.8 % and the remaining background fraction is 21 %. The underlying
pion spectrum is reconstructed by subtracting the background in a parametrised form and
applying an energy dependent efficiency correction. The shape of the spectrum is influenced
by the luminosity spectrum of the machine, and this effect is folded into the fit function.
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FIGURE 3.3-24. a) Tau-jet energy spectrum, showing the fit to determine the endpoint (two entries per
event). b) Energy spectrum of selected tau decays and the fit to determine Pτ .

Figure 3.3-24 shows the reconstructed data together with the fit. This study shows that a
measurement of Pτ with an accuracy of 0.15 is realistic.

3.3.8 Photon Final States

Physics beyond the standard model can manifest itself in final states consisting of two (or
more) photons and missing momentum. The high granularity and good photon reconstruction
capability of the ILD detector is well suited to these measurements.

3.3.8.1 Model-independent WIMP search

Weakly Interacting Massive Particles (WIMPs) are possible candidates for dark matter. If
they can pair annihilate into e+e−, then the reverse process can be detected at the ILC. In
this case the two neutral (undetected) WIMPs are accompanied by photon radiation from
the incoming e+e−. In these e+e− → χχγ events, the photon recoil mass distribution has
a characteristic onset. The location of the onset and shape of the recoil mass distribution
depends on the WIMP mass and spin. Experimentally, the WIMP signal has to be resolved
from the large irreducible ISR background from e+e− → νν + nγ. Good photon energy
and angular resolution are required in order to detect a clear edge in the photon energy
spectrum above this large background. Assuming that the total cross-section for WIMP pair
annihilation into SM fermion pairs, χ̃χ̃ → ff̄ , is known from cosmological observations, the
ILC sensitivity can be expressed in terms of the WIMP pair branching fraction into e+e−,
κe. The ILD detector has been used to study this process [47]. In general, κe values of 0.1
are accessible for WIMP masses between 150 GeV and 200 GeV.

3.3.8.2 Long-lived Neutralinos in GMSB

In the Gauge-Mediated SUSY Breaking (GMSB) scenario, χ̃0
1 decays into a Gravitino G̃ (the

LSP) and a photon. Depending on the SUSY parameters, the lifetime of the χ̃0
1 may be such

that it decays inside the detector tracking volume. In this case the signal for GMSB neutralino
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production is a pair of photons with production point displaced from the origin. The signal is
thus two non-pointing photons. The excellent angular resolution for reconstructed photons in
the ECAL allows the χ̃0

1 lifetime to be determined from photon impact parameter distribution.
This process has been studied in detail [48] with the full ILD simulation. For neutralino
lifetimes in the range 0.2 − 2.0 ns a signal to background ratio of approximately unity is
achieved. This allows the neutralino mass to be determined with a precision of ±2 GeV and
the lifetime can be measured to 1 %. Decay lengths of 100 cm can be well measured, while a
decay length of 10 cm can not be reconstructed with the ECAL only.

3.4 OTHER STUDIES

The previous section described a number of physics studies related to specific aspects of the
detector performance, based on full simulation and reconstruction. In addition, a number of
other studies have been performed which demonstrate the general purpose nature of the ILD
concept. Three of these are described briefly below.

3.4.1 Measurement of Beam Polarisation from WW production

One of the unique features of the ILC is the possibility of both electron and positron beam
polarisation [49]. The baseline design foresees a longitudinal electron polarisation of 80 % and
a positron polarisation of 30 % with an option of 60 %. This provides a tool for improving the
sensitivity to new physics [50]. For many of these applications, the final goal of an ultimate
relative precision of 0.2 % of the measurement of the beam polarisations is desirable to bring
the systematics from the uncertainty of the beam polarisation to a negligible level.

While polarimeters [51] will be used to measure the polarisation on a bunch-by-bunch
basis, the absolute calibration of the average luminosity-weighted polarisation at the inter-
action point can be achieved using W+W− production. Two methods are considered: i) the
modified Blondel scheme [52, 53] which uses the measured W+W− production cross-sections
for different beam polarisations; and ii) the angular fit method which uses the distribution
of the production angle cos θW of the W− with respect to the e− beam axis [54].

A comparison of these two methods is performed using the full simulation of events in
ILD. Semi-leptonic decays of W -pair events (qq`ν) are selected with an efficiency of 68.7 %
and 93 % purity. The charge of the lepton tags the charges of two W bosons so that the W−

angular distribution can be determined. In the modified Blondel scheme, the total luminosity
necessary to reach the desired relative precision of 0.2 % is around 500 fb−1. Using the angular
fit method the same level of precision can be achieved with an integrated luminosity of
250 fb−1. The lower luminosity demand reduces the time spent on the + + and −− helicity
combinations, which are less interesting from the physics point of view. To reach the desired
precision for the measurement of the beam polarisation, L = 250 fb−1 is required for the
case of 60 % positron polarisation, while L = 1200 fb−1 is required if only the baseline 30 %
positron polarization is available.

3.4.2 Heavy Gauge Boson Production in Littlest Higgs Model

The Littlest Higgs model with T-parity (LHT) has been proposed as a solution to the little
hierarchy problem. Since heavy gauge bosons acquire mass terms through the breaking of
the global symmetry, precise measurements of their masses allow a determination of the
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vacuum expectation value of the breaking (f). Furthermore, since the heavy photon, AH, is a
candidate for dark matter, the determination of its properties is important for both particle
physics and cosmology. However, at the LHC it is difficult to determine the properties of
heavy gauge bosons because they have no colour charge.

The potential of an ILD-like detector concept, studied using the fast simulation of the GLD
concept, is described in detail in [55]. Here the processes e+e− → AHZH → AHAHH at

√
s =

500 GeV and e+e− →W+
HW

−
H → AHW

+AHW
− at

√
s = 1 TeV, where AH, ZH, and W±H are

the heavy gauge bosons, are studied. The experimental signatures considered for each process
are b-jets with missing energy and four-jets with missing energy. The masses and the vacuum
expectation value, f , were set to (MAH

,MZH
,M±WH

) = (81.9 GeV, 369 GeV, 368 GeV), mH =
134 GeV and f = 580 GeV. It is found that the masses of AH and ZH can be measured with an
accuracy of 16.2 % and 4.3 % respectively at

√
s = 500 GeV, and those of AH and WH can be

determined with an accuracy of 0.2 % and 0.8 % respectively at
√
s = 1 TeV [55]. In addition

f can be with measured to 4.3 % at
√
s = 500 GeV and 0.1 % at

√
s = 1 TeV. Finally it is

shown that the abundance of dark matter relics can be determined to the 10% and 1% levels
at
√
s = 500 GeV and

√
s = 1 TeV, respectively. These accuracies are comparable to those of

the current and future cosmological observations of the cosmic microwave background.

3.4.3 ZHH Production

The Higgs boson tri-linear coupling can be studied at the ILC through the processes e+e− →
νeνeHH and e+e− → ZHH. For mH = 120 GeV, the cross section for the latter process
is 0.18 fb at

√
s = 500 GeV. The qqbbbb decay mode (34 % of the ZHH decays) has been

studied using the ILD simulation and reconstruction [56]. A multi-variate selection including
the invariant masses of jet combinations and flavour tagging information is used. For an
integrated luminosity of 500 fb−1, a precision of 90 % on σ(e+e− → ZHH) is achieved. It
should be noted that the sensitivity does not yet approach that of earlier fast simulation
studies [44]. Whilst significant improvements are expected, this study demonstrates the
difficulty of this analysis; excellent particle flow and flavour tagging performance are likely
to prove essential for this important measurement.

3.5 CONCLUSIONS

3.5.1 Detector Performance

It has been demonstrated in Section 3.2 that ILD meets the requirements for an ILC detector:

• Track reconstruction: The ILD tracking system provides highly efficiency track re-
construction (∼ 99.5 %), even in a dense multi-jet environment.

• Momentum resolution: When hits in the TPC are combined with those in Si tracking
detectors, the asymptotic value of the momentum resolution is σ1/pT ≈ 2×10−5 GeV−1,
as required.

• Impact parameter resolution: For either option for the VTX layout, the required
impact parameter resolution is achieved, with asymptotic values of σrφ = 2µm and
σrz = 5µm.

• Particle flow performance: A jet energy resolution of < 3.8 % is achieved for jets
in the energy range 40− 400 GeV. For the range of energies typical of much of the ILC
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physics, 80 − 200 GeV the jet energy resolutions is ≈3 %. The performance does not
depend strongly on the polar angle of the jet, except in the very forward region.

3.5.2 Physics Performance

The physics benchmark studies presented above are summarised in Table 3.5-7. However,
care is needed in interpreting the results shown. They do not represent the ultimate ILD
performance as significant improvements in the analyses are possible. However, the range
of different measurements studied and precision achieved demonstrate the general purpose
nature of ILD.

Analysis
√
s Observable Precision Comments

Higgs recoil mass 250 GeV

σ(e+e− → ZH) ±0.30 fb (2.5 %) Model Independent

mH 32 MeV Model Independent

mH 27 MeV Model Dependent

Higgs Decay 250 GeV

Br(H→ bb) 2.7 % includes 2.5 %

Br(H→ cc) 12 % from

Br(H→ gg) 29 % σ(e+e− → ZH)

τ+τ− 500 GeV

σ(e+e− → τ+τ−) 0.29 % θτ+τ− > 178◦

AFB ±0.0025 θτ+τ− > 178◦

Pτ ±0.007 exclucing τ → a1ν

Gaugino Production 500 GeV

σ(e+e− → χ̃+
1 χ̃
−
1 ) 0.6 %

σ(e+e− → χ̃0
2χ̃

0
2) 2.1 %

m(χ̃±1 ) 2.4 GeV from kin. edges

m(χ̃0
2) 0.9 GeV from kin. edges

m(χ̃0
1) 0.8 GeV from kin. edges

e+e− → tt 500 GeV

σ(e+e− → tt) 0.4 % (bqq) (bqq) only

mt 40 MeV fully-hadronic only

mt 30 MeV + semi-leptonic

Γt 27 MeV fully-hadronic only

Γt 22 MeV + semi-leptonic

AtFB ±0.0079 fully-hadronic only

Smuons in SPS1a’ 500 GeV
σ(e+e− → µ̃+

L µ̃
−
L ) 2.5 %

m(µ̃L) 0.5 GeV

Staus in SPS1a’ 500 GeV m(τ̃1) 0.1 GeV ⊕ 1.3σLSP

WW Scattering 1 TeV
α4 −1.4 < α4 < 1.1

α5 −0.9 < α5 < +0.8

TABLE 3.5-7
A summary of the main observables presented in Section 3.3.
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CHAPTER 4

The ILD Sub-Detector Systems

The ILD detector is strongly influenced by two basic assumptions about experimentation at
a linear collider: particle flow as a way to reconstruct the overall event properties, and high
resolution vertexing. Particle flow calorimetry requires a reliable and redundant tracking
system which enables charge particle momenta to be reconstructed with high precision, and
in particular, with very high efficiency. ILD is built around a calorimeter system with very
good granularity both in the transverse and in the longitudinal direction, and a combination
of Silicon and gaseous tracking systems. Vertexing, the other great challenge, is addressed
by a high precision pixelated detector very close to the interaction point.

In this section the different sub-detectors are described in more detail, proposed techno-
logical solutions are outlined, and necessary development work is highlighted, particularly
where it is essential to advance the concept to a point where this detector could be built.

Development of technologies for a detector at a linear collider is an active field, with
many ideas being pursued, and great advances in technology are being made. ILD therefore
does not at this moment exclude any promising technology from its consideration. Wherever
possible, ILD supports that more than one avenue is followed to eventually identify the
best solution possible. Therefore, at this stage, all promising technologies are considered as
possible candidates for the ILD detector. Consequently for a number of subdetectors more
than one option are described.

4.1 VERTEX DETECTOR

The Vertex Detector (VTX) is the key to achieving very high performance flavour tagging by
reconstructing displaced vertices. It also plays an important role in the track reconstruction,
especially for low momentum particles which don’t reach the main tracker or barely penetrate
its sensitive volume because of the strong magnetic field of the experiment, or due to their
shallow production angle.

The flavour tagging performance needed for physics implies that the first measured point
on a track should be as close as possible to the IP. This creates a major technical challenge
because of the rapidly increasing beam-related background when approaching the IP. The
sensor technology best adapted to the high background environment is not yet defined. It is
however clear that existing technologies are not able to satisfy all of the requirements defined
by the physics goals (granularity, material budget) and those imposed by the running condi-
tions near the IP (e.g. occupancy and radiation dose). Several alternative, innovative, pixel
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technologies are being considered and actively developed to satisfy the VTX requirements.
The VTX flavour tagging performance relies on a low material budget for the detector

sensors and the support structures. The VTX is also necessary in some physics studies to
measure the vertex charge (the net charge of all tracks from the decay chain) which implies
distinguishing between the tracks from the primary vertex and the decay chain. This is
particularly challenging for low momentum tracks in the jet. Finally, secondary particle
production and trajectory kinks due to secondary interactions with the detector material
need to be mitigated because of their impact on the particle flow reconstruction. Minimising
the VTX material budget therefore motivates an ambitious R&D programme.

4.1.1 Physics Driven Requirements and Running Constraints

To identify the flavor (b or charm) of heavy-flavor jets, to measure the associated vertex
charge, and to recognize tau-lepton decays, the VTX design needs to be optimised in terms of
single point resolution and distance between the first measured point of tracks and the IP. The
high granularity necessary to achieve the single point resolution needs to be complemented
with a particularly low material budget allowing high precision pointing with low momentum
tracks. A high granularity is also required to separate neighboring tracks in a jet, a constraint
which applies predominantly to the detector elements closest to the IP.

Following the usual convention, the performances of the VTX in terms of impact pa-
rameter resolution are summarised in a compact way by its well known gaussian expression:

σip = a⊕ b/p · sin3/2 θ (i)

The parameters a and b are required to be below 5 µm and 10 µm·GeV/c, respectively.
Monte-Carlo studies show that these specifications are met with the following inputs:

• a single point accuracy of . 3 µm,

• a vertex detector geometry providing a first measured point of tracks at ∼ 15 mm from
the IP.

• a material budget between the IP and the first measured point restricted to a few per
mill of radiation length.

The values of a and b significantly exceed those achieved so far, as illustrated by the com-
parison made in table 4.1-1, which provides values of a and b obtained with vertex detectors
operated at LEP, SLC and LHC as well as planned at RHIC.

To achieve this new tagging performance standard, a beam pipe radius of 14 mm is
envisaged, which is still compatible with the need to contain the core of the beam-related
pair background within the vacuum pipe. The pipe is assumed to be made of machined
beryllium, 250 µm thick, potentially covered with a 25 µm thin foil of titanium against
background from synchrotron radiation. Beam-related background, which ultimately sets the
performance limits for the VTX, is expected to be dominated by beamstrahlung e+e− pairs.
Most of these have low transverse momentum and remain trapped inside the vacuum pipe by
the 3.5 T solenoid field. Extensive Monte-Carlo simulations, based on the GuineaPig [57] and
CAIN generators [58], were performed to estimate the rate of e± reaching the vertex detector.
The predicted rates amount to 5.3/4.4 ± 0.5 hits/cm2 per bunch crossing (BX) at 15/16 mm
radii, including e± backscattered from elements located near the outgoing beam lines [59].
Since most of these e± have a transverse momentum close to the cut-off value of . 10 MeV/c,
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Accelerator a (µm) b (µm·GeV/c)
LEP 25 70

SLC 8 33

LHC 12 70

RHIC-II 13 19

ILD < 5 < 10

TABLE 4.1-1
Values of the parameters a and b entering the expression of σip foreseen for the ILD, compared to those
achieved with past, present or upcoming experiments at existing colliders.

they tend to penetrate the sensitive volume of the VTX sensors at rather shallow angle, and
tend to tend to generate pixel clusters which are elongated in the beam direction. This
feature may be used offline to reject a substantial fraction of the beamstrahlung clusters. It
also impacts the radiation dose. The annual dose was calculated to be in the order of 500 Gy
ionising dose per year, with a corresponding fluence of . 1011 neq/cm2 at 15 mm radius.
To account for the limited accuracy of the simulated beamstrahlung e± rate, the latter was
multiplied by a safety factor of 3 to derive the sensor specifications. Other backgrounds, such
as photon and neutron gas, are expected to add marginal contributions. Overall, the annual
radiation levels the sensors have to comply with are in excess of 1 kGy and of 1011 neq/cm2.

Another environmental concern entering the specifications of the VTX is related to the
electrical interference associated with leakage of the beam-related RF from ports used for
beam position monitors and other equipment in the interaction region. Their potential effect
is motivating specific (delayed) signal processing read-out architectures of the sensors, taking
advantage of the ILC beam time structure.

4.1.2 Global Design Aspects

The VTX design is still evolving, but its prominent aspects are well defined. It is made of
5 or 6 cylindrical layers, all equipped with . 50 µm thin pixel sensors providing a single
point resolution of 2.8 µm all over the sensitive VTX area (see sub-section 4.1.3.1). The
innermost layer has a radius of 15-16 mm, a value for which the beam-related background
rate is expected to still be acceptable. As a consequence, the innermost layer intercepts all
particles produced with a polar angle (θ) such that | cos θ| . 0.97.

Two alternative geometries are being considered, one (called VTX-SL) featuring 5 equidis-
tant single layers (i.e. equipped with one layer of sensors only), and an alternative option
(called VTX-DL) featuring 3 double layers (i.e. each layer being equipped with two, . 2 mm
apart, arrays of sensors ). They are not associated with a specific sensor technology. The
double layer option allows spatial correlations between hits generated by the same particle in
the two sensor layers equipping a ladder, even if the occupancy is high. It is therefore more
robust against (low momentum) beamstrahlung background. It is also expected to provide
additional pointing accuracy. Moreover, it should facilitate the internal alignment, allowing
the use of a large fraction of tracks traversing the overlapping bands of neighbouring ladders.
Finally, it is expected to improve the modeling with tracks reconstructed at shallow angle in
the very forward region. This geometry may however be less efficient in reconstructing long
lived B mesons decaying outside of the beam pipe. It is also technically more challenging
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FIGURE 4.1-1. Vertex detector geometries of the two design options. Left: 5 single ladders (VTX-SL).
Right: 3 double ladders (VTX-DL).

because of the additional difficulty to realise double ladders as compared to single ones. It
may however be robust against mechanical distortions resulting from power pulsing the sen-
sors inside the solenoid field. The two VTX geometries are displayed on figure 4.1-1. Some
of their main geometrical parameters are listed in table 4.1-2.

radius [mm] ladder length [mm] read-out time [µs]

geometry VTX-SL VTX-DL VTX-SL VTX-DL VTX-SL VTX-DL

layer 1 15.0 16.0/18.0 125.0 125.0 25–50 25–50

layer 2 26.0 37.0/39.0 250.0 250.0 50–100 100-200

layer 3 37.0 58.0/60.0 250.0 250.0 100-200 100-200

layer 4 48.0 250.0 100-200

layer 5 60.0 250.0 100-200

TABLE 4.1-2
Radius and ladder length for each layer of the two vertex detector geometries. For the double layer option
(VTX-DL), the radii are provided for each of both pixel arrays equipping a ladder.The read-out times are
provided for each layer in the specific case of a continuous sensor read-out (see subsection 4.1.3).

The complete VTX-SL ladder thickness is equivalent to 0.11 % X0, while the double
ladders of VTX-DL represent 0.16 % X0. These values assume 50 µm thin silicon pixel
sensors. The length of the innermost ladder (125 mm) is limited due to the radial expansion
of the pair background envelope as it diverges from the IP. It would shrink significantly when
considering the so-called ”low-P” option of the machine parameter. In this case, the innermost
ladders should be shortened to < 100 mm and/or the inner radius should be increased in
ordre to accommodate the increased beam-beam disruption. The loss in physics performance
consecutive to the geometrical acceptance shrinkage and to the potential impact parameter
resolution degradation is still being evaluated.
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Both device options are enclosed in a ∼ 500 µm thick (0.14 % X0), 65 mm radius,
cylindrical beryllium support. The latter is surrounded by a light foam cryostat (0.05 % X0),
complemented with a 0.5 mm aluminum foil (0.55 % X0) which acts as a Faraday cage. The
whole system, including support, cryostat and cage adds up to 0.74 % X0. While the ladders
of the three (resp. two) external layers of VTX-SL (resp. VTX-DL) are mounted on the
beryllium support, the ladders composing the inner layers are supported by straight sections
of the vacuum pipe.

The detector alignment is expected to proceed through two main steps. The ladders will
first be aligned inside their layer. An overlap of . 500 µm between the sensitive areas of
neighbouring ladders is foreseen for this purpose. Tracks with momentum in excess of a
couple of GeV/c traversing these overlapping bands will be used. Next the layers will be
aligned with respect to the rest of the detector using straight tracks such as those of µ+µ−

final states.

The pros and cons of each design option are still being assessed. Moreover, the concept
itself, which assumes extended cylinders, rather than shorter ones complemented with disks
at small polar angle, is based on the present understanding of the minimal material budget
which would separate the barrel from the disks. Depending on the evolution of technologies
and materials, the choice between both alternatives may be reconsidered.

4.1.3 Pixel Technology and System Integration Studies

4.1.3.1 R&D on Pixels and Read-out Architectures

Intensive R&D has been under way for several years, addressing the numerous challenging
issues underlying the vertex detector specifications. Because of the scale of the challenge
and of its complexity, several alternative sensor technologies are being developed in parallel,
aiming for the best suited ones. The goal of the development is to optimise the charge
sensing system and the charge to electrical signal conversion, as well as the read-out, steering
and control micro-circuits. The technologies presently concentrating most of the R&D effort
within the ILD group are CMOS sensors [60, 61, 62, 63], DEPFETs [64, 65], FPCCDs [66, 67],
and ISIS [64]. Since recently, CMOS sensors exploiting vertical integration technology [68]
are also developed. Alternative technological approaches mentioned in [64] may also be
considered, though not currently developed inside the ILD group. The R&D achieved so far
has already demonstrated that the goals of a single point resolution of (. 3 µm), double hit
separation of (. 40 µm) and sensor thickness of (. 50 µm) are achievable.

The most demanding requirement for all technologies is to comply with the occupancy
generated by the beam related background in the innermost layers. Two alternative ap-
proaches are being investigated, one where the sensors are read out continuously, and one
where the signal is stored during the whole train duration and read out during the beamless
period separating two consecutive trains.

In the continuous read-out approach, most of the R&D effort is invested in achieving
the low noise high read-out frequency required for the inner layers, while keeping the power
consumption at an affordable level. Typical read-out time target values are summarised in
table 4.1-2 for each layer. Present R&D achievements indicate that the upper bounds of each
time interval can already be considered as within reach.

Power dissipation estimates, based on fabricated sensors and accounting for power cycling,
were performed. It was assumed that the beam time structure can be used to suppress the
power during a large fraction of the inter-train time by about two orders of magnitude,
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estimating to about 1 − 2 milliseconds before and after the train the transient time needed
to switch on and off all sensors in a well controlled way. In this case, Lorentz forces applied
to the ladders are expected to remain acceptable. With a rather conservative duty cycle of
2% (while the machine duty cycle is 0.5%), the average power dissipation would amount to a
few tens of watts only (e.g. 30 W for CMOS sensors [60]). Such values are compatible with
modest cooling, based on air flow, which does not require introducing additional material in
the VTX fiducial volume.

Power consumption may even be mitigated more with the delayed read-out approach
because of the very low read-out clock frequency it allows for, a feature which also translates
into reduced Lorentz forces on the ladders. Moreover, if the signal charge is converted into
an electrical signal only after the end of the train (e.g. like in FPCCD or ISIS devices),
immunity against EMI can be reinforced.

Most pixel technologies and read-out architectures still need at least a couple of years until
all main VTX specifications have been addressed. The recently considered vertical integration
approach, which may have the highest potential, is likely to need more time to reach maturity.
It may be a technological solution for a second generation VTX, to be used a couple of years
after the start of the ILC programme. It is in particular a promising solution for the machine
operation near 1 TeV, where the beam-related background may call for sensors substantially
faster than those needed at 500 GeV.

4.1.3.2 System Integration Studies

The R&D on the sensors and their read-out circuits is complemented with studies addressing
their main system integration issues. One of the main aims of these studies is to tackle the
design goal of . 0.1 % X0 thickness per layer over their active area. Attempts are made
to find materials which combine low density and high rigidity against potential vibrations
generated by the air cooling system and by power cycling (temperature gradient, Lorentz
forces). The latter also requires good thermal expansion compatibility between the support
and the sensors. Low density materials were tested [64], such as silicon carbide foam, which
have a thermal expansion coefficient close to silicon, and feature a density of a few per-cent
only. They may actually also be used for the structural material of the entire VTX assembly.

Trials to use silicon as a support material are also made [65]. They consist in using the
silicon substrate of the sensors, excavating the silicon bulk wherever it is not essential for the
ladder stability. The latter is provided by ”window frames” left after the bulk excavation.
This approach is currently followed for the upgrade of the SuperBELLE vertex detector [69].

Finally, a third approach consists in extrapolating from the current state-of-the-art. It
relies on the ladders equipping the upcoming PIXEL vertex detector of the STAR experiment
at RHIC [70]. With a total material budget of ∼ 0.3 % X0, its concept may be extended to
the ILD with an ultimate budget of . 0.2 % X0.

4.1.4 Outlook

Definite choices concerning the sensor technology, the read-out architecture and the ladder
design still have to wait until full-scale fully-serviced ladders, as well as still more realistic
simulation studies are available. For instance, a detailed understanding of the handling of
the beam-related background will impact the maximal background rate acceptable, with
direct consequences on the read-out architecture and the sensor technology. The validation
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of the VTX concept will follow, including the outcome of current studies of servicing issues,
presumably around 2012.

4.2 SILICON TRACKING

The tracking system of the ILD has been optimised to deliver outstanding resolution together
with excellent efficiency and redundancy. The choice of ILD is a combination of gaseous
tracking, giving a large number of hits, and the redundancy this gives, with a sophisticated
system of silicon based tracking disks and barrels. Together the system achieves excellent
resolution, and covers the solid angle down to the very forward region.

An important consideration is the ability of the system to be calibrated to the desired
precision. Here the combination of gaseous and silicon based tracking offers some unique
advantages due to the very different nature of possible systematic distortions, and due to the
possibility to cross-calibrate the different systems. For example, the Silicon tracker will help
in monitoring possible field distortions in the TPC, as well as contributing to alignment and
time stamping (bunch tagging). Silicon tracking is relatively easy to calibrate and as such
it is expected to provide robustness, redundancy, and ease in the calibration of the overall
tracking system.

The silicon tracking system of the ILD has been developed by the SiLC collaboration.
Detailed descriptions of the wide ranging R&D activities conducted within the SiLC collabora-
tion can be found in the latest documents and presentations issued by the SiLC Collaboration,
and references therein [71, 72, 73, 74, 75, 76].

4.2.1 Baseline Design of the Silicon Trackers

Combined with the Silicon vertex detector and the central gaseous tracker TPC, a Silicon
Tracking system is proposed for the ILD. It is based on modern Silicon detector technology,
deep sub micron CMOS technology for the front-end (FE) electronics with a new on-detector
electronics connection and new material technology for the support architecture. Special
challenges for the ILD are a significant reduction in material compared to the most recent
examples of large scale silicon detectors (e.g. LHC detectors), operating at very low power,
and reaching excellent point resolution and calibration. The Silicon tracker is made of two
sets of detectors:

• The first set is located in the central barrel and is made of the SIT (Silicon Internal
Tracker), and the SET (Silicon External Tracker). Both devices have false double-sided
Silicon strip detectors, together providing three precision space points.

• The second set is located in the forward region and is constituted of the FTD (For-
ward Tracking Detector) in the very forward region, and the ETD (end cap Tracking
Detector), providing a space point between the TPC endplate and the calorimeter in
the endcap region.

The complete silicon tracking system is implemented in the MOKKA simulation of the ILD,
including estimates of support structures.

4.2.1.1 The Silicon Tracker in the Barrel: SET and SIT

The SIT is positioned in the radial gap between the vertex detector and the TPC. The role
of the SIT is to improve the linking efficiency between the vertex detector and the TPC; it
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improves the momentum resolution and the reconstruction of low pT charged particles and
improves the reconstruction of long lived stable particles.

The SET is located in the barrel part between the TPC and the central barrel electromag-
netic calorimeter (ECAL). The SET gives an entry point to the ECAL after the TPC end wall
(3% X0). It acts as the third Silicon layer in the central barrel and also improves the overall
momentum resolution. The SIT and SET, in addition to improving momentum resolution
(Fig. 4.2-3), provide time-stamping information for separation between the bunches and thus
allowing the bunch-tagging of each event. These two central Silicon components may serve
in monitoring the distortion of the TPC and for the alignment of the overall tracking.

4.2.1.2 The Endcap and Forward Silicon Tracking: ETD and FTD

The FTD is positioned in the innermost part of the tracking region, and covers the very
forward region down to about 0.15 radians. In total seven disks are foreseen in this region.

The ETD is positioned between the TPC end cap and the end cap calorimeter system. The
role of the ETD is to serve as entry point for the calorimeter and to improve the momentum
resolution for the charged tracks with a reduced path in the TPC. Moreover it helps reducing
the effect of the material of the TPC End Plates (currently estimated to be 15% X0). It
thus might improves the matching efficiency between the TPC tracks and the shower clusters
in the EM calorimeter. It also contributes to extending the lever arm and angular coverage
of the overall tracking system at large angle. Both the ETD and the FTD ensure the full
tracking hermeticity.

4.2.2 Performances of the Silicon tracking system

The main detector performances of the Silicon tracking ILD system are summarized in terms
of its contribution to i) full angular coverage, ii) momentum and impact parameter resolu-
tion, iii) calibration of distortions, iv) alignment, v) time stamping (bunch tagging), and vi)
redundancy and robustness of the overall tracking system. Full simulation studies are being
performed in order to best understand the performances of the Silicon tracking system in
terms of momentum and spatial reconstruction and pattern reconstruction. These detailed
simulations are completing the already available performance studies based on fast simulation
(LiC Detector Toy Monte Carlo “LDT” and SGV) [71].

4.2.2.1 Angular Coverage

Combining the Silicon components with the vertex detector and the TPC ensures efficient
tracking over the full angular coverage down to very small angles close to the beam. It helps
in crucial regions such as: i) the transition from the central barrel to the End Cap region, ii)
the end cap regions and iii) the very forward regions (Fig. 4.2-2).

4.2.2.2 Momentum and Impact Parameters Performances

To demonstrate the contribution of the various Si tracking components to the improvement
of the overall tracking performances in terms of momentum and impact parameter resolution,
a number of studies have been performed based on both fast simulation and the MOKKA-
Marlin and GEANT 4 simulation. Some of the most relevant results (evaluation using fast
Monte Carlo, muon tracking) are shown in Figure 4.2-3.
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SIT characteristics (current baseline = false double-sided Si microstrips)

Geometry Characteristics Material

R[mm] Z[mm] cosθ Resolution R-φ[µm] Time [ns] RL[%]

165 371 0.910 R: σ=7.0, 307.7 (153.8) 0.65

309 645 0.902 z: σ=50.0 σ=80.0 0.65

SET characteristics (current baseline = false double-sided Si microstrips)

Geometry Characteristics Material

R[mm] Z[mm] cosθ Resolution R-φ[µm] Time [ns] RL[%]

1833 2350 0.789 R: σ=7.0, 307.7 (153.8) 0.65

1835 2350 0.789 z: σ=50.0 σ=80.0 0.65

FTD characteristics (current baseline = pixels for first 3 disks, microstrips for the other 4))

Geometry Characteristics Material

R[mm] Z[mm] cosθ Resolution R-φ[µm] RL[%]

39-164 220 0.985-0.802 0.25

49.6-164 371.3 0.991-0.914 0.25

70.1-308 644.9 0.994-0.902 0.25

100.3-309 1046.1 0.994-0.959 σ=7.0 0.65

130.4-309 1447.3 0.995-0.998 0.65

160.5-309 1848.5 0.996-0.986 0.65

190.5-309 2250 0.996-0.990 0.65

ETD characteristics (current baseline = single-sided Si micro-strips, same as SET ones)

Geometry Characteristics Material

R[mm] Z[mm] cosθ Resolution R-φ[µm] RL[%]

419.3-1822.7 2426 0.985-0.799 x:σ=7.0 0.65

419.3-1822.7 2428 0.985-0.799 y:σ=7.0 0.65

419.3-1822.7 2430 0.985-0.799 z:σ=7.0 0.65

TABLE 4.2-3
The projected values of basic SIT, SET, FTD, and ETD characteristics.

TPC

Beam pipe

FTDSITVTXInner Support Structure

(ISS)

Adjustable support of 

ISS on TPC endflange

VXD supported by 

beam tube
Beampipe supported by cables 

from support structure

Cables/services
Bellows

(both sides)

FIGURE 4.2-2. Silicon tracking components as described in the Table 4.2-3 (GEANT 4-based simulation).
The plot on the right shows a side-view of the inner silicon tracking system, including the support structure.

For tracks in the barrel region the present combined Silicon and TPC tracking system
delivers an outstanding momentum resolution of σ(∆pT /p

2
T ) < 2 · 10−5 GeV as shown in

Fig. 4.2-3(left). The plots compare four different arrangements: the ILD setup as described
above (blue), a setup without the inner tracker SIT (red), a setup without the external tracker
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FIGURE 4.2-3. Left plot: barrel region, transverse momentum reduced resolution as function of pT . Right
plot: forward region, transverse momentum reduced resolution as function of absolute momentum p. The
different scenarios are described in the text.

VTX (3× 3µm2) VTX (5× 5µm2) VTX (3× 3µm2) VTX (3× 3µm2)

+ SIT (5× 10µm2) + SET (5× 50µm2)

σ(R-φ)@ R = 150cm 1.3 cm 2.2 cm 0.6 mm 78 µm

σ(z)@ R = 50cm 35 µm 60 µm 16 µm 28 µm

σ(z)@ R = 100cm 77 µm 126 µm 39 µm 30 µm

σ(z)@ R = 118cm 118 µm 192 µm 50 µm 39 µm

TABLE 4.2-4
The precision of the extrapolated R-φ and z-coordinates for a 100 GeV track at θ = 90◦, at three radii in
the TPC volume.

SET (green), and a setup without SIT and SET (black).
Figure 4.2-3(right) shows the momentum resolution for very forward going tracks, for

three different angular ranges. While the addition of the silicon tracking system improves
the momentum resolution, the impact parameter resolution remains virtually unchanged.

Table 4.2-4 offers an alternative illustration to the improvement generated by both SIT
and SET on spatial resolution.

4.2.2.3 Distortion Monitoring and Handling

The Silicon trackers are mechanically stable devices which will help improve the absolute
alignment of the overall tracking system, and of the ILD as a whole. This alignment is
sensitive in particular to temperature fluctuations, which will need to be understood to the
2 µm level. These alignment systematics will be very different from the TPC ones. The
TPC is sensitive to ambient temperature and to atmospheric pressure variations, to non-
homogeneities in E and B fields, etc. In particular the E drift field in the TPC may depend
on space charge transient effects due to variations in the machine backgrounds. The SIT and
SET give an independent and effective means to monitor accurately such effects on real data.
Experience at LEP has shown that this capability gives an invaluable redundancy during
data analysis, and a unique mean to disentangle and understand anomalous behaviours. It
is a necessary complement to the unique pattern recognition capabilities of the TPC.
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4.2.2.4 Electronic Time Stamping

Based on the performances of the front end (FE) chip currently developed, currently a bunch
crossing tagging with a precision of 160 ns can be obtained corresponding to a shaping time
around 0.5-0.7 µs and 8 sampling cells. This precision depends on the sampling frequency.
A more refined estimate based on the Cleland and Stern algorithm [77], and function of the
signal to noise, the number of samples, and the shaping time, indicates that the currently
developed framework could allow identifying the bunch crossing with a resolution of order of
20 to 40 ns.

4.2.3 Calibration Procedures

The Front End Electronics as currently available in the current 130nm CMOS technology
includes a full readout electronic chain with a high level digital control of the functionality
of the overall chip. In particular a fully programmable test pulse system is included. It will
allow calibrating and monitoring of this signal processing device and play a crucial role in
the silicon DAQ.

Environmental conditions around the detector due to local temperature gradients, hu-
midity changes, etc. will induce some instability of the support structures comparable in size
to the precision of the detectors. Consequently, independent alignment systems monitoring
these changes will be needed. For the case of silicon trackers one can profit from the weak
(but non-zero) absorption of infrared light in Silicon and use laser beams as pseudo-tracks
that traverse consecutive sensors.

For the SIT and FTD subdetectors, which have several Silicon layers, the alignment
procedure is based on the use of their own tracking detectors as photo-sensors; the transmit-
tance of Silicon to infrared beams compared to the existing AMS and CMS tracker systems
can be improved by a further 20-30%, leading to a transmittance value between 70 to 80%.
Resolutions on the order of 2 microns can be obtained with this procedure [78].

The SET and ETD are single layer detectors; the SET can be aligned with respect to fidu-
cial marks on the outer cage of the TPC at the level of 100 microns by standard procedures.
The monitoring of the SIT position could be done one order of magnitude better [79]. Similar
procedures can be done for the ETD. Finally, tracks will be used for internal alignment at
the precision level of few microns, by using adequate χ2 minimisation algorithms already
employed in the LHC and other experiments.

4.2.4 Silicon Tracker Material Budget

A crucial concern of the design of the silicon tracking system has been to minimise the
material budget. New silicon sensors and modern material technology based on carbon fibre
composite materials (CFC) provide optimal solutions for the silicon tracking components.
New front end electronics based on DSM CMOS feature less power dissipation (see already
achieved performance of the newly developed FE chip) and allow a direct connection onto
the detector, thus removing the need for cooling. All these facts allow a reduction of the
sensitive thickness of the sensors to at least 250 µm, or 0.25% X0. Engineering studies have
shown that a support structure for the envisioned silicon detectors equivalent to a 1 mm thick
CFC layer are possible, corresponding to a contribution of 0.4%X0 per layer. Together with
services etc a thickness of 0.65% X0 per layer seems in reach (see table 4.2-3). The final goal

ILD - Letter of Intent 67



THE ILD SUB-DETECTOR SYSTEMS

is 0.5% RL per layer in the innermost part of the detector, which will need further R&D. A
further reduction might be possible if new sensor and support technologies become available.

4.2.5 Baseline construction and Integration of Silicon components

The baseline design to construct the ILD Silicon system is an unified design for all the
components apart from the very small FTD disks. The SIT, SET and ETD components will
be made of Silicon strip sensors with a unique sensor type. The current baseline are sensors
of square shape from a 6′′ wafer, 200µm thick, 50µm readout pitch (true pitch of 25µm). The
modules will be made of one up to a few sensors depending on the location of the module
in the detector. The readout chip will be directly connected onto the sensor. The chip will
be made in deep sub-micron technology (current prototypes are in 130nm technology), most
probably in 90 nm. It is a mixed analogue-digital FE and readout chip with a full processing
of the analogue signal, long shaping time (1µs), sparsification, digitisation and a high level
of digital processing allowing full programmability of the chip. A full prototype is presently
developed [80]. The power dissipation of at most 1m W per channel is achieved and power
cycling is included. The goal is to avoid a dedicated liquid cooling system, but instead to
rely on a forced gas cooling as is also considered for the VTX and the TPC systems. Details
of this however are not yet worked out.

The integration of the silicon tracking components depends critically on the neigbbouring
detectors. The SET will be made of 24× 2 identical super-modules, each covering 2.35× 0.5
m2 supported by a light structure made from composite material. The support structure will
be supported from the TPC end-flange, and might also rest at intermediate z-positions on
the TPC field cage. The two SIT layers will be made in the same way as the SET, namely
18 and 12 super-modules for the external and the innermost layers, respectively. Together
with the outer four FTD disks the SIT layers will be supported by a CFC support structure,
fixed to the TPC end-flange at their inner radius. The ETD, thanks to its XUV geometry is
built in the same way as the barrel components and will be fixed to the electromagnetic end
cap calorimeter.

The support architecture of SIT, SET and ETD will be designed in the same way focusing
on robust, very light and easy to mount structures. The design for the FTD disks is currently
based on pixels (same type as the vertex detector) for the first three disks and false double
sided strips for the other four disks. These four disks will be made of trapezoidal sensors and
altogether 16 petals as in the present ATLAS forward detector.

4.2.6 R&D needs and prospects for Silicon tracking

The Silicon technology for large-area tracking systems will continue to evolve over the next
years because of the stringent needs of the Large Collider experiments (LHC upgrades, ILC
and CLIC). The SiLC R&D collaboration takes an active part in these worldwide efforts
dedicated to novel and high technology. The group will continue to develop novel sensors.
Options include, as a first step, the edgeless planar micro-strip sensors followed by the 3D
planar micro-strips sensors. The goal is to have thinner, lower voltage biased strip sensors
and larger wafer size (8′′). In addition, the application of pixel technology to at least ded-
icated regions of the Silicon tracking, including 3D based pixel technology is part of this
R&D objective. The ongoing development of Front End and readout electronics based on
ASICs in very deep sub micron CMOS technology, with a high degree of processing of digi-
tal information on the detector, low noise, low power consumption, robustness (redundancy
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and fault tolerance), will be further pursued. New interconnection technologies of the ASIC
directly onto the sensors by bump bonding and then by 3D vertical interconnect as well as
new cabling techniques will be addressed. Challenging aspects on mechanics in order to build
light, robust, and large area mechanical structures, with stringent mechanical constraints
on alignment, stability (ex: push pull) and quality control will impact the final design and
construction of these devices. A reduced material budget resulting in improved tracking per-
formance, robustness, reliability, easy to build (and not expensive) are the main goals of this
ambitious R&D program [71].

4.3 THE TIME PROJECTION CHAMBER

4.3.1 Motivation

The subdetectors for the linear collider detector must be designed coherently to cover all
possible physics channels because their roles in reconstructing these channels are highly in-
terconnected. Two important aspects for tracking are, (a) precision-physics measurements
require that the momentum of charged tracks be measured an order of magnitude more pre-
cisely than in previous experiments, and (b) high resolution measurements of the jet-energy
using the particle-flow technique require efficient reconstruction of individual particles within
dense jets. Aspects (a) and (b) for the ILD detector are demonstrated in Section 3.2.1 and
3.2.4. of this document.

A TPC as the main tracker in a linear collider experiment offers several advantages.
Tracks can be measured with a large number of three-dimensional rφ,z space points. The
point resolution, σpoint, and double-hit resolution, which are moderate when compared to
silicon detectors, are compensated by continuous tracking. The TPC presents a minimum
amount of material X0 as required for the best calorimeter performance. A low material
budget also minimizes the effect due to the ∼103 beamstrahlung photons per bunch-crossing
which traverse the barrel region. Topological time-stamping in conjunction with inner silicon
detectors is precise to ∼2 ns so that tracks from interactions at different bunch-crossings
or from cosmics can readily be distinguished. To obtain good momentum resolution and
to suppress backgrounds, the detector will be situated in a strong magnetic field of several
Tesla, for which the TPC is well suited since the electrons drift parallel to ~B. The strong
B-field improves σpoint and the two-hit resolution by compressing the transverse diffusion of
the drifting electrons to O(1 mm) [81].

Continuous tracking facilitates reconstruction of non-pointing tracks, e.g. from V0s or
certain Susy (GMSB) channels, which are significant for the particle-flow measurement and in
the reconstruction of physics signatures in many standard-model-and-beyond scenarios. The
TPC gives good particle identification via the specific energy loss dE/dx which is valuable for
the majority of physics analyses and for electron identification. The TPC will be designed to
be robust while easy to maintain so that an endcap readout module can readily be accessed
if repair is needed.

A Time Projection Chamber (TPC) is chosen for the central tracker because of its demon-
strated performance in past collider experiments [82]. The main design issues at the linear
collider are covered in Section 4.3.2. In Section 4.3.3, the R&D by the LCTPC groups[83, 84]
to determine the best state-of-the-art technology for the TPC is described.
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4.3.2 Design

There are important, and interconnected, design issues related to the performance, endcap,
electronics, fieldcage, robustness in backgrounds, corrections and alignment. Since methods of
investigating these issues have been established from past operational experience, the LCTPC
groups have been actively investigating all aspects since 2001.

4.3.2.1 Performance

Main goals for the TPC performance at the linear collider are given in Table 4.3-5. Under-
standing the properties and achieving the best possible point resolution have been the object
of R&D studies of Micro-Pattern Gas Detectors (MPGD), MicroMegas[85] and GEM[86]
(Section 4.3.3), and results from this work are reflected in Table 4.3-5. More details about
the issues are explained in the following paragraphs.

TABLE 4.3-5
Goals for performance and design parameters for an LCTPC with standard electronics.

Size φ = 3.6m, L = 4.3m outside dimensions

Momentum resolution (3.5T) δ(1/pt) ∼ 9× 10−5/GeV/c TPC only (× 0.4 if IP incl.)

Momentum resolution (3.5T) δ(1/pt) ∼ 2× 10−5/GeV/c (SET+TPC+SIT+VTX)

Solid angle coverage Up to cos θ ' 0.98 (10 pad rows)

TPC material budget ∼ 0.04X0 to outer fieldcage in r

∼ 0.15X0 for readout endcaps in z

Number of pads/timebuckets ∼ 1×106/1000 per endcap

Pad size/no.padrows ∼ 1mm×4–6mm/∼200 (standard readout)

σpoint in rφ < 100µm (average over Lsensitive, modulo track φ angle)

σpoint in rz ∼ 0.5 mm (modulo track θ angle)

2-hit resolution in rφ ∼ 2 mm (modulo track angles)

2-hit resolution in rz ∼ 6 mm (modulo track angles)

dE/dx resolution ∼ 5 %

Performance > 97% efficiency for TPC only (pt > 1GeV/c), and

> 99% all tracking (pt > 1GeV/c) [87]

Background robustness Full efficiency with 1% occupancy,

simulated for example in Fig. 4.3-4(right)

Background safety factor Chamber will be prepared for 10 × worse backgrounds

at the linear collider start-up

4.3.2.2 Endcap

The two TPC endcaps will have an area of 10 m2 each. The readout pads, their size, ge-
ometry and connection to the electronics and the cooling of the electronics, are all highly
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correlated design tasks. The material of the endcap and its effect on ECAL for the particle-
flow measurement in the forward direction must be minimized, and the goal is to keep it
below 15%X0. Designing for the finest possible granularity will minimize the occupancy aris-
ing from the TPC drifttime integrating over about 100 bunch-crossings[88]. The sensitive
volume will consist of several×109 3D-electronic standard-readout voxels (two orders of mag-
nitude more than at LEP) or 1012 voxels in case of pixel readout. Development of the layout
of the endcaps, i.e. conceptual design, stiffness, division into sectors and dead space, has
started, and first ideas are shown below (Section 4.3.3).

4.3.2.3 Electronics

For the readout electronics, one of the important questions is the density of pads that can be
accommodated while maintaining a stiff, thin, coolable endcap. The options being studied are
(A) standard readout of several million pads or (B) pixel readout of a thousand times more
pads using CMOS techniques. Table 4.3-5 assumes standard readout electronics; a similar
table for pixel electronics will be made when the R&D is further advanced [83] [84]. A basic
ingredient for the front-end electronics will be the use of power-pulsing which is possible due
to the bunch-train time structure and is assumed to give a power reduction of order 100;
what can be achieved in practice is an important R&D issue (Section 4.3.3).

(A) Standard readout:
Small pads, ∼ 1mm×5mm, have been found to provide good resolution from the R&D work
and to guarantee the low occupancy in Table 4.3-5. Studies have started to establish the
realistic density of pads that can be achieved on the endcap. A preliminary look at the
FADC approach (à la Alice[89][90]) using 130 nm technology indicates that even smaller sizes
might be feasible. An alternative to the FADC-type is the TDC approach (see [84][90]) in
which time of arrival and charge per pulse by time-to-charge conversion are measured. In
preparation for the possibility that the material budget requires larger pads, the resistive-
anode charge-dispersion readout technique[91] is being studied as an option to maintain the
good point resolution. Since this technique could compromise the two-track resolution, more
R&D is required.

(B) CMOS pixel readout:
A new concept for the combined gas amplification and readout is under development [84][92].
In this concept the “standard” MPGD is produced in wafer post-processing technology on
top of a CMOS pixel readout chip, thus forming a thin integrated device of an amplifying
grid and a very high granularity endcap with all necessary readout electronics incorporated.
For a readout chip with ∼ 50µm pixel size, this would result in ∼ 2 · 109 pads (∼ 4 · 104

chips) per endcap. This concept offers the possibility of pad sizes small enough to observe
the individual primary electrons formed in the gas and to count the number of ionisation
clusters per unit track length, instead of measuring the integrated charge collected. The
R&D program (Section 4.3.3) will determine on what time scale this technology will become
feasible for a large TPC[83].

4.3.2.4 Fieldcage

The design of the inner and outer fieldcages involves the geometry of the potential rings, the
resistor chains, the central HV-membrane, the gas container and a laser system. These must
be laid out to sustain at least 100kV at the HV-membrane with a minimum of material. The
goals for the inner and outer fieldcage thicknesses are about 1%X0 and 3%X0, respectively,
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FIGURE 4.3-4. Occupancy for xyz = 1×5×5mm3 voxels (left, top) and space charge(left, bottom) due to
the major beam-beam effects (beamstrahlung photons, electron-positron pairs and neutrons) as simulated
in [88]. Study of the tracking efficiency in the presence of backgrounds (right); this study [94] assumed a
conservative voxel size of 3× 10× 40mm3.

while the chamber gas adds another 1%X0. For alignment purposes the laser system is
foreseen and may be integrated into the fieldcage [89][93]. The non-uniformities due to the
fieldcage design and fabrication can be minimized using the experience gained in past TPCs.

4.3.2.5 Backgrounds and robustness

The issues are the space-charge, covered in the next item below, and the track-finding effi-
ciency in the presence of backgrounds which will be discussed here. There are backgrounds
from the collider, from cosmics or other sources and from physics events. The main source is
the collider, which gives rise to gammas, neutrons and charged particles due to γγ interactions
and beam-halo muons being deposited in the TPC at each bunch-crossing [83]. Simulations
of the main sources [88] arising from beam-beam effects–gammas, pairs and neutrons–under
nominal conditions indicate an average occupancy of the TPC of less than 0.1%, Fig. 4.3-4
(left). The TPC track finding remains robust at these occupancies; the continuous 3D-
granularity tracking is inherently simple and suffers no loss in efficiency even with a uniform
1% noise occupancy as demonstrated by the study in Figure 4.3-4(right). Note that the latter
study was performed for a slightly different TPC design than the one adopted by ILD. The
study was based on a TPC with a radius of 1.9m, readout cells of 3× 10mm2 immersed in a
3T magnetic field. A uniform distribution of hits was assumed, and a very detailed simulation
of the signal development and digitisation was performed. The 1% uniform noise occupancy
mentioned above is about twice the beam-related occupancy in Figure 4.3-4(left) at the TPC
inner radius and about fifty times the total occupancy in the TPC.

Since the backgrounds at the beginning of operation could be much larger until the linear
collider machine is well understood, the LCTPC is preparing for an occupancy of 10%.
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4.3.2.6 Corrections for non-uniform fields

Both fields, (A) magnetic and (B) electric, can have non-uniformities which must be
corrected. The (C) chamber gas will play a crucial role in minimizing corrections.

(A) Magnetic field
Non-uniformity of the magnetic field of the solenoid will be by design within the tolerance of∫
`drift

Br
Bz
dz < 2−10mm as used for previous TPCs. This homogeneity is achieved by corrector

windings at the ends of the solenoid. At the ILC, larger gradients will arise from the fields of
the DID (Detector Integrated Dipole) or anti-DID, which are options for handling the beams
inside the detector at an IR with ±7 mrad crossing-angle. This issue was studied intensively
and summarized in [95], where it is concluded that the TPC performance will not be degraded
if the B-field is mapped to around 10−4 relative accuracy and the procedures outlined below
(under Alignment) are followed. These procedures will lead to an overall systematic error
due to the field components of ∼ 30 µm over the whole chamber which has been shown to
be sufficient [95] and was already achieved by the Aleph TPC. Based on past experience, the
field-mapping gear and methods will be able to accomplish the goal of 10−4 for the relative
accuracy. The B-field should also be monitored during running since the currents in the DID
or corrector windings may differ from the configurations mapped.

(B) Electric field
Three sources of space charge are (i) primary ion build-up in the drift volume, (ii) ion build-
up at the readout plane and (iii) ion backdrift, where ions created at the readout plane could
drift back into the TPC volume.

(i) Primary ion build-up in the drift volume. An irreducible positive-ion density due to the
primary ionisation collected during about 1s (the time it takes for an ion to drift the
full length of the TPC) will be present in the drift volume. The positive-ion density will
be higher near the cathode, where the local volume integrates over backgrounds from
up-to-five bunch trains, and using Fig. 4.3-4(middle)1, the charge will reach ∼1 fC/cm3

at the inner fieldcage and ∼0.02 fC/cm3 at the outer fieldcage. The effect of the charge
density will be established by the R&D program, but the experience of the STAR
TPC [93] indicates that 100 fC/cm3 is tolerable[83] and is two orders of magnitude
larger than expected for the LCTPC.

(ii) Ion build-up at the readout plane. At the surface of the gas-amplification plane during
an ILC bunch train of about 3000 bunch crossings spanning 1 ms, there will be few-mm
sheet layer of positive ions built up due to the gas amplification of the incoming charge
followed by ion backflow. An important property of MPGDs is that they suppress
naturally the backflow of ions produced in the amplification stage; studies show that
this backflow can be reduced to about 0.25% [83]. Using the results from Fig. 4.3-
4 (middle), this layer of readout-plane ions will attain a density of O(80) fC/cm3 at
the inner radius and O(2) fC/cm3 at the outer radius of the TPC. Its effect will be
simulated, but it should affect coordinate measurement only by a small amount since
the incoming drift electrons experience this environment during only the last few mm
of drift. The TPC must plan to run with the lowest possible gas gain, meaning of order
∼ 2 × 103 or less, in order to minimize this effect.

1The numbers in the text derived from this figure have been multiplied by a safety factor of two to account
for other sources of backgrounds.
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(iii) Ion backdrift and gating. The ion buildup described in (ii) will drift as an “ion sheet”
back through the TPC volume unless eliminated by a gating plane. In the drift volume,
an ion sheet would be followed by sufficient drift distance to result in track distortions.
Thus an intra-train gate is foreseen to guarantee a stable and robust chamber operation.
The ILC bunch train structure requires an open-gate operation, without intra-train
gating between bunch crossings, to optimally utilize the delivered luminosity. The gate
will remain open throughout one full train and be closed between bunch trains. As
the ion drift velocity is much less than that of the electrons, the gate timing allows
collection of all of the ions. The added amount of material for a gating plane will be
small (e.g., < 0.5%X0 was the average thickness for the Aleph TPC gate).

(C) Chamber gas
The choice of the gas for the LCTPC is crucial for efficient and stable operation at the
linear collider[81]. The σpoint resolution achievable in rφ is dominated by the transverse
diffusion, which should be as small as possible; this implies that ωτ for the gas should be
large so that the transverse diffusion is compressed by the B-field. Large ωτ means that the
drifting electrons follow the B-field, for which there is a program to measure well[95], and has
the added advantage of making the chamber less sensitive to space-charge effects and other
sources of electric field non-uniformities. Simultaneously a sufficient number of ionisation
electrons should be created for the position and dE/dx measurements. The drift velocity at a
drift field of at most a few times 100 V/cm should be around 5–10 cm/µs to limit the central
cathode voltage and the event overlap. The choice of operating voltage must also take into
account the stability of the drift velocity due to fluctuations in temperature and pressure.

4.3.2.7 Alignment

Achieving a momentum resolution an order of magnitude better than any of the collider
detectors to date will be a challenge. The systematics of alignment of tracking subdetectors
must be well thought through from the beginning to guarantee the integrity of tracking
over a radius of two meters. Redundant tools for solving this issue are Z-peak running,
the laser system, the B-field map as described in [95] and monitored by a matrix of Hall-
plates/NMR-probes outside the TPC, and Si-layers inside the inner fieldcage and outside the
outer fieldcage. In general based on experience at LEP[96], about 10 pb−1 of data at the Z
peak are requested during commissioning for the alignment of the different subdetectors, and
typically 1 pb−1 during the year may be needed depending on the backgound and operation
of the linear collider machine (e.g., after push-pull or beam loss).

The strategy learned at LEP for aligning the tracking subdetectors is also applicable for
the ILD. Needed to start with are: a common alignment software package for all subdetectors,
the fabrication tolerances for each subdetector ' 10–20µm internal and ' 0.1–0.2mm external
(with respect to the other subdetectors) and the B-field mapped to the requirements outlined
in [95]. Then the steps are: first pass through a subset of data (hadronic tracks or µ pairs
from Z-peak or from

√
s running), each tracking detector is aligned internally; second pass,

the tracking subdetectors are lined up with respect to one another using a subset of data;
finally the preceeding two steps are iterated until the correct momentum for Z → µµ events
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FIGURE 4.3-5. (left): Example of resolution results from a small prototype [97] measurements with TDR
gas, ArCH4CO2 (95-3-2); other candidate gases are e.g. P5 and ArCF4Isobutane. (Right): Theoretical
resolution for ArCF4Isobutane (96-3-1) gas (right), based on an algorithm [84] verified during SP studies.

is achieved.

4.3.3 R&D Effort for the LCTPC

All of the issues affecting the TPC performance are being addressed by the R&D program; a
recent status report with extensive references to past and on-going work is contained in [84].
As described in the LCTPC-Collaboration MoA, the R&D is proceeding in three phases: (1)
Small Prototypes (SP), (2) Large Prototypes (LP), and (3) Design.

Up to now during Phase(1), about 6 years of MPGD experience has been gathered,
gas properties have been well measured, the best achievable point resolution is understood,
the resistive-anode charge-dispersion technique has been demonstrated, CMOS pixel RO
technology has been demonstrated, the proof of principle of TDC-based electronics has been
shown and commissioning has started for the LP.

The Phase(2) LP and SP work is expected to take another two–three years. Regular bi-
weekly WP phone meetings started in May 2006 where details for the LP design were worked
out and next R&D steps developed. The LP commissioning is well advanced as evidenced
by Fig. 4.3-5(left), while the fruits of the SP work resulting in the expected resolution are
shown in Fig. 4.3-5(center) and Fig. 4.3-5(right).

The following list gives an overview of the currently envisioned timeline for completing
the studies and the construction of the ILD TPC.
• 2009-12: Continue R&D on technologies at LP, SP, pursue simulations, verify performance
goals (details are available in [84]).
• 2009-11: Plan and do R&D on advanced endcap; power-pulsing, electronics and mechanics
are critical issues.
• 2011-12: Test advanced-endcap prototype at high energy and power-pulsing in high B-field.
• 2012-18: Design and build the LCTPC.

Construction of endplates that satisfy the material requirements of the ILD, as well as
the structural requirements of the TPC, will require extensive R&D.

This work has started with first ideas having been developed in a series of “advanced-
endcap” meetings during the past year. Examples are presented in Fig. 4.3-6, and the groups
agree that there will be an evolution of endcaps towards a true prototype for the LCTPC.

During the R&D period 2009-2011, engineering studies of detailed computer models of
advanced endplate designs will be performed. The models will be evaluated relative to the
requirements of material limits and distribution, space limits, rigidity in response to applied
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FIGURE 4.3-6. (Top left): Event display from the LP beam tests. (Top right) View of the Endcap
subdivision as used for the Large Prototype. (Bottom left)Conceptual design of enplate for LCTPC.
(Bottom right) Possible layout of PCB, electronics and cooling for the LCTPC.

forces, manufacturing complexity and manufacturing precision. Possible endcap designs fall
into two general groups. The first group is the evolution of a traditional machined endplate, as
used in the first endcap of the LP, Fig. 4.3-6 (left), but with significant use of lighter materials;
in addition, unnecessary material must be removed from the machined structure. The second
group is the simulation of true space-frame designs which can be constructed utilizing various
techniques, e.g., fully machined, bonded composites and assembly of individual components.

During the period 2011-2012, further study of designs that were successful as computer
models will follow. Several prototypes of the advanced endplate will be manufactured; both
scale-models (20-50% full size) and sections of the full size endplate will be used to evaluate
the manufacturing integrity and uncover sources of loss of precision or rigidity in the design.
Finite element analysis will be used to predict the strength of the full size endplate; this
analysis will be calibrated by comparison with measurements on the prototypes.

At the beginning of the period 2012-18, the selection must be made from the different
technological options – GEM, MicroMegas, resistive anode, pixel, electronics, endcap struc-
ture – to establish a working model for the design of the LCTPC. This design will be used
for the ILD proposal in 2012 and include pad segmentation, electronics, mechanics, cooling
and integration, so that performance, timeline and cost can be estimated reliably.

For the technology selection, a scenario could be that questions must be answered as to
which options give the best performance based on R&D results from LP, SP, electronics and
endcap studies. Main performance criteria could be endcap thickness and σpoint, double-hit
and momentum resolution for single tracks and for tracks in a jet environment. Choice of
criteria to use will be decided over the next two years.

Finally, as to the
√
s coverage, simulations in Chapter 2 of this LOI have shown that,

with the performance goals in Table 4.3-5, the LCTPC will give good performance up to and
well beyond 1 TeV.
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4.4 THE CALORIMETER SYSTEM

4.4.1 Introduction to calorimeters

Tagging of electroweak gauge bosons at the ILC, based on di-jet mass reconstruction, makes
the reconstruction of multijet events a major goal for detectors at the ILC. The particle flow
approach (see e.g. [98]), which consists of individual particle reconstruction dictates many
fundamental aspects of the calorimeter design, most notably the requirement for very fine
transverse and longitudinal segmentation of the calorimeters, as studied in Section 2.2. It
has to be noted that a highly granular calorimeter, optimised for PFA, leads also to a way
to have a very efficient software compensation, as it is shown in 4.4.4.2. The choice of tech-
nology for the ECAL and HCAL are driven by the requirements of pattern recognition more
than the intrinsic single particle energy resolution, although the latter is still an important
consideration.

Several technologies for electromagnetic and hadronic calorimeters are being pursued,
with a number of prototypes in test beams. Next generation prototypes are being constructed
with dimensions and integration issues very close to those of final ILD detector modules. The
research and development work is carried out in the context of the CALICE collaboration [99].

4.4.2 General Layout

The calorimeter system is divided in depth into an electromagnetic section, optimised for
the measurement of photons and electrons, and a hadronic section dealing with the bulk
of hadronic showers. The two parts are installed within the coil to minimise the inactive
material in front of the calorimeters. To follow the symmetry imposed by the beams and the
coil, the calorimeter is divided into a cylindrical barrel and two end-caps.

The electromagnetic calorimeter consists of tungsten absorber plates interleaved with
layers of Silicon (pads or pixels), or Scintillator detectors with very fine segmentation of the
readout. The hadronic calorimeter is planned as a sampling calorimeter with steel absorber
plates and fine grained readout. Two options are currently proposed. The first uses scintil-
lator cells with fine granularity and multi-bit ( analogue) readout. The second is based on
gaseous detectors and uses even finer granularity. Due to the large number of cells, in the
second case one- or two-bit (semi-digital) readout is sufficient.

4.4.3 The Electromagnetic Calorimeter

For the electromagnetic calorimeter the requirements on granularity, compactness and particle
separation lead to the choice of a sampling calorimeter with tungsten (radiation length X0 =
3.5 mm, Molière Radius RM = 9 mm and interaction length λI = 99 mm) as absorber material.
This allows for a compact design with a depth of roughly 24 X0 within 20 cm and, compared
to e.g. lead, a better separation of EM showers generated by near-by particles.

To achieve an adequate energy resolution, the ECAL is longitudinally segmented into
around 30 layers, possibly with varying tungsten thicknesses. The active layers (either silicon
diodes or scintillator) are segmented into cells with a lateral size of 5 − 10 mm to reach the
required pattern recognition performance.
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4.4.3.1 Geometry and Mechanical Design

One of the requirements for the calorimeter is to ensure the best possible hermeticity. Three
regions are of particular concern for this question: the boundaries between mechanical mod-
ules, the overlap between barrel and end-cap, and the small angle region with the connection
to the luminosity monitor. To minimise the number and effect of cracks in the barrel, a design
with large modules is preferred, with inter-module boundaries not pointing back to the IP.
The cylindrical symmetry of the coil has been approximated by an eight-fold symmetry and
the modules are designed in a such a way (c.f. fig. 4.4-7 that the cracks are at very large
angle with respect to the radial direction. This octagonal shape optimises the barrel module
sizes and their mechanical properties without diverging too far from a circle. One eighth of
the barrel calorimeter is called a stave. Each stave is fastened to the HCAL front face with a
precise system of rails. Some space is left between the ECAL and the HCAL to accommodate
different services such as cooling, electrical power and signal distribution. Along the beam
axis, a stave is subdivided into five modules. The ECAL end-caps are attached to the front
face of the hadronic end cap calorimeters using a similar rail system.

A detailed mechanical design of the modules has been prepared, and is tested under real
conditions in several test beam experiments. More details can be found in [100].

FIGURE 4.4-7. Global layout of the ECAL (left) and layout of one module (right).

4.4.3.2 Optimisation

For the final detector, a global optimisation study of the longitudinal profile has to be per-
formed, by varying the thickness of the Silicon and Tungsten layers as a function of the depth,
in order to minimise cost, lateral spread and energy resolution.

The dependence of the ECAL energy resolution as a function of the longitudinal sampling
scheme has been studied in simulation [101]. For a given number of sampling layers, the
energy resolution improves if the first part of the calorimeter is more finely segmented than
the latter part. The effect of the silicon cell size on ECAL performance has been studied
in simulation, focusing on the photon reconstruction capability in di-jet events and hadronic
τ decays. Three different cell-sizes (5 × 5 mm2, 10 × 10 mm2 and 20 × 20 mm2) have been
investigated. In both cases a specialised photon reconstruction algorithm (GARLIC [102])
has been applied. The algorithm was separately tuned for each cell-size.

Figure 4.4-8 shows the mean ratio of calorimetric energy reconstructed as photons to the
true photon energy, in simulated di-jet events at ECM = 400 GeV for a variety of cell sizes. A
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5× 5 mm2 10× 10 mm2 20× 20 mm2

πsim ρsim a1sim πsim ρsim a1sim πsim ρsim a1sim
πrec 98.8 2.8 1.9 98.7 5.9 1.6 98.6 27.1 7.0

ρrec 1.2 96.5 9.2 1.3 93.4 15.0 1.4 72.3 54.4

a1rec 0 0.7 88.9 0 0.7 83.4 0 0.6 38.6

TABLE 4.4-6
Reconstruction efficiencies and purities of hadronic τ decays in ZH → µµττ events with various ECAL
cell-sizes

cell-size of 5×5 mm2 is clearly to reconstruct the correct fraction of photon energy inside jets.
The interpretation of these result, which is based on a dedicated photon finding algorithm,
requires care. It can not be applied directly to full particle flow reconstruction, which in
general shows a weaker dependence.

FIGURE 4.4-8. Fraction of energy identi-
fied as photon induced to true photon en-
ergy (Monte Carlo truth) in di-jet events
at ECM = 400 GeV.

FIGURE 4.4-9. ]

Reconstructed invariant mass of hadronic
τ decay products in ZH → µµττ events
for different ECAL cell sizes (starting at
top left: 5×5mm2, 10×10mm2, and 20×
20mm2.

Studies of τ reconstruction have been performed in ZH (H → ττ) events at ECM =
230 GeV with mH = 120 GeV. The three decay modes τ → νπ, τ → νρ and τ → νa1

have been considered. The reconstructed invariant mass of the visible τ decay products is
shown in Fig. 4.4-9 for the three different cell sizes. A simple selection based on particle flow
(reconstructed photons) and jet mass (cut at 200 MeV) allows one to reach good efficiency
and purity, without the need for the more sophisticated analysis. The efficiencies and purities
of the reconstruction of the various decay channels are given in Table 4.4-6. Again a cell size
of 5× 5 mm2 is favoured although the performance loss with respect to 10× 10 mm2 cells is
smaller than in high-energy jets.

To study the effect of material in front of the ECAL on the particle flow performance,
4 GeV single charged pion events have been simulated. The π0’s produced in interactions
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in the tracker region may give rise to additional reconstructed photons in the ECAL. The
GARLIC photon identification algorithm [102] has been applied to the single pion events.
For the approximately six percent of pions which interact in the tracking volume, Fig. 4.4-
10 shows the position of the pion interaction point inside the detector for events in which
photon clusters are (red points, 55%) or are not (black points, 45%) found. The TPC end-
plates and gas give the largest contribution to the total number of pion interactions in front
of the ECAL. When only those interactions which give rise to identified photon clusters are
considered, the detector components at the centre of the detector, that is, the vertex detector,
SIT, beam tube and FTD support, also give significant contributions. Even though ILD has
been designed with with minimum material in the tracker in mind, there is still about one
pion per event which interacts in the tracker volume. This underlines the need for continued
R&D and continued care toward further material reduction in the tracker.

FIGURE 4.4-10. Left: Interactions points of single photons in the tracker region of ILD. The black points
correspond to interactions that lead to the creation of clusters in the calorimeter found with the GARLIC
photon reconstruction while the red points correspond to interactions that did not create any clusters.
Right: Number of radiation and interaction length in front of the ECAL as a function of the polar angle.

4.4.3.3 Silicon - Tungsten Electromagnetic Calorimeter

The general requirement about compactness (small Molière radius) has led to a sandwich
calorimeter with a tungsten radiator and silicon for the sensitive medium. To reach an
adequate energy resolution the first 12 radiation lengths are filled with 20 layers of 0.6 X0

thick tungsten absorbers (2.1 mm), followed by another 11 radiation lengths made from 9
layers of tungsten 1.2 X0 thick. The calorimeter starts with an active layer. For the chosen
geometry the Molière radius is 19 mm. The choice of silicon technology for the readout layer
permits a very high transverse granularity, now fixed at 5× 5 mm2.

The final calorimeter will contain around 108 readout cells in total. To keep the final
system as compact as possible, and reduce dead areas, the very front end electronics will be
embedded into the detector layers.

The challenging construction of the SiW ECAL is currently tested by a large scale R&D
program pursued by the CALICE Collaboration. Results from test beam measurements
demonstrating the feasibility to realise the detector have been published in [100, 103]. The
energy resolution has been determined to be (16.6 ± 0.1)/

√
E(GeV) ⊕ (1.1 ± 0.1) % with a

MIP signal over noise ratio S/N ≈ 7.5.

80 ILD - Letter of Intent



The Calorimeter System

% of total % with % of total events

interactions clusters with clusters

VTX 11.9 64.5 13.9

SIT 11.8 68.7 14.6

Beam pipe 10.4 62.9 11.8

FTD 8.9 66.1 10.6

TPC inner field cage 5.4 63.8 6.2

TPC gas 17.1 23.0 7.1

TPC outer field cage 6.5 50.6 5.9

TPC endplate 22.3 61.4 24.8

SET 3.1 58.0 3.3

ETD 2.8 35.1 1.8

TABLE 4.4-7
Interaction of pions in the different parts of the tracker region.

At present, the CALICE collaboration is preparing the construction of a prototype module
with a size and shape close to the modules envisaged for the final calorimeter.

The detector slabs are built around an H-shaped supporting structure incorporating a
layer of tungsten absorber. An active layer is placed on each side of this structure. This
active layer is a chain of identical Active Sensor Units (ASUs), which consist of a printed
circuit board (PCB) integrating the Silicon sensors, Front-End electronics and electrical in-
frastructure. Each ASU can run as a standalone unit, allowing testing of each piece before,
during and after slab assembly, resulting in a high detector yield, and thus a reduced cost.

Since the electronics are deeply embedded in the detector volume, and no space is available
for active cooling, their power consumption must be kept to a minimum to prevent overheat-
ing. By power-pulsing the electronics according to the duty-cycle of the ILC machine, the
consumption can be kept below 25µW per channel.

The sensors are based on high resistivity silicon (5 kΩ/cm) with individual pin-diodes of
5 × 5mm2 size. This size is also feasible for the readout electronics. A test batch of sensors
based on 6” wafers has been used by Hamamatsu to produce 9×9 cm2 matrices. The bonding
of the sensors onto the PCB is performed using a well controlled gluing technique.

The silicon sensors are built and integrated using well known, widely used and well con-
trolled technologies. The matrix of PIN diodes is burned onto 330 µm thick raw silicon wafers
using standard manufacturing processes from the microelectronics industry such as acceptor/
donator ion implantation, oxide growth or metal deposit. The bonding of the sensors onto the
PCB is performed using a well controlled gluing technique: standard glue (EPOTEK 410)
applied by a robotic gluing machine. Prototypes of sensors have been ordered to various
companies and academic centres with two different sizes of PIN diodes. No problems due to
the gluing technique have been observed over a time span of several years.

The total surface of sensors for the whole ECAL is about 2500 m2. The sensors and their
integration are kept as simple as possible to avoid any dependence on a proprietary technique
owned by a single manufacturer; allowing for a variety of suppliers and manufacturers to share
the production will decrease the inherent financial risks and enable a competitive downscaling
of the costs.
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FIGURE 4.4-11. 5 × 5 mm2 pad Hamamatsu sensor (right). Layout of prototype sensors with optimised
edges (upper left). In depth simulation of the potential near a guard ring (lower left).

4.4.3.3.1 Calibration The charge produced by a MIP in the silicon depends only on the
silicon thickness, and is therefore expected to be stable with time. A single calibration before
detector assembly will therefore be sufficient. The ASUs will be calibrated in a muon beam
before the assembly of detector slabs and their integration into detector modules.

The VFE electronics will be calibrated by means of the VFE chips’ charge injection
calibration system.

Since the tracks of muons and non-interacting charged pions in the ECAL can easily be
identified due to the ECAL’s high granularity, they can be used to monitor the calibration
during the lifetime of the detector.

4.4.3.4 Scintillator - Tungsten Electromagnetic Calorimeter

The scintillator-tungsten sandwich ECAL (ScECAL) is proposed to realise a fine-segmented
calorimetry in a stable, robust and cost effective way. The fine grained readout is realised
by planes of 1 cm wide and 4.5 cm long strips, arranged in orthogonally in adjacent layers.
Thanks to the strip structure, the number of necessary readout channels is significantly
reduced (∼ 107 channels) relative to the Si-W option. Scintillator strips can be cheaply
produced by the extrusion method. Compact photo-sensors (MPPC) and highly integrated
readout electronics make dead area in the ScECAL almost negligible. Keeping the required
granularity and these merits, the ScECAL has good energy resolution and linearity.

The ScECAL consists of 24 super-layers. A schematic view of a few super-layers of the
ScECAL is shown in Figure 4.4-12. They will be mounted in an alveolar structure similar
to the case of the SiW ECAL. A super-layer is made of a tungsten plate (3 mm thick),
scintillator strips (2 mm thick), and a readout/service layer (2 mm thick). Scintillator strips
in adjacent super-layers are arranged to be orthogonal aiming for better effective granularity.
The thickness of a super-layer is 7 mm. The total ScECAL thickness is 172 mm, or 20.6 X0

in radiation length.

4.4.3.4.1 The active layers The dimension of an individual scintillator strip (see Fig. 4.4-
12) is 1 × 4.5 × 0.2 cm3. Although a strip width of 5 mm, to realise an effective granularity
of 5× 5 mm2, is thought to be feasible, further R&D is necessary. Each strip is covered by a
mirror reflector film to improve collection efficiency and uniformity of the scintillation light.
Photons from each scintillator strip are read out via an 1 mm diameter wavelength shift-
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FIGURE 4.4-12. Dimension of the scintillator-strip (left, view from top) and side view of the ScECAL layer
structure (right).

ing fibre (WLSF) embedded in a straight groove by a very compact photon sensor, MPPC,
attached at the end of the strip.

The MPPC is a version of a novel semiconductor photo-sensors consisting of a matrix of
micro APD pixels operated in Geiger mode. Photo-detection performance and amplification
power is comparable with conventional photomultiplier tubes. The dynamic range of an
MPPC is limited by the number of APD pixels. A MPPC with 1600 APD pixels in an area
of 1 mm2 is already commercially available. However MPPC with ∼ 3000 pixels should be
developed to precisely measure up to ∼ 100 GeV electromagnetic clusters.

Signals from about 80 MPPC are fed into a readout chip through micro-strip lines. They
are arranged on one identical flexible readout board (FPC) (c.f. Fig. 4.4-13). After shaping,
digitisation and zero-suppression of the analog signals on the chip, signals are taken out
serially from the detector and brought to a digitisation board by a thin FPC cable (∼ 200µm)
through detector gap.

4.4.3.4.2 Calibration systems A light distribution system has been designed to monitor
possible gain drifts of MPPCs by monitoring photo-electron peaks. The system consists of
a pulse generator, a chip LED, and a notched fibre. A schematic structure of the system
is shown in Figure 4.4-14. The pulse generator circuit and the chip LED are arranged on
a thin (∼ 200µm) FPC board. The chip LED is directly connected to the notched fibre to
distribute lights to ∼ 80 strips through its notches.

Each scintillator strip can be calibrated with data by monitoring the MIP peak using
multi-hadron events at the ILC. Monte Carlo simulation shows that more than 100 MIP hits
per strip will be obtained if running at the Z0. With this method the strips can be calibrated
to better than 5 % with 1 fb−1 of Z0 → jj events).

4.4.3.4.3 Status and Future R&D plans The feasibility of the ScECAL has been proven
by a test of a small prototype using 1− 32 GeV electron beams. At the test clean MIP signal
and electron energy spectra are observed with negligible contamination from electrical noise.
The energy resolution is measured to be σE/E = 14/

√
E ⊕ 2 % which is consistent with

expectation from simulation.

In order to fully establish the feasibility of the ScECAL, further extensive R&D efforts
are necessary to clarify the remaining technical issues as follows:

• Photon sensors: properties of the MPPC have to be further studied and improved. The
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increase of the dynamic range is especially important.

• Development of readout electronics: A highly integrated readout chip is needed due to
the limited space in the detector.

• Strip clustering: The strip structure is chosen in order to improve the effective gran-
ularity of the calorimeter. A clustering algorithm has been developed which can cope
with the strip structure as well as the usual square-tile structure. The algorithm is
being further improved, and performance of the strip structure must be demonstrated.

4.4.3.5 Digital (MAPS) Silicon-Tungsten Electromagnetic Calorimeter

The silicon-tungsten digital ECAL (DECAL) is an alternative to the analogue silicon design
described in Section 4.4.3.3. The basic principle is to replace the high resistivity pad diodes
with CMOS based binary readout pixels sufficiently small in size that, even in the core of high
energy electromagnetic showers where the density is typically equivalent to ∼ 100 MIPs/mm2,
the probability of a pixel being hit by more than a single particle will be low. This allows
the shower energy to be measured by the number of binary pixels above threshold. To
ensure that linearity of response is preserved even at higher energies, pixels are required to
be O(50 × 50µm2), leading to O(1012) pixels in the complete ECAL. A very high level of
integration of the readout in the pixel is therefore mandatory.

The active layers are based on CMOS Monolithic Active Pixel Sensors (MAPS) which
allow data reduction and processing logic to be contained within each pixel. The target
noise level is 10−6. A new process (“INMAPS” [104], developed by the CALICE UK groups)
ensures efficient charge collection by using deep p-wells and charge collection by diffusion in
the sensor. Signals (time stamp and pixel address) are stored on the sensor during a bunch
train and read out in the interval between bunch trains. By using industry standard CMOS
processes available from a large number of foundries, costs are potentially lower per unit area
than analogue silicon diodes, with reduced risk to production schedules.

The performance of the DECAL has been studied using Mokka in the context of LDC [105,
106, 107], including effects of dead area, digitisation and clustering. A preliminary study of the
energy resolution of the DECAL to single photons, implemented by adapting only the ECAL
sensitive region in the ILD00 silicon-tungsten model in Mokka, gives σE/E = 19.7 %/

√
E. A

first prototype sensor (TPAC1.0) was designed in 0.18µm process, having 28224 (50×50µm2)
pixels [104]. This 9 × 9 mm2 sensor was fabricated and characterised, e.g. [108, 109, 110]
during 2007–8. A second revision of the sensor is expected for 2009. A proof-of-principle
R&D project is in progress to develop and test a 16 layer DECAL prototype large enough to
contain electromagnetic showers [111] by 2012.
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The DECAL option is designed to work with the same mechanical structure as the Si-W
ECAL, thus profiting from the large R&D done in this area. A topic for future R&D is the
reduction and control of the power consumption, which at the moment is expected to be
larger though uniformly distributed across the sensor unlike the analogue SiW sensor.

4.4.4 The Hadronic Calorimeter

In a particle flow calorimeter the HCAL plays a crucial role in separating and measuring
the energy deposits of charged and neutral hadrons. Since the energy deposited by neutral
hadrons fluctuates widely, its precise measurement is a key component of a well perform-
ing particle flow calorimeter. Consequently, the imaging capabilities of the HCAL are of
prime importance and demand high transverse and longitudinal segmentation and a design
with a minimum of uninstrumented (“dead”) regions. However, a very good hadronic en-
ergy resolution is also mandatory, both to assist the topological assignment of clusters and
tracks, and to optimise the precision of the hadronic energy part characterised as neutral.
The high granularity allows the application of weighting techniques to compensate for differ-
ences between hadronic and electromagnetic response and for “invisible” energy depositions
(“software compensation”) and improves the hadronic energy resolution further.

4.4.4.1 Geometry and Mechanical Design

The HCAL is conceived as a sampling calorimeter with steel as absorber and scintillator tiles
(analogue HCAL) or gaseous devices (digital HCAL) as active medium. As the HCAL must be
located within the coil, the absorber has to be non-magnetic. Stainless Steel has been chosen
both for mechanical and calorimetric reasons. Due to its rigidity, a self-supporting structure
without auxiliary supports (and thus dead regions) can be realised. Moreover, in contrast to
heavier materials, iron with its moderate ratio of hadronic interaction length (λI = 17 cm)
to electromagnetic radiation length (X0 = 1.8 cm) allows a fine longitudinal sampling in
terms of X0 with a reasonable number of layers in a given total hadronic absorption length,
thus keeping the detector volume and readout channel count small. This fine sampling is
beneficial both for the measurement of the sizable electromagnetic energy part in hadronic
showers as for the topological resolution of shower substructure, needed for particle separation
and weighting.

4.4.4.1.1 Overall architecture The overall structure follows the “short barrel” concept,
with two large endcaps with about the same outer radius as the barrel. The total hadronic
absorption length corresponds to a minimum of 5.5λI in addition to the ECAL. The endcaps
are subdivided into four quadrants, their absorber plates are oriented perpendicular to the
beam line. The mechanical engineering of the absorber structure has so far concentrated
on the barrel. It is assumed that the solutions can be transferred to the endcaps later-on.
Compared with existing hadron calorimeters, the ILD HCAL has a rather fine longitudinal
sampling, with a correspondingly high pressure on the thickness of the active layer gaps, but
also on mechanical tolerances. This, together with the requirement of minimum dead zones
represents a challenge to the large scale engineering which is presently being addressed with
prototypes within the EUDET/CALICE framework.

For the barrel, two design approaches are being followed: one with long barrel modules,
subdivided only once in z, and with electronics and service connections at the end faces,
and a second, with 5 rings and interfaces situated at the outer barrel perimeter. The main
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FIGURE 4.4-15. Layout 1 of the HCAL (left), and view of the integrated ECAL and HCAL beam test
setup (right).

advantages of the first are the accessibility of the electronics and a maximum filling of the
detector volume limited by the coil radius, whereas the second provides better rigidity in the
transverse plane, eliminates pointing cracks and allows for a tighter barrel end-cap transition.
In principle, each concept can be instrumented with both scintillator and gaseous devices.
In practice, the detailed engineering is presently being worked out for scintillator in the first,
and for gaseous readout in the second approach.

4.4.4.1.2 Design 1 In the first version of the HCAL design, the barrel is subdivided
into two sections in z and eight octants in ϕ, each octant has two halves which constitute the
basic modules, 32 in total. Each module has a weight of almost 20 tons, which is manageable
with standard installation techniques. The modules are constructed independently of the
active layers, which can be inserted before or after installation of the modules. There are
48 absorber plates, 16 mm thick each, held together by 3 mm thick side panels in the rz
planes; no additional spacers are foreseen. The active layers will contribute 4 mm of steel to
each absorption layer, and require 5.5 mm for instrumentation (3 mm thick scintillator plus
readout and calibration devices). A drawing of the structure is shown in figure 4.4-15(left).
The HCAL structure has been extensively simulated using finite element methods, including
the integration of the heavy ECAL structure. Maximum deformations are found to be less
than 3 mm, if the barrel structure is supported by two rails in the cryostat.

Presently the boundaries between modules are pointing in ϕ and in z. Variants with
non-pointing boundaries have been validated in finite element calculations as well, but are
disfavoured to ease the mechanical construction. The pointing geometry does not degrade
the performance as long as the cracks are filled with absorber material, and if the active
instrumentation extends up to the boundary within tolerances, which is the case in the
present scintillator layer design.

4.4.4.1.3 Design 2 This design intends to reduce cracks both in ϕ and θ and to reduce
the distance between the barrel and the endcaps. The barrel part is made of 5 independent
and self supporting wheels along the beam axis which eliminates the θ=90 degree crack. The
segmentation of each wheel in 8 identical modules is directly linked with the segmentation
of the ECAL barrel. A module is made of 48 stainless steel absorber plates (welded with 2
transverse 10 mm stainless steel plates) with independent readout cassettes inserted between
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FIGURE 4.4-16. Design 2 layout of the HCAL (left) and layout of one module (right).

the plates. They define the rigid structure on to which the corresponding ECAL modules are
mounted. A drawing of the structure is shown in figure 4.4-16(right). The absorber plates
consist of a total of 20 mm stainless steel: 16 mm absorber from the welded structure and
4 mm from the mechanical support of the detector layer.

Each wheel is independently supported by two rails on the inner wall of the cryostat of
the magnet coil. The cables as well the cooling pipes will be routed outside the HCAL in the
space left between the outer side of the barrel HCAL and the inner side of the cryostat. The
HCAL endcaps the same geometrical structure proposed in design 1. The distance between
the barrel and the endcaps, which have the same structure as in design 1, is thus reduced, as
only space to ensure inner detector cabling is required.

4.4.4.2 Analogue Hadronic Calorimeter

With the advent of novel, multi-pixel Geiger mode silicon photo-diodes, so-called SiPMs, high
granularities as required for a particle flow detector can be realised with the well-established
and robust scintillator technology at reasonable cost. The scintillator tiles provide both
energy and position measurement and thus allow to trade amplitude versus spatial resolution.
The transverse segmentation suggested by simulations is about 3×3 cm2 and leads to a number
of read-out channels an order of magnitude smaller than in the digital case with 1 × 1 cm2

cells.

4.4.4.2.1 The Active Layers The arrangement of the active layers with internal and
external electronics components is sketched in Figure 4.4-17. The layer consists, from bottom
to top, of a 2 mm thick steel support plate covered with reflector foil, the scintillator tiles
(3 mm), the printed circuit board with electronics components (2 mm), covered with reflector
foil from underneath, and a polymide foil for insulation. The PCB carries the SPIROC
readout ASICs (described in section 4.4.5.1)and auxiliary components as well as an LED
based optical calibration system, whilst interfaces for data acquisition, clock and control, for
power distribution and for calibration system steering are accessible at the end face. Since the
ASICs are operated in power-pulsed mode, no cooling is needed inside the detector volume.
The PCB is subdivided into units (HCAL base units, HBUs) of smaller size, manageable
for automated mounting and soldering techniques. The standard unit is 12 by 12 tiles,
36 × 36 cm2, so six units are aligned along z to fill a half barrel. In order to accommodate
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FIGURE 4.4-17. Arrangement of AHCAL layers with electronic components (top), cross section of an
active layer (bottom).

the variation in layer width with increasing radius, 4 different HBUs, 8 to 12 tiles wide, are
needed. At the layer edges, tiles with smaller size, e.g. 2 × 3 cm2, are placed such that the
uninstrumented region near the sector boundary is never larger than 5 mm and 2.5 mm on
average.

The electronics at the end face will require cooling, mainly due to the use of FPGAs in
the DIF (Detector InterFace board described in 4.4.5.2). The boards will extend 5 to 10 cm
in z, but occupy only a fraction of the full width in ϕ, thus leaving space for ECAL and main
tracker services as well as for the TPC support along radial directions. The required extra
separation between barrel and endcap is therefore much smaller.

4.4.4.2.2 Scintillators and Photo-Sensors, R&D The successful operation of the 8000
channel CALICE HCAL test beam prototype over several years has proven that the new
sensor and scintillator technology is robust and reliable. Less than one per-mil of the SiPMs
showed signs of aging in form of increasing noise levels. In the meantime, progress was made
by various manufacturers, e.g. in Russia or Japan, to provide sensors with lower dark count
rate and / or smaller inter-pixel cross-talk which allow to decrease the noise occupancy above
threshold of 10−3 in the present prototype by an order of magnitude and thus fulfill the
requirements from both physics (for neutron hit identification) and DAQ band width. The
demands on dynamic range are less critical than for the ECAL.

For the coupling of sensors to scintillator and PCB different approaches are being followed,
based on either wavelength-shifting WLS fibre mediated or direct read-out with blue-sensitive
photo-diodes. The WLS option was successfully operated in the HCAL (and ECAL) testbeam
prototypes. The production, test and integration of sensors has been industrialised further,
e.g. the grove for the fibre can be included in the injection moulding process (or the hole in
the extrusion process). The positioning of the tiles must match the precision of the PCBs, for
example with alignment pins. Alternatively, so-called mega-tiles (plastic modules comprising
several cells, separated by groves) are also being discussed.
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In the direct coupling case, the sensor is mounted in SMD style with its sensitive surface
in the PCB plane, and collects the scintillation light directly from the tile. The tile has to be
shaped in a dedicated way to compensate for the otherwise prohibitive light collection non-
uniformities. Verification of both concepts in beam tests are important; besides uniformity
also the stability of the light collection must be ensured.

Machine-related backgrounds are not a concern for the AHCAL. Simulations have shown
that only in the innermost regions of the end-caps, the neutron fluence reaches levels which
may degrade the visibility of single photo-electron signals for SiPM monitoring, but not the
MIP detection capability. One may have to revert to alternative monitoring strategies here,
or use more robust sensors which are under development.

4.4.4.2.3 Calibration The calibration procedure has to relate the electronic readout
signal to the energy deposition in the cell. For the pre-amplifiers and discriminators, charge
injection is used as in the ECAL or DHCAL case. The gain of the photo-diodes is monitored
by means of an optical calibration system, and adjusted via the bias voltage, by observing
the spacing between single photo-electron peaks in LED-induced pulse-height spectra. Using
test bench measurements this cares also for sensor efficiency variations, correlated with the
gain.

We follow two approaches for the technical realisation of the LED system, one based on a
central driver located at the end faces of the modules and optical light distribution via fibres,
and one with electrical signal distribution and surface-mounted LEDs for each tile. To check
for long-term effects, track segments in hadronic showers can be used for a large fraction of
the calorimeter volume. This has been shown with test beam data and simulated for ILD
multi-jet events. Also systems based on radio-active sources might need to be considered.

4.4.4.2.4 Optimisation and Performance The main cost- and performance driving pa-
rameters of the AHCAL are the depth and the longitudinal and transverse segmentation.
These parameters have been varied, and their current settings have been found, using detailed
simulations and particle flow reconstruction as described in the overall detector optimisation
section 2.2. The simulations include a modeling of inactive regions at module boundaries
which is more conservative than the present engineering design.

The performance of a scintillator-tile HCAL with SiPM read-out and the proposed seg-
mentation has been demonstrated with test beam data taken with the CALICE physics pro-
totype. The detector showed very good imaging capabilities which reveal the substructure in
hadronic showers, see Fig. 4.4-18.

Using test bench data and in-situ measurements, temperature induced variations and
SiPM saturation effects could be corrected, and a linearity of better than 2 % for electron in-
duced showers up to 50 GeV was achieved. The calorimeter is non-compensating, but the e/π
ratio is not large and the observed linearity is also good for hadronic showers, see Fig. 4.4-19.
A hadronic energy resolution of 61 %/

√
E is obtained on the electromagnetic scale, which

can be reduced to 49 %/
√
E, preserving linearity, with a simple weighting algorithm, which

takes only the energy per tile, but not yet any shower substructure into account.

Based on experimental results from the CALICE prototype a reasonable agreement of the
shower profiles with GEANT 4 based simulations has been found, as shown in figure 4.4-20.
We found that it is essential to model details of the detector response, such as saturation
effects in the scintillator according to Birks’ law and the shaping time of the readout electron-
ics, in order to reach this good agreement. These primarily affect the response to neutrons
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FIGURE 4.4-18. AHCAL physics prototype layer (left), event display (right).
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FIGURE 4.4-19. Linearity (left) and resolution (right), on electromagnetic scale and after weighting.

which would otherwise be overestimated.

4.4.4.3 Semi-Digital Hadronic Gas Calorimeter

The capacity to apply successfully the particle flow algorithms can be enhanced by increasing
the granularity of the different ILD sub-detectors. In the hadronic calorimeter this will
doubtlessly help reduce the confusion between charged and neutral hadronic particles by
providing a better separation of the associated showers. However, the cost related to such
an increase in detector segmentation should be minimised. To satisfy both, a gas hadronic
calorimeter with a semi-digital readout is proposed. The study of such an HCAL has been
going on for few years in order to validate this option.

The choice of gaseous detectors as the sensitive medium in the HCAL offers the possibility
to have very fine segmentation while providing high detection efficiency. The glass resistive
plate chamber (GRPC) is one of these detectors which can be built in large quantities at
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FIGURE 4.4-20. Longitudinal shower profile, test beam data and simulations.

FIGURE 4.4-21. Single gap GRPC scheme

low cost. Large GRPCs as the ones required for the ILD HCAL can be easily produced.
This is an important advantage with respect to other detectors since it guarantees very good
homogeneity. Several experiments like BELLE have been using such large detectors with
success for years. However, the GRPCs to be used in the ILD HCAL need to be more
elaborate. As the HCAL is situated inside the magnet coil, the sensitive medium thickness is
an important issue. Very thin GRPCs are requested and 3.3 mm thick GRPCs were indeed
produced and successfully tested. In figure 4.4-21 a scheme of such a single gap GRPC is
shown. Some key properties of these detectors are:

• GRPC operated in avalanche mode and have been shown to show no ageing for the
accumulated charge expected over the ILC running period.

• Test beam performed at DESY have shown that a strong magnetic field has negligible
effect on GRPC performance.

• GRPC detectors are insensitive to slow neutrons preventing thus an additional confu-
sion.

Increasing the granularity will lead to a large number of channels. To limit the amount
of data we propose a semi-digital readout solution. This simplifies the data treatment while
minimising the consequences on the energy resolution performance. Indeed, based on several
independent simulation studies, a two-bit readout would provide better energy resolution in
the low-energy jet range (1–20 GeV) and a comparable one at higher energies when compared
to an analogue readout [112].

Similiar to the case of the analogue HCAL the readout electronics will be integrated
into the sensitive layer of the system, thus minimising dead areas. Large electronics boards
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FIGURE 4.4-22. Mini-DHCAL prototype (left); Prototype of a large instrumented GRPC (right).

are assembled together to form extra large boards before they are attached to the GRPCs.
The board assembly will be made possible thanks to a mechanical structure made of 4 mm
stainless steel plate. In addition, to keep the HCAL as compact as possible, the fully equipped
electronic boards are designed to have less than 3 mm thickness in all. A mini hadronic
calorimeter using this concept was built and successfully tested in beam conditions at CERN
in 2008 (see figure 4.4-22).

4.4.4.3.1 The Active Layers R&D activities on large GRPC detectors are being fol-
lowed. Different kinds of spacers are tested to reduce detector noise and inefficiency while
increasing the detector robustness. New gas distribution schemes as well as gas recycling sys-
tems are worked out to lower gas consumption and pollution. Although the present GRPC
detection rate of 100 Hz/cm2 obtained with efficiencies greater than 90 % is enough for the
needs of ILC, a new development based on using semi-conductive glass will lead to increase
this rate. Multi-gap GRPCs are also investigated. This allows reducing the spread of the
MIP charge spectrum leading to a better exploitation of the semi-digital information.

Few large GRPCs with different options were built and are currently tested using a 1 m2

fully equipped electronics board (see figure 4.4-22(right)). This will allow to build the most
appropriate GRPC detector to be used in the ILD DHCAL.

In addition to the GRPCs activities, development on other thin and large gaseous detec-
tors like GEM and MICROMEGAS are also followed.

The GRPCs produces strong electric currents (a few 10 pC in 10-20 ns) in the DHCAL
pads. In order to reduce cross-talk effects between the pads below the percent level the very
front end electronics is located on the other side of the PCBs, (semi-)buried vias are used.

4.4.4.3.2 Energy Reconstruction & Calibration The semi-digital HCAL cell energy
reconstruction can, to first order, be estimated as Ecell = 1, 5 and 10 MIP if the charge is
above the thresholds typically placed at 0.1, 2 and 8 MIPs (for the envisaged GRPC about
0.26, 5.2 and 20.8 pC). Preliminary results on simulation, without algorithm optimisation,
show PFA performances comparable to the AHCAL reconstruction.

An interesting aspect of the gaseous semi-digital HCAL is the simplicity with which the
detector calibration is performed, if one is needed at all. The sDHCAL energy calibration
requires 3 independent steps:
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• An intercalibration of the ASIC thresholds in charge: All ASICs will have to be tested
and calibrated by injecting a precisely controlled charge, adapted for each of the thresh-
old, at the entrance of their final ASU/PCB pad. The variations can be compensated
channel by channel in the ASIC by adjusting the channel gains (over a range of 0–2
coded on 8 bits in the current version of HaRDROC, described in sec 4.4.5.1);

• A calibration of the multiplicity of the RPC : The multiplicity response curve of the
RPC to muons as a function of high voltage applied, thresholds, position and gas flow
and atmospheric pressure can be measured on a cosmic test bench or muon beam and
parametrised for each type of RPC.

• A calibration with physics: The two first steps bring an absolute calibration at the level
of the MIP, which can be cross-checked with cosmic muons or Z → µµ events; the final
energy scale will be a complex interplay in the scope of the PFA analysis between the
clustering algorithms, jet and particle energies and types.

The definition of the calibration procedure, and an estimation of the achievable precision, is
a part of the DHCAL 1 m3 programme.

4.4.4.3.3 Status and Future R&D Plans A technological prototype of 1 m3 HCAL
based on the same principle is currently under study. It aims to validate at large scale
the semi-digital HCAL concept. Questions related to the mechanical structure mentioned
in the previous section as well as the management of the limited space for services will be
addressed. The prototype is to be built by 2010. Combined test beams with the different
ECAL prototypes developed within the CALICE collaboration will then be organised at
FERMILAB and CERN.

4.4.5 Calorimeter Readout System

A considerable effort has been made in the framework of the CALICE collaboration to stan-
dardise the read-out of different type of calorimeter with embedded Very Front-End (VFE)
electronics while minimising the space needed for the configuration distribution and the data
readout.

4.4.5.1 Very Front End (VFE) ASIC description

The front-end ASICs should ensure a data format uniformity in all the calorimeters, thus
having identical back-ends to allow a standardised detector interface board (DIF) for all
detectors.

Ensuring such a compatibility between all electronics components involves a unique read-
out system based on token ring that allows a number of ASICs to be read out by one output
line, using the same protocol. That protocol will help reducing the number of data lines
outputted from the calorimeters where the front-end ASICs are now embedded.

All the VFE will feature three operating mode : Acquisition (1 ms), A/D conversion
(1 ms), and data outputting during inter-bunch (199 ms) using an ultra low power protocol.
When a FE ASIC is in neither of the above modes, it is turned to an idle mode to save up
to 99.5 % of power, bringing the power down to 10 to 25µW per channel.

Three ASICs differing mostly on their analog front-end have been developed to fit the
different detectors.

ILD - Letter of Intent 93



THE ILD SUB-DETECTOR SYSTEMS

• SKIROC (”Silicon Kalorimeter Integrated Read-Out Chip”): 64 channels charge pream-
plifier for charge measurement down to the MIP ( 3.84 fC) to a maximum around
2500 MIP. Dual gain shaping, analog memory, 12 bit-digitisation, self-trigger capa-
bility on single MIP. 25µW/ per channel to run without any active cooling ensuring
therefore an extreme compactness of the calorimeter.

• SPIROC (”Si-Pm Integrated Read-Out Chip”): auto-triggered, dual-gain voltage preamp,
36-channel ASIC which allows to measure for each channel the charge from 1 to 2000
photo-electrons with a 12 bit internal ADC and the time with a 1 ns accurate TDC.
One 8-bit 5 V input DAC per channel ensures operation of the SiPM at its optimum
bias.

• HARDROC(”HArdronic RPC Detector ReadOut Chip”): 24 channels semi-digital read-
out for RPCs or MicroMegas pads, allowing both good tracking and coarse energy mea-
surement. Each channel made of a variable gain low input impedance current preamp
followed by 3 variable gain shapers and 3 low offset discriminators to auto-trig down
to 10 fC up to 10 pC. A 128 deep digital memory to store the encoded outputs of the
discriminators as well as the bunch crossing identification.

Prototypes of each type have been produced in the years 2007-2008. Boards equipped
with 4 HARDROC(v1) ASICs have been designed for the DHCAL. The electronics readout
under beam conditions has been validated. Some key points such as the digital daisy chaining
for configuration and readout, the stability, the efficiency, and the capability of the chip to
be used without any external components have been checked. A small production is foreseen
in Fall 2009 to equip a technological prototype (called EUDET prototype) in 2010.

4.4.5.2 Detector Interface

The ASICs are managed by specifically designed DIF (Detector InterFace) cards; one DIF
handles a full slab, whose maximum size are of 260 × 141 cm2 for the AHCAL structure,
and 90× 273 cm2 for the DHCAL structures. The corresponding maximum number of ASIC
per slab are respectively 576 and 420. For an estimated occupancy per ASIC of the HCAL
of 5 events / train of 2600 BC, the expected data volume to be read in the inter-train is of
336000 bits; readout at a speed of 5 MHz this takes 67 ms. During the readout phase the
ASICs will be on standby except when explicitly addressed.

4.4.5.3 DAQ system

The data acquisition (DAQ) system is defined to start with the detector interface boards
(DIF) which service the detector slabs from the ends and which are specific to the VFE
of the subsystem. The DIF provides a generic interface, independent of the calorimeter
type, to the DAQ system. Because of the limited space available for cabling and services,
data are concentrated onto a single optical communication channel with the off-detector
electronics, by a link-data aggregator (LDA) inside the detector. The resulting data volume is
mainly determined by the zero-suppression scheme incorporated in the self-triggering Front-
End electronics. But as the calorimeter has over 100 million readout channels, significant
demands are put on the scalability and on an attractive price/performance ratio of the read-
out electronics and the associated data-acquisition systems. Therefore the design should
minimise the number of LDAs and maximise the data rates on the link which are expected
to be 10 GB Ethernet links.
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With the data delivered over optical high-speed links, an optical switch is used to dynam-
ically redirect the data streams coming from the detector towards available data receivers of
the off-detector system. The off-detector is currently realised as a PCIexpress card hosted in
a commodity PC but can be easily implemented in a µTCA crate for the future detector.

For the event building the machine clock will be fed into the off-detector system to the
data concentrators and the detector interfaces. The requirements on the clock are a low jitter
and fixed latency between the machine clock and the clock in the detector interfaces. This
part of the system needs to be custom built to guarantee delivery times and latencies.

For all of the introduced systems (detector interface, data concentrator, off detector sys-
tem and the clock) prototypes already exist which have been built within the EUDET [113]
project. The prototypes perform the same tasks as in the final detector, however the pro-
totypes are build for a proof of principle and need to be optimised for the final detector
design.

4.4.6 Status and future R&D plans

The technology-specific R&D will continue in CALICE. However, in order to study the system
performance of the proposed solutions, to validate the accuracy of simulations, and to develop
the reconstruction techniques further, large test beam experiments are indispensable. The
particle flow approach demands integrated set-ups with ECAL and HCAL together. This
programme is pursued for the calorimeters in the framework of the CALICE collaboration, in
a cooperative way maximising the use of scarce resources with common mechanical structures,
electronics components, DAQ systems and software frameworks.

CALICE has completed a series of full-size proof-of-principle tests with so-called physics
prototypes of both ECAL technologies and the scintillator HCAL. The programme is to
be completed by tests with a RPC-based DHCAL at Fermilab in 2009-10, and by a test
of a MAPS-based DECAL prototype until 2012. Large data sets have been and will be
collected and form the basis for test and refinement of hadron shower simulations. The
emphasis in the more realistic second generation “technological prototypes” is shifted more
toward a demonstration of the feasibility of a compact integrated detector design fulfilling the
ambitious demands of compactness and hermeticity. Operational challenges not yet addressed
with physics prototypes are the power-pulsed front end electronics and the on-detector zero-
suppression in auto-triggered mode, which requires continuous and precise on-line control
of thresholds. Therefore also technological prototypes need to undergo full-size beam tests.
While the focus is rather on calibration and stability than on shower physics, beam campaigns
of several weeks in combined set-ups are foreseen to start in 2010.

4.5 FORWARD DETECTORS

Special calorimeters are foreseen in the very forward region of the ILD near the interaction
point - LumiCal for the precise measurement of the luminosity and BeamCal for the fast
estimate of the luminosity [114]. The LHCal will extend the coverage of the HCAL endcap
to smaller polar angles. Together they will improve the hermeticity of the detector.

A third calorimeter, GamCal, about 100 m downstream of the detector, will assist in
beam-tuning. Also for beam-tuning a pair monitor is foreseen, positioned just in front of
BeamCal.
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FIGURE 4.5-23. The very forward region of the ILD detector. LumiCal, BeamCal and LHCAL are carried
by the support structure of the QD0 magnet.

LumiCal will measure the luminosity using Bhabha scattering, e+e− → e+e−(γ) as gauge
process . To match the physics benchmarks, an accuracy of better than 10−3 is needed2.
Hence, LumiCal is a precision device with challenging requirements on the mechanics and
position control.

BeamCal is positioned just outside the beam pipe, in front of the final focussing quadupoles.
A large amount of low energy electron-positron pairs originating from beamstrahlung will
deposit their energy in BeamCal. These deposits, useful for a bunch-by-bunch luminosity
estimate and the determination of beam parameters [116], will lead, however, to a radiation
dose of several MGy per year in the sensors at lower polar angles. Hence extremely radiation
hard sensors are needed to instrument BeamCal.

A pair monitor, consisting of a layer of pixel sensors positioned just in front of BeamCal,
will measure the distribution of beamstrahlung pairs and give additional information for beam
parameter determination.

These detectors in the very forward region have to tackle relatively high occupancies,
requiring special FE electronics and data transfer equipment. A small Molière radius is
of invaluable importance for BeamCal and LumiCal. It ensures an excellent electron veto
capability for BeamCal even at small polar angles, being essential to suppress background
in new particle searches where the signatures are large missing energy and momentum. In
LumiCal, the precise reconstruction of electron and positron showers of Bhabha events is
facilitated and background processes will be rejected efficiently.

LHCal will be a hadron calorimeter extending the coverage of the HCAL endcaps to
small polar angles. It will allow a fair hadron shower measurement in the polar angle range
of LumiCal and enhance the particle identification capabilities.

4.5.1 The Design of the Very Forward Region

A sketch of the very forward region of the ILD detector is shown in Figure 4.5-23. The design
of these devices is complicated by the small crossing angle of the two beams. LumiCal
and BeamCal are cylindrical electromagnetic calorimeters, centered around the outgoing
beam. LumiCal is positioned inside and aligned with the forward electromagnetic calorimeter.

2For the GigaZ option an accuracy of 10−4 is the goal [115].
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BeamCal is placed just in front of the final focus quadrupole. The pair monitor will be
positioned just in front of BeamCal.

The structure of the ECAL end cap leaves a square hole at its centre. LumiCal needs to
be positioned very precisely with a well defined fiducial zone around the outgoing beam and is
therefore restricted to a minimal size to facility mechanical stability and position control. The
“ECAL ring” fills the gap between the LumiCal and the ECAL. This device could be realised
in the same technology as the ECAL, i.e. a 30 layer tungsten-silicon sandwich providing 24
radiation lengths.

The 30 mm gap between the ring and the end cap is partly filled by the electronics
concentrating cards. This gap is covered in the back by the HCAL which ensures hermeticity
in that region. The gap between the ring and the LumiCal contains the electronics of the
latter and provides space for the tie-rods which suspend the magnet support structure from
the coil cryostat. This gap is covered on the back by the LHCAL.A laser position monitoring
system is foreseen to monitor the position of LumiCal and BeamCal with respect to the beam-
pipe and the distance between them [117]. More details on the integration of the forward
region are given in [118].

4.5.2 LumiCal

Monte Carlo studies have shown that a compact silicon-tungsten sandwich calorimeter is a
proper technology for LumiCal [119]. In the current design [120], as sketched in Figure 4.5-24,
LumiCal covers the polar angular range between 32 and 74 mrad. The 30 layers of tungsten
absorbers are interspersed with silicon sensor planes. The FE and ADC ASICS are positioned
at the outer radius in the space between the tungsten disks. The small Molière radius and
finely radially segmented silicon pad sensors ensure an efficient selection of Bhabha events and
a precise shower position measurement. The luminosity, L, is obtained from L = N/σ, where
N is the number of Bhabha events counted in a certain polar angle range and σ is the Bhabha
scattering cross section in the same angular range calculated from theory. The most critical
quantity to control when counting Bhabha scattering events is the inner acceptance radius
of the calorimeter, defined as the lower cut in the polar angle. The precise determination of
luminosity requires an excellent knowledge of the lower acceptance of the calorimeter. From
Monte Carlo studies of the present design a tolerance of a few µm has been estimated [121].
Since there is bremsstrahlung radiation in Bhabha scattering, cuts on the shower energy will
also be applied. The criteria to select good Bhabha events hence define requirements on the
energy resolution and, more challenging, on the control of the energy scale of the calorimeter.
The latter quantity must be known to about a few per mille [122]. Monte Carlo simulations
are also used to optimise the radial and azimuthal segmentation of silicon pad sensors for
LumiCal [119] to match the requirements on the shower measurement performance.

A first batch of prototype sensors [123], as shown in Figure 4.5-25, has been delivered
from Hamamatsu Corp.. At the first stage these sensors will be characterised and qualified,
in a later stage, they will be instrumented with Front-End (FE) electronics for investigations
in the test-beam and eventually the construction of a calorimeter prototype.

Front-end and ADC ASICS are designed with a shaping and conversion time less than
300 ns, being potentially able to readout the calorimeter after each bunch crossing. The
range of sensor pad capacitance and the expected signal range in electromagnetic showers
originating from Bhabha events are taken from Monte-Carlo simulations [124]. Prototypes
of the FE ASICS and pipeline ADC ASICS, manufactured in 0.35 µm AMS technology, are
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FIGURE 4.5-24. LumiCal designed as a silicon-
tungsten sandwich calorimeter. In green the sil-
icon sensor segments are shown and in yellow
the mechanical frame which ensures the neces-
sary mechanical stability.

FIGURE 4.5-25. A prototype of a silicon sensor
for LumiCal. The sensor in manufactured using
6 inch wafer of n-type silicon, the strip pitch is
1.8 mm.

FIGURE 4.5-26. Prototypes of the FE (left) and ADC ASICS (right) prepared for systematic tests in the
laboratory.

shown in Figure 4.5-26. The FE ASIC can be operated in low and high amplification mode.
The high amplification mode allows to measure the depositions of minimum ionising particles.
Hence muons can be used from the beam halo or from annihilations for the calibration and
sensor alignment studies. The low amplification mode will be used for the measurement
of electromagnetic showers. Tests of these ASICS prototype are ongoing [125]. Results on
linearity, noise and cross talk measured are matching the requirements for the performance
derived from Monte-Carlo simulations. For 2010 multi-channel prototypes of the ASICS are
planned, allowing to instrument prototypes of sensor planes to investigate the performance
of the full system in the test-beam.

4.5.3 BeamCal

BeamCal is designed as a solid state sensor-tungsten sandwich calorimeter, as shown in
Figure 4.5-27, covering the polar angle range between 5 and 40 mrad. The tungsten ab-
sorber disks will be of one radiation length thickness and interspersed with thin sensor layers
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FIGURE 4.5-27. One half of BeamCal designed
as a sensor-tungsten sandwich calorimeter. The
graphite block is shown in gray, the tungsten
absorber and the sensors in green and the FE
electronics in blue.

FIGURE 4.5-28. The distribution of depositions
of beamstrahlung pairs after one bunch crossing
on BeamCal. Superimposed is the deposition of
a single high energy electron (red spot in the
bottom part). The black holes correspond to
the beam-pipes.

equipped with FE electronics positioned at the outer radius. In front of BeamCal a 5 cm
thick graphite block is placed to absorb low energy back-scattered particles.

BeamCal will be hit after each bunch crossing by a large number of beamstrahlung pairs,
as shown in Figure 4.5-28. The energy, up to several TeV per bunch crossing, and shape of
these deposition allow a bunch-by-bunch luminosity estimate and the determination of beam
parameters [116]. However, depositions of single high energy electrons must be detected on
top of the wider spread beamstrahlung. Superimposed on the pair depositions in Figure 4.5-
28 is the local deposition of one high energy electron, seen as the red spot at the bottom.
Using an appropriate subtraction of the pair deposits and a shower finding algorithm which
takes into account the longitudinal shower profile, the deposition of the high energy electron
can be detected with high efficiency and modest energy resolution, sufficient to suppress the
background from two-photon processes in a search e.g. for supersymmetric tau-leptons [126]
in certain scenarios.

The challenge of BeamCal is the development of radiation hard sensors, surviving up to
10 MGy of dose per year. Polycrystalline CVD diamond sensors of 1 cm2 size, and larger
sectors of GaAs pad sensors as shown in Figure 4.5-29 have been studied. Polycrystalline CVD
diamond sensors have been irradiated up to 7 MGy and were found to be still operational [127].
GaAs sensors are found to tolerate nearly 2 MGy [128]. Since large area CVD diamond sensors
are still very expensive, they might be used only at the innermost part of BeamCal. At larger
radii GaAs sensors seem to be a promising option. These studies will be continued in the
future for a better understanding of the damage mechanisms and possible improvements of
the sensor materials.

The FE ASIC development for BeamCal, including a fast analog summation for the beam
feedback system and an on-chip digital memory for readout in between two bunch trains [129]
is ongoing, first prototypes are expected in 2009.
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FIGURE 4.5-29. A prototype of a GaAs sensor
sector for BeamCal with pads of about 1 cm2
area.

FIGURE 4.5-30. A prototype ASIC for the Pair
Monitor Pixel layer. The pixel size is 400x400
µm2.

4.5.4 The Pair Monitor

The pair monitor consists of one layer of silicon pixel sensors just in front of BeamCal to
measure the distribution of the number of beamstrahlung pairs. Monte Carlo simulation
have shown that the pair monitor will give essential additional information for beam tuning.
For example, averaging over several bunch crossings, the beam sizes at the interaction point
can be reconstructed with per cent precision [130]. A special ASIC, shown in Figure 4.5-30,
is developed for the pair monitor. Prototypes manufactured in 0.25 µm TSMC technology
are under study. At a later stage, the pixel sensor and the ASIC are foreseen to be embedded
in the same wafer. The latter development will be done in SoI technology [131].

4.5.5 GamCal

GamCal is supposed to exploit the photons from beamstrahlung for fast beam diagnostics.
Near the nominal luminosity the energy of beamstrahlung photons supplements the data from
BeamCal and Pair Monitor improving the precision of beam parameter measurements and
reducing substantially the correlations between several parameters [116]. At low luminosity
the amount of depositions on BeamCal will drop dramatically, however, GamCal will still
give robust information for beam tuning.

To measure the beamstrahlung spectrum a small fraction of photons will be converted
by a thin diamond foil or a gas-jet target about 100 m downstream of the interaction point.
The created electrons or positrons will be measured by an electromagnetic calorimeter. A
conceptual design of GamCal exists, more detailed Monte Carlo studies are necessary to fully
understand the potential of GamCal for beam tuning and beam parameter determination.

4.5.6 LHCal

The LHCal fits in the square hole of the HCAL and embraces the beam tube which is centred
on the outgoing beam. It has a thickness of four interaction lengths comprised by 40 layers
of tungsten of 1 cm thickness. The sensitive medium could be silicon sensors similar to
the ECAL ones. LHCAL is supported by two vertical plates which are part of the forward
structure. It would be made of two halves separated vertically, making it easy to dismantle.
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The electonics concentrating cards would be on the top and the bottom.

4.5.7 Priority R&D topics

The current research work covers several fields of high priority to demonstrate that the
designed devices match the requirements from physics. These are:

• Development of radiation hard sensors for BeamCal. The feasibility of BeamCal de-
pends essentially on the availability large area radiation hard sensors.

• Development of high quality sensors for LumiCal, integration of the FE electronics in
a miniaturised version and tuning of the full system to the required performance.

• Prototyping of a laser position monitoring system for LumiCal. In particular the control
of the inner acceptance radius with µm accuracy is a challenge and must be demon-
strated.

• Development and prototyping of FE ASICs for BeamCal and the pair monitor. There
are challenging requirements on the readout speed, the dynamic range, the buffering
depth and the power dissipation. In addition, a system for the data transfer to the
back-end electronics has to be developed.

Also of high priority, but not covered for the moment, is the design of GamCal and an
estimate of its potential for a fast feedback beam-tuning system.

4.6 COIL AND RETURN YOKE

The basic layout of the ILD detector has always followed the strategy of tracking in a magnetic
field. The ILD detector design therefore asks for a 4 T field in a large volume, with a high field
homogeneity within the TPC volume and with a reduced fringe field outside the detector.

The parameters of the ILD magnet being very similar to the CMS ones (c.f. [132], [133]),
basic designs of both magnets are similar. An anti DiD (Dipole in Detector) is also added in
the design, which allows to compensate the effect of the crossing angle for the outgoing beam
(and pairs) behind the I.P.

4.6.1 Physics Requirements

The main requests from the physics for the ILD magnet are a solenoidal central field of
nominal 3.5 T and maximum 4 T, in a volume of 6.9 m in diameter and a length of 7.35 m
with the following requests:

• A high integral field homogeneity:

|
∫ 2.25m

0
(Br/Bz) dz | ≤ 10 mm;Br = Bx(x/r) +By(y/r)

within the TPC volume, which is a cylinder 3.6 m in diameter and 4.5 m long. This
high homogeneity requests incorporating compensation windings.

• A fringe field in the radial direction less than 50 G at R = 15 m to not magnetically
perturb the second detector when in operation on the beam line.

• A yoke instrumented for the detection of muons and for tail catching (see section 4.7).
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4.6.2 Magnet Design

The magnet consists of the superconducting solenoid, including the correction coils, and of
the iron yoke, one barrel yoke in three pieces and two end-cap yokes, also in two pieces each.
The anti DiD is located outside the solenoid.

Concerning the correction coils, it seemed practically simpler and less space consuming
to incorporate them into the main winding, by adding extra currents in appropriate locations
of the winding.

The cross section of the ILD detector magnet is shown on Figure 4.6-31. Its main geo-
metrical and electrical parameters are given in Table 4.6-8.

FIGURE 4.6-31. Cross section of the ILD magnet.

The coil is divided into five modules, electrically and mechanically connected: there are
three central modules, 1.65 m long each, and two external modules, 1.2 m long each. All
modules consist of a four-layer winding.

The nominal main current, 18.2 kA for a central field of 4.0 T, runs through all the turns
of the solenoid. An extra correction current of about 15.8 kA is added in the turns of the
four layers of the two external modules to get the integral field homogeneity.

The barrel yoke has a dodecagonal shape. It is longitudinally split into three parts. In the
radial direction, the inner part of the yoke is made from 10 iron plates of 100 mm thickness,
with a space of 40 mm between each to house detectors for tail catching and muon detection.
Three thicker iron plates of 560 mm each with 40 mm spaces for muon detectors form the
outer part of the barrel yoke. The weight of the barrel yoke is around 7000 t.

The end-cap yokes, also of dodecagonal shape, have a similar split structure, with 10 iron
plates of 100 mm thickness in the inner part, with a space of 40 mm between each to house
the tail catcher and muon detectors, and two external thick plates, each 560 mm thick, to
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Cryostat inner radius (mm) 3440 Maximum central field (T) 4.0

Coil inner radius (mm) 3615 Maximum field on conductor (T) 5.35

Coil outer radius (mm) 4065 Stored energy (GJ) 2.0

Cryostat outer radius (mm) 4340 Stored energy/ cold mass (kJ/kg) 12.2

Barrel yoke inner radius (mm) 4595 Nominal main current (kA) 18.2

Barrel yoke outer radius (mm) 7755 Nominal correction current (kA) 15.8

Coil length (mm) 7350 Ampere-turns main coil (MAt) 1.52

Cryostat length (mm) 7810 Ampere-turns correction coils (MAt) 1.36

Yoke overall length (mm) 6620 ∗ 2

TABLE 4.6-8
Main geometrical and electrical parameters

make up the total iron thickness. A 100 mm thick field shaping plate (FSP) will be added
inside each end-cap to improve the field homogeneity. The weight of each end cap yoke is
around 3250 t and thus the total weight of the yoke is around 13400 t.

The main design challenge of the yoke endcaps is to contain the magnetic forces them-
selves. A weight equivalent of ≈18000 t pulls at each endcap. A FEM analysis shows that if
the endcaps are constructed in radially fixed segments (c.f. figure 4.6-32) the deformation of
the endcaps due to the magnetic force could be less than 3 mm; alternative designs which lead
to comparable small deformations are also under study. These deformations are far smaller
than e.g. at CMS where the endcaps are deformed by ≈16 mm during the powering of the
magnet.

FIGURE 4.6-32. Stray fields outside the yoke (left). Deformation of an endcap segment (right).
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4.6.3 Magnetic Field

The calculated integral field homogeneity, with the nominal values of the main and correction
currents given in table 4.6-8 meets the requirement (maximum value of 7 mm at 4 T). Note
that the effect of the anti DiD is not taken into account in this calculation.

With the yoke structure described, the calculated fringing field is ≈40 Gauss at 15 m in
the radial direction and therefore fulfils the requirements (c.f. figure 4.6-32).

4.6.4 Technical Aspects

As several technical aspects are quite similar for the ILD and CMS magnets, the experience
gained during the construction of the CMS magnet will be of great help for ILD.

The conductor will consist of a superconducting cable coextruded inside a low electrical re-
sistivity stabiliser and mechanically reinforced by adding high-strength aluminum alloy. Two
different conductors will be necessary, using different superconducting cables and different
ratio of mechanical reinforcement, but with the same overall dimensions.

The winding will be done using an inner winding technique. The magnetic forces will be
contained both by the local reinforcement of the conductor and by an external cylinder. The
coil will be indirectly cooled by saturated liquid helium at 4.5 K, circulating in a thermo-
siphon mode.

The central barrel yoke ring will support the vacuum tank. Internal sub-detectors will be
supported on rails inside the vacuum tank.

4.7 MUON DETECTOR

The identification of leptons is an important part of the physics programme at the ILC. For
muons above a few GeV, the instrumented iron return yoke is used as a high efficiency muon
identifier. The clean environment of an electron-positron Linear Collider allows for a muon
system design that is much simpler compared to the ones that have been developed for the
hadron colliders. There is no need to trigger on muon tracks; instead the clean nature of the
events at the ILC allows the linking of track candidates from the inner detectors with tracks
in the muon system.

In addition to its muon tagging ability the system will be instrumented to allow for
a limited calorimetric performance. In this way it can act as a tail catcher, tagging late
developing showers and thus improving the energy measurement.

A muon is most easily identified by a track in a muon detector behind significant material.
At the ILD, the muon system is reached by muons with a momentum above about 3 GeV.
The strong central magnetic field will keep lower energy particles from reaching the muon
system. The main challenge then for these type of muons is the joining of a signal in the
calorimeter with a track segment outside the coil. Multiple scattering in the calorimeters and
the coil will have a large impact on this, and the efficiency of association will increase with
momentum. At lower momenta, the signal in the calorimeter will be used to identify muons.
In particular inside jets this is difficult, and more in - depth studies are needed within ILD
to reach strong conclusions.
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4.7.1 Conceptual Design

The muon system in ILD will cover a large area of several thousand square meters. The
detectors therefore need to be reliable, easy to build, and economical. Signals from the
detectors should be large so that simple readout systems and cable routings can be used to
the readout modules. The detectors should have a reasonable temporal and spatial resolution.
Searches for long-lived particles and tagging of cosmics and beam halo muons requires that
a few nsec time resolution be achievable. Since multiple scattering is significant, spatial
resolutions in the range of cm are sufficient. Occupancies are low, so that both strip and
pixel devices can be considered. The efficiency and reliability of muon identification somewhat
depends on the iron longitudinal segmentation as do calorimetric performances. Mechanical
construction and practical considerations indicate that plate thickness cannot be below 10 cm.
For the ILD design, the total thickness needed to close the magnetic flux is ≈ 275 cm (see 4.6).
It is instrumented with 10 layers of detector with 10 cm thick absorber plates in between,
and a few layers at larger distance in the remainder of the yoke.

Both gas detector and extruded scintillator strips can in principle fulfill the requirements.
Plastic Streamer Tubes (PST) or Resistive Plate Chambers (RPC) are candidates for the
gas detector. However, RPCs tend to be preferred over PSTs due to their reduced cost and
greater flexibility in the segmentation achievable. For the RPC option one could use strips
3 − 4 cm wide to obtain the desired resolution. Each gap could provide two orthogonal
coordinates, with orthogonal strips on the two sides of the gas gap, while energy would be
measured for non muon-hits just by hit counting. The electronics would consist of single bit
information per strip; the front-end would include a variable threshold discriminator. The
channel count would range around 100K.

An alternative solution relies on extruded plastic scintillator strips. Wavelength shifting
fibres are embedded into the strips, and are read out at either end of the strips with silicon
photomultipliers (SiPMs). The small size, low operating voltages and magnetic field immunity
of the SiPMs implies that they can be placed inside the detector, thus obviating the need
for routing fragile fibres. Orthogonal placement of strips can provide space-points with the
required resolution. A prototype based on this technology, the tail-catcher/muon tracker
(TCMT), has been built and exposed to a test beam by the CALICE collaboration at CERN
and Fermilab during the 2006-2008 period. The extended operation of the TCMT has clearly
demonstrated its excellent reliability and performance (see Fig. 4.7-33). It should be noted
that useful synergies may exist between the muon system and the hadron calorimeter since
RPCs and scintillator are both potential technology options for the HCAL.

4.7.2 Performance

Performances of the muon identification system described in the previous paragraph have
been evaluated both with single particles and high multiplicity final states. In order to assess
the linking capabilities of the proposed detector, single particle efficiency has been evaluated
as shown in Figure 4.7-34(left top). In the same figure (left bottom) the efficiency is shown
for muons identified in bb events. The plots in Figure 4.7-34 show that the performance
remains excellent also in complex high multiplicity events .

The muon system also does have a limited calorimetric capability. On average the energy
leakage into the muon system is small but with large event-to-event fluctuations. For K0

L the
average energy leakage is 3% for a range of energies, but energy leakage four or five times the
average is not uncommon. The use of the muon system to estimate and correct for the leakage
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FIGURE 4.7-33. For a typical TCMT strip:(a) pedestal distribution (b) pedestal subtracted MIP signal
from muons (c) MIP calibrated signal (d) efficiency (blue) and noise rejection (red) as a function of the
energy threshold.
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FIGURE 4.7-34. (top): Muon identification efficiency vs. momentum for single muon. The right curve
represent muon found only in the muon system, the left curves muons which were found by a combination
of HCAL and muon system. (bottom): Muon finding efficiency in bb events.

is hampered by the presence of the coil, which introduces close to two interaction lengths
of dead material between the last calorimeter layer and the first muon layer. Nevertheless
a correlation between the energy of hadrons and the leakage signal recorded in the muon
system can be observed and used to improve resolution in simulation and test beam data (see
Fig. 4.7-35).

4.7.3 Outlook

The proposed muon system for the ILD concept is well matched to the requirements as laid
down in this document. Two alternative technological implementations are discussed, one
based on gaseous detectors and the other based on plastic scintillator strips. The system will
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FIGURE 4.7-35. Resolution improvement for 20 GeV pions by including energy beyond the coil using
CALICE testbeam data. The red points correspond to the resolution obtained for a given thickness of the
calorimeter system while the black points supplement the energy in the calorimeter system with that from
beyond the coil. The change in length of the calorimeter system, the material contained in the coil and
energy beyond the coil are simulated by rejecting or accepting layers in the TCMT.

serve primarily as a muon identifier, but will also play an important role as a tail catcher to
compensate for leakage from the calorimeter system. Continued R&D is required to establish
a detailed, realistic design and make an informed technology choice.

4.8 CALIBRATION AND ALIGNMENT

The ILD detector is a sophisticated precision instrument. It consists of a high precision track-
ing detector, surrounding the interaction point, followed by a granular calorimeter system
covering nearly the entire solid angle.

To reach the anticipated performance calibration and alignment of the sub-detectors and
of the overall detector system are a central part of the detector design and is important for the
complete life cycle of the experiment, from the design over the construction to the operation
of the device.

For the rest of this section we define calibration to be all tasks which deal with the
internal description of the detectors. Alignment is the relative positioning of internal parts
of the subdetectors or of sub-detectors relative to each other.

Calibration and alignment of all sub-systems will be based on a mixture of data from
dedicated calibration systems and from particles recorded during physics running.

During construction tolerances must be carefully controlled, during commissioning sys-
tematic metrology of the different detector parts is needed. This will provide an initial
alignment of the modules internally, and of the different systems relative to each other. The
need for a high precision metrology has consequences for the mechanical design of the differ-
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ent sub-systems, which from the beginning need tolerances determined to allow the necessary
level of mechanical precision. In particular in the tracking system care has to be taken to
ensure that the mechanical systems are stable enough to allow an alignment at the level of
10µm or better.

After installation, and throughout the lifetime of the detector, constant measurements
will be taken using dedicated hardware to monitor the position of the different detector
components, improving the alignment from the initial situation.

The final calibration of the detector will be done using particles. Tracks from the decay
of the Z - boson will play an important role here, as they are of well known high momentum.
The best source of such tracks are from short and dedicated runs of the collider on the peak
of the Z resonance, at 91 GeV. For the discussions in the following sections we assume that
around 1pb−1 of data can be collected within a few hours of running at 91 GeV. This will
result in some 30000 Z bosons, of which around 1000 will decay as Z → µ+µ−.

The final high precision calibration will be derived from tracks in the data sample taken
at high energies. Stiff tracks e.g. from W decays or from qq̄ pair events will provide a large
sample of tracks. The design of the detector has been optimised in a way to allow a calibration
heavily relying on such data.

The detector alignment at the ILC is a particular challenge because of the intended push-
pull mechanism to switch between two detectors. This implies that each detector will move
out and back in into the interaction region frequently, and that the overall alignment of the
system should be re-established rapidly after a push-pull operation. As discussed in 6.4 the
switchover times between the two detectors should be of order of a few days with consequently
the need to do a rapid re-establishment of calibration constants within a day or so. Both the
detector design and the alignment concept need to take these requirements into account.

Another challenge will be the need to power-pulse the detectors inside the magnetic coil to
limit the total power consumption. Most detectors will be switched off or switched to reduced
power in between trains of the collider. This procedure of power pulsing will potentially apply
significant forces to the detector structure, during the ramp up or ramp down of the power,
and stress the components with significant swings in temperature. Special care must be
exercised during the design of the mechanical system to ensure that the structure does not
move during these cycles, and that the alignment does not suffer from train to train.

In this section the calibration and alignment strategies of the overall detector are dis-
cussed. Calibration strategies for individual sub-detectors have been discussed in the relevant
sections describing the sub-detector technologies.

4.8.1 Tracking System Calibration and Alignment

A main purpose of the tracking system is the efficient finding of charged particles, the recon-
struction of their momenta and their impact parameters. The anticipated precision for the
momentum and the impact parameter are significantly above anything ever achieved before
in a detector of this size and complexity. Using a simple model of the track parameters
dependence on alignment tolerances, the following limits for the alignment of each of the
tracking sub-systems have been derived:

• coherent displacement of the VTX, 2.8 µm;
• coherent displacement of the SIT, 3.5 µm;
• coherent displacement of the SET, 6 µm; and
• coherent displacement of the TPC, 3.6 µm.
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These values must be confirmed by further studies.
An important aspect of the overall alignment of the tracking system is the knowledge

of the central magnetic field. Uncertainties on the size and direction of the field within the
tracking volume will directly impact the momentum resolution. Using sophisticated magnetic
field probes the field will be measured to a precision of dB/B < 10−4. This level of precision
has been reached in previous experiments using large volume magnetic fields [95].

The above distortion limit defines the precision required for the magnetic field calibration.
In a TPC, the drifting electrons follow the magnetic field lines; field components perpendic-
ular to Bz result in deflections of the track as measured at the readout plane. The magnet
is designed to have a field uniformity of

∫
Br(constructed)/Bzdz = 2 mm − 10 mm. These

deflections are largely corrected with the application of the magnetic field map. However,
residual misunderstanding of the magnetic field will result in track distortions. Thus, the
mapping of the magnetic field must be significantly improved beyond the initial probe pre-
cision stated above, dB/B < 10−4. Based on the limit of the internal fit sagitta above, the
magnetic field map must have a precision of

∫
Br(correction)/Bzdz < 20 − 30µm. For the

case that magnetic field distortions that are coherent along the drift length of about 2 meters,
the integral is equivalent to the requirement that dB/B < 10−5. It is envisioned that stiff
tracks as observed in either Z decays of in high energy collisions will provide the necessary
information.

4.8.1.1 Silicon Tracking Alignment

Calibration and alignment of the detectors are an important consideration already during
the design and construction phase of the different silicon based sub-detectors. These aspects
are discussed in detail in section 4.2.6. The alignment among different sub-detectors, and
relative to the rest of the ILD detector, will be based on a three-fold approach: two laser
based alignment systems will be combined with a sophisticated alignment strategy based on
tracks.

The extent of the challenge for alignment becomes clear if one considers the number of
degrees of freedom which need to be determined. For the ILD silicon tracker this number is
of the order of 100.000 (calculated as six times the number of sensors). If the relative sensor
positions in the module are known to the required precision (from survey data or from other
hardware alignment systems) the number of degrees of freedom is reduced by a large factor
(a factor five in SET that dominates the NDOF count, a factor two or three in ETD). The
contribution of the outer tracking system is larger than that of the inner tracker by a factor
10.

If we can assume that the different support structures are basically rigid, and do not
change dimensions internally, within the precision anticipated, we only need to worry about
the overall alignment of the different sub-detectors relative to the rest of the detector. The
goal of ILD is that this situation is reached for a re-alignment after a push-pull operation. In
this case the number of degrees of freedom is greatly reduced:

• The outer Silicon tracker, SET, is fixed to the TPC. It is supported by a rigid carbon
fibre structure. It probably needs to be split in the middle. In this case 12 degrees of
freedom are needed to determine the position of the overall SET.

• The ETD is attached to the endcap calorimeter in one piece. In total 8 degrees of
freedom need to be considered.

• The SIT and the FTD are connected to a common support structure. The movement
of this structure has 6 degrees of freedom.
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Component number of # of sensors/ # of channels area

layers modules module m2

SIT1 layer 1 33 3 66000 0.9

layer 2 99 1 198000 0.9

SIT2 layer 1 90 3 180000 2.7

layer 2 270 1 540000 2.7

SET layer 1 1260 5 2520000 55.2

layer 2 1260 5 2520000 55.2

ETD F X,U,V 984 2000000 30

ETD B X,U,V 984 2000000 30

FTD 7 350 5000000

TABLE 4.8-9
Number of modules, channel count, and sensitive area for the different Silicon based detectors.

FIGURE 4.8-36. Schematic view of the infra-red laser beam traversing several micro-strip sensors.

In total 26 degrees of freedom are present in this case. This reduces the initial problem to
one which can be solved in fairly short amount of time.

Details about the module and channel count in the silicon system are given in Table 4.8-9.

4.8.1.2 A laser based alignment system

A hardware position monitor system based on infra-red laser beams mimicking straight tracks
will be installed in the ILD detector. The laser beams traverse several sensors optimized for
IR laser transmittance (see Fig. 4.8-36). The signals from the laser are readout using the
module sensor and front end electronics. Therefore, there is no added contribution to the
error budget associated to the mechanical transfer between monitored fiducial marks and
strips. The resolution expected on sensor transversal movements will depend on the number
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FIGURE 4.8-37. AMS results on the reconstruction of the laser signal on the third sensors in the stack. The
data points are the result of averaging 480 readings. The position of the laser pulse can be reconstructed
with a resolution of 1 micron.

of strips illuminated by the beam and the sensor pitch. For a pitch value of 50 µm with
a gaussian width of the laser beam of σ = 300µm, resolutions below 1µm are achievable.
A similar system is in use im the AMS experiment where a silicon tracker with a geometry
similar to the FTD (comparable tracking volume, number of layers and cylindrical symmetry)
has reached an accuracy of 2µm [134] (see Fig. 4.8-37). The laser alignment system provides
the possibility to precisely monitor relativly fast movements. The current design of the ILD
forward tracking disks incorporates this system. The system is able to constrain several
degrees of freedom of a large fraction of the installed micro-strip sensors in the FTD and the
other strip detector, and of the third tracking disk based on pixel technology. The extension
to other sub-detectors is being investigated.

Particularly challenging is the connection between the inner and the outer silicon detec-
tors, because of the large distance between them, and the connection between the silicon
tracker and other detector elements. Here a pixel based monitoring system (PMD), excited
by an IR laser through optical fibres is under consideration. In this system special pixel
detectors are attached to the sensors to be aligned. The pixel devices will be installed in
several strategic places of the tracking system

The IR laser systems will be complemented by a network of fiber optic sensors (Fiber
Bragg System or FBS) that will monitor structural changes like deformations or relative
displacements among structures, and environmental parameters as humidity and tempera-
ture. These sensors are based on Bragg gratings built into mono-mode optical fibers. In this
technology, the carrier fiber is also the readout line. Compared to other traditional sensing
techniques they are immune to electromagnetic interference and temperature effects.

4.8.1.3 Alignment of the Time Projection Chamber

The large volume time projection chamber is a central piece of the ILD tracking system.
The TPC will provide more than 200 space points along a track. The longest drift distance
possible is around 2.3 m. The anticipated spatial resolution in the device is around 60-100
µm.
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In addition to the calibration issues discussed in the previous chapters, the TPC is par-
ticularly sensitive to the magnetic field in the detector. The survey and calibration of the
magnetic field will be a major part of the TPC calibration.

Mechanically the Silicon tracking detectors will all be mounted relative to the TPC. Most
probably - though a detailed engineering design has not yet been done - the inner Silicon
tracking system will be suspended from the end - plate of the TPC on either side. The
external Silicon tracking in the barrel will be supported by the field cage, the external Silicon
tracking behind the TPC endplate will be supported by the endplate itself, or possibly by the
endcap electromagnetic calorimeter. The TPC as a whole will be suspended from the coil of
the ILD detector.

The PMD laser system will possibly be used to reference the TPC relative to the Silicon
detectors, and transfer the location of the TPC to the coil. With this system the main degrees
of rotation and shift between the TPC and the rest of the Silicon can be determined, and
serve as starting point for the overall determination of alignment constants.

4.8.1.3.1 Internal TPC Alignment The internal alignment of the TPC will be based on
a well understood and measured field cage of the system. A construction of the field cage at
the 0.1 mm level seems possible, and a survey of the finished field cage at the level of 30µm
might be not unrealistic.

The B-field, which is as important to the ultimate measurement precision as the mechan-
ical components, will be mapped using probes to a level of dB/B < 10−4 as described in
[95]. Starting from a well understood magnetic field, unambiguous preliminary tracks can be
defined in the TPC. These will be used to iterativly improve the calibration of the TPC, and
will eventually serve as starting points for tracks spanning the full tracking system.

In the TPC, the internal components, i.e. the detector readout modules, will be man-
ufactured to tolerances of 20µm, while tolerances for placing the modules on the end-plate
will be about 60µm. The internal TPC alignment process must provide the final required
precision for both the mechanical alignment and the magnetic field measurement. Achieving
these goals will require iteration. As mechanical distortions and magnetic field distortions
can lead to similar track distortions, supplementary alignment systems will be used to resolve
the ambiguities.

The internal alignment in the TPC will be helped by laser systems installed on the TPC
in two ways: using a system of mirrors straight tracks created by a laser are created inside the
drift volume, and can be used to determine many calibration constants. In addition diffuse
light will be shone on the cathode surface, on which an appropriate coating creates a pattern
of charge, which can e.g. be used to calibrate field distortions and the drift velocity.

4.8.1.4 Maintaining the alignment

Probes mounted on the fieldcage of the TPC will be used to monitor the B-field during
running. Pressure and temperature will be measured continuously and will be corrected for
on the fly. Cosmic-ray tracks and laser systems will be used to check for changes of the
internal alignment in the TPC. Tracks from Z running will be used to extend coverage to
the whole detector because lasers can only monitor a limited number of reference points, and
cosmic rays give reasonable coverage of the vertical direction only.

The PMD laser system will provide a constant stream of alignment data and monitor in
real-time the position of the TPC relative to the rest of the detector.
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4.8.1.5 Track Based Alignment

While the hardware based systems are invaluable to do a fast re-calibration of the tracking
system for the most relevant degrees of freedom, they are not suited for the final high precision
alignment. This will need to be based on data from particle tracks. Previous experiments
have developed a sophisticated machinery and have shown that the alignment transform can
be determined to a precision well below the intrinsic resolution of their detectors, assuming
that a large enough sample of high quality alignment tracks can be collected. The most
important consideration in selecting the track sample is to tightly constrain all degrees of
freedom of the detector geometry, including those that leave the track residual distributions
(nearly) unchanged. Typically, the alignment sample is composed of a mixture of collision
data and tracks from other sources. High pT tracks are particularly valuable as they min-
imize the influence of multiple scattering. A strong constraint on the detector geometry
derives from tracks that traverse overlapping detector modules (in the vertex detector and
silicon tracking systems). Tracks from cosmic rays and beam halo are useful as they allow
to relate different parts of the detector (upper and lower half, both end-caps). Tracks with
known momentum are extremely valuable, both as a means to determine some of the weakly
constrained alignment parameters and as a monitoring tool to validate the alignment. This
role has traditionally been played by tracks from resonances with a well-known mass (the
Z-resonance is the most popular as it provides stiff tracks, but J/Ψ and Upsilon have been
used as well).

One of the main limitations of the track based system is that it will not be able to
follow fast changes in the detector. Given the rather small production rate for Z− > µ+µ−

events in the ILC at 500 GeV the typical time constant to align all degrees of freedom
of the detector is likely to be of the order of months . However, reduced sets of degrees
of freedom, corresponding to higher-level mechanical units like ladders and rings, or even
complete cylinders and disks, can be aligned with much less statistics and, hence, at a much
greater frequency. In how far tracks from high energy running can be used is a matter of
discussion, and will need further in-depth investigation.

4.8.2 Calorimeter Calibration and Alignment

A central part of the ILD detector is a highly granular calorimeter. At the moment a number
of different technology options for the different parts are under consideration. In general
though they all display a large number of channels, to obtain the excellent spatial resolution
needed for particle flow. For any sort of stochastic calibration or alignment uncertainly this is
an asset rather than a burden, since the precision with which these effects need to be known
scale with 1/

√
N , where N is the number of channels. Nevertheless the detailed procedures

and the way calibration is implemented differ significantly from technology to technology,
and will be discussed separately below.

4.8.2.1 Si-W electromagnetic calorimeter

The information used for defining the alignment and calibration procedures of the ILD elec-
tromagnetic calorimeter comes from two sources: a very detailed simulation of the calorimeter
and the results from a prototype exposed to beam for now four years. Alignment: The re-
quirements on alignment come from the precision we can reach in measuring the position of
a shower. This is of the order of 1mm/

√
E. Therefore an alignment precision of 100µm is
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the goal. The main uncertainty comes from the play of the slabs inside the alveoli. With a
survey of the module and a careful positioning we can reach 250µm, we need then an align-
ment with tracks in situ. A small number of electrons, thousands, should be enough to align
the calorimeter with respect to the tracking system at the required precision.

4.8.2.1.1 Energy calibration An early study had shown that the energy measurement
in our calorimeter is robust against dead channels. Provided they are quite randomly dis-
tributed, a fraction up to 5% dead channels does not harm the resolution. The mean response
is restored by estimating the dead channels response from their neighbours and the resolution
is very marginally touched. The measurement of the channel noise provides the identification
of the dead ones.

A good energy calibration is the result of a suite of dedicated actions. First the design
of the detector is chosen to provide an intrinsic stability with variables like temperature,
humidity, radiation, voltages, etc. Second a monitoring of these variables and of the detector
response evolution with them is ensured. Third the cells are, at construction time, inter-
calibrated at an adequate level of precision. Finally the absolute calibration is determined
in test beams for few modules and globally at running time. The large number of cells is an
asset, as teh calibration fluctuations decrease with

√
N os the number of cells. The estimation

of energy uses a combination of two estimators, the deposited energy and the counting of
cells. The fully depleted silicon diodes offer a very stable behaviour. The tungsten plates
can be checked. A complete cosmic ray testing produces the accuracy needed by measuring
the minimum ionising particle peak. This has been done in the prototype with success. It
is estimated to be a work of 200 days. The electronics is monitored accurately by injecting
charges calibrated by a band gap device. It can be noted that the two estimators of energy
are sensitive to very different systematic effects providing a powerful global test. After the
inter-calibration, the absolute calibration is done by comparison with the tracker or using
electrons and photons kinematically constrained like Bhabha’s or return to the Z. This does
not require any running at the Z peak

4.8.2.2 Scintillator Tungsten Electromagnetic Calorimeter

The scintillator ECAL consists of 1 cm × 4.5 cm scintilator strips, readout with Multi Pixel
Photon Counters (MPPC). The calibration of these devices, similar to the analogue HCAL,
needs to be done for the energy scale and limearity, and should be monitored against changes
of environmental conditions such as temperatur etc.. The calibration will be based on a
mixture of built-in calibration systems and the use of particle, either from cosmic-ray muons,
or from test beams, before installation.

A further calibration of the strips may be done using tracks during operation of the
device. To reach an accuray of 5% per channel, about 100 calibration quality tracks are
needed. An ideal data sample for this would be an extended run at the Z-pole; to collect
enough tracks about 100pb−1 would be sufficient. This amount of data will only be available
at rather infrequent intervals, since it corresponds to a few weeks of running on the Z pole.
However once calibrated the system is intrinsically stable if monitored well, and no frequent
channel-by-channel recalibration is needed.

The photon sensor MPPC has a powerful built-in calibration capability, which is also
used in the AHCAL. By identifying the response to single, two, three etc photons, a precise
response and energy dependence can be established from data, for every single MPPC channel.
THe single photon signals will be produced by a system of light fibres and blue LEDs, which
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illuminate each channel with a well defined intensity. This system will be used to monitor
the time dependence of the calibration constants as well.

4.8.2.3 Hadron calorimeter alignment

Depending on the choice of technology the hadronic calorimeter has cell sizes as small as
10 × 10mm2, thus requiring a mechanical precision at the mm level for the absorber and
sensor structures. This precision will be somewhat less stringent for the analogue hadronic
calorimeter, which has larger cells. From the construction and survey the location of the cells
to this accuracy will be known for the installed detector. The alignment required between
different parts of the calorimeter system are also at a level of mm and will be established
with data, based on muons from different sources.

4.8.2.3.1 Scintillator analogue hadronic calorimeter energy calibration The scintil-
lator tile HCAL, segmented in 48 layers and 32 barrel, 32 end-cap modules, has 8 million
read out channels. While electromagnetic and hadronic energy scales can be established with
sample structures of the HCAL alone or in conjunction with the ECAL exposed to beams of
muons, electrons and hadrons, the inter-calibration of the detector cells must be established
with muon beams for all active layers of the detector. Based on test beam experience, we
estimate that this can be accomplished in about two months. The calibration accuracy is
maintained using LED monitoring of the photo-sensor gain, in-situ MIP calibration based
on track segments in hadron showers and classical slow-control recording of the relevant op-
eration parameters, temperature and bias voltage. These methods have been successfully
applied to test beam data.

Simulating ILC events and using algorithms bench-marked with test beam data, we have
determined the required luminosity for in-situ MIP calibration of individual cells and of
average values for sub-sections of the detector, like module layers. A cell-by-cell in-situ
calibration is not possible with realistic running times, but it is also not necessary. Average
values for individual module layers can be obtained with a comfortable accuracy of 3% from a
data set corresponding to 10pb−1 at the Z resonance or 20fb−1 at 500 GeV. For the innermost
20 layers, this accuracy is achieved with 1pb−1 or 2fb−1, respectively (see Fig. 4.8-38 for more
details).

Using detailed simulations of the ILD detector and reconstruction based on the Pandora
PFA, we have modeled different scenarios of statistically independent as well as coherent mis-
calibration effects, affecting the entire HCAL or parts of it. Purely statistical variations, like
those arising from calibration errors or random aging effects, do not affect the resolution at
all. However, they may degrade the in-situ MIP calibration capability. From this, a moderate
requirement of the inter-calibration stability of 10% is derived. Coherent effects which could
for example arise from uncorrected temperature variation induced changes of the response
are potentially more harmful, as they directly show up in the constant term, if they affect
the entire detector. However, these are easy to detect, and even a 5% variation only mildly
propagates into the jet energy resolution. Systematic effects in sub-sections like layers are
unnoticeable unless they exceed about 15%, comfortably in range of the in-situ calibration
method accuracies.

The concept was experimentally verified by using data from two independent test beam
experiments, performed with the same module, at two different locations CERN and Fermilab.
The module which had some 9000 channels was calibrated based on data in one location, and
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FIGURE 4.8-38. Required luminosity for an in-situ calibration of the AHCAL, as af function of position of
the cell to be calibrated. The scale on the right gives the amount of integrated luminosity needed for one
HCAL base unit (HBU).

FIGURE 4.8-39. Comparison of measured energy resolution from three independent test beam experiments.
The calibration constants were obtained in one experiment, and transported to the other ones. Excellent
agreement is achieved, demonstrating the intrinsic stability of the system.

the calibration constants were then applied to the data recorded at the second location. The
resulting comparison of the energy resolution of the detector is shown in Fig. 4.8-39.

We convinced ourselves of the validity of these simulation based estimates by treating our
test beam experiment like a collider detector, using cell-by-cell inter-calibrations only from
data taking at a different site, under different conditions. Applying only in-situ monitoring
techniques, we re-established the scale and reproduced the resolution. Imperfections absent
in the simulation showed up, but were successfully compensated. All in all, we conclude that
the high granularity and channel count is a blessing rather than a curse. On one hand, thanks
to the law-of-large-numbers suppression of statistical effects, the requirements on individual
cell precision are very relaxed. Coherent effects, on the other hand, can be studied with
any desired combination of channels, be it layers, longitudinal sections, electronics units or
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according to any other supposed hypothesis of systematic effects. This has been proven to
work with data taken at CERN and at FNAL.

4.8.2.3.2 Semi-Digital hadronic calorimeter energy calibration The most important
features of the semi-digital HCAL option which have an impact on the calibration strategy are
the large number of ≈ 70 million electronic channels, their semi-digital readout which means
that efficiency is the meaningful quantity rather than energy, and the stable and homogeneous
nature of the sensitive medium made of resistive plate chambers. The electronics calibration
includes a gain correction procedure, a noise level measurement and a linearity measurement.
The gain correction intends to reduce the dispersion of the electronic channels response to
a given charge. A dispersion of a few percent for the threshold levels of the semi-digital
electronics readout is currently obtained. The procedure is to inject charges corresponding to
the lowest threshold level with different gains. The procedure is completely automated and
will be applied to all the electronics boards before installation.

We foresee to apply the same procedure in situ. Based on our experience with a fully
equipped 1m3 detector (9216 channels) we estimate that 200 minutes are needed to calibrate
all the detector channels in parallel. The frequency of the calibration is under study. Pre-
liminary results based on procedures applied one year apart on the same electronics board
showed small variation (< 2%).

To perform the detector calibration, a procedure will be used at construction time to
qualify every piece, and a global control will be made at running time. The homogeneity of
each GRPC detector will be tested by exposing all the HCAL detectors to cosmic rays before
installation. To estimate the effort involved we can say that in order to achieve an efficiency
measurement resolution better than 1% for each square cm of all the detectors using benches
hosting five detectors, 5000 hours will be needed.

After installation, thanks to the detectors homogeneity only global efficiency of each
detector needs to be controlled. This will be done using:

• Cosmic rays: Their number will depend on the detector depth. At sea level and taking
into account the ILC duty cycle of 5% only a few hours are needed to calibrate the
horizontal detectors. More time is needed for the inclined ones.

• Beam halo muons: At the ILC with the best currently proposed shielding scheme, 660
halo beam muons are expected per second to traverse the detector. Only a few seconds
of running will be sufficient to calibrate the end-cap detectors based on these muons.

• Tracks produced in hadronic showers: There are few of them in each hadronic shower.

• Muons produced in data: Those produced from direct decay of Z→ µ+µ− and those
resulting from decays in the tau tau and bb̄ channels become an essential source in case
the GigaZ scenario is approved. With 1033cm−2s−1 of instantaneous luminosity less
than five hours are needed to calibrate all the detectors.

In addition different procedures will be used to monitor the behaviour of the calorimeter,
like following the leakage current, following the ratio of pads above the different thresholds.
If necessary, we can consider injecting radioactive gas to check the response homogeneity.

4.8.3 Conclusions

In this section we have discussed the current state of thinking about aligning the different
detectors in ILD. We propose to base the alignment on a mixture of harware alignment
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systems, and a sophisticated use of tracks taken from data. Even though many details of
the alignment systems still have to be finalised, and a lot of technical developments are still
needed, we have established a number of key components central to the proposed procedures
in test beam experiments. We are therefore confident that the system is adequate and that
we realistically can expect to reach the anticipated precision required for physics at the ILC.

We consider the ability of the collider to deliver some luminosity on the peak of the Z
resonance to be important and very beneficial for a fast calibration, and in particular a fast
re-calibration after a push pull operation.
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Data Acquisition and Computing

As outlined in the detector outline documents [2, 3, 135] the data acquisition (DAQ) system of
a detector at the ILC has to fulfill the needs of a high luminosity, high precision experiment
without compromising on rare or yet unknown physics processes. Although the average
collision rate of the order of a few kHz is small compared to the LHC, peak rates within
a bunch train will reach several MHz due to the bunched operation. In addition the ILC
physics goals require higher precision in many measurements than has ever been achieved in
a colliding beam experiment. This improved accuracy can only be achieved by a substantially
bigger number of readout channels than in previous detectors. Taking advantage of the
bunched operations mode at the ILC, event building without a hardware trigger, followed
by a software based event selection was proposed in [34] and has been adopted for the ILD.
This will assure the needed flexibility as well as scalability and will be able to cope with the
expected complexity of the physics and detector data without compromising on efficiency or
performance.

The very large number of readout channels for the ILD will require signal processing
and data compression already at the detector electronics level as well as high bandwidth for
the event building network to cope with the data flow. The recently commissioned LHC
experiments have up to 108 front-end readout channels and a maximum event building rate
of 100 kHz, moving data with up to 100 GB/s [136]. The proposed ILD DAQ system will be
less demanding in terms of data throughput but the number of readout channels is likely to
be a factor of 10 or more larger. The computing requirements for the ILC event processing
in terms of storage and CPU are also going to be less demanding than those of the LHC
experiments. The details of the DAQ and computing system depend to a large extent on
the developments in microprocessors and electronics and the final design of the different sub
detector electronic components. Therefore the DAQ and computing system presented here
will have to be rather conceptual, highlighting some key points to be addressed in the coming
years.

5.1 DAQ CONCEPT

In contrast to past and recent colliders, such as HERA, Tevatron or LHC, which have a
continuous rate of equidistant bunch crossings the ILC has a pulsed operation mode. The
nominal parameter set [137] of the ILC with

• 2625 bunch crossings in a train about 1ms long,
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FIGURE 5.1-1. General layout of the DAQ system

• 369 ns between bunch crossings inside a bunch train and

• a bunch train repetition rate of 5 Hz

results in a burst of collisions at a rate of 2.6MHz over 1ms followed by 200ms without any
interaction. The overall collision rate of 13kHz is significantly smaller then the expected event
building rate for the LHC experiments.

The burst structure of the collisions at the ILC immediately leads to the suggested DAQ
system with

• dead time free pipeline of 1 ms,

• no hardware trigger,

• front-end pipeline readout within 200 ms and

• event selection by software.

Rapidly developing fast network infrastructures and high performance computing technolo-
gies, as well as the higher integration and lower power consumption of electronic components
are essential ingredients for the proposed data acquisition system. Furthermore for such large
systems a restriction to standardised components is vital to achieve maintainability at an af-
fordable effort, requiring commodity hardware and industry standards to be used wherever
possible.

The general layout of the proposed DAQ system is shown in figure 5.1 The front end
electronics on the detector or sensor level has to be detector specific and will digitize and
store the data of ≈2600 bunch crossings. But already on or near the detector a standardized
interface with additional buffering and processing capability will assure a common protocol for
the subsequent event building which is currently estimated to be done by a standard switched
network technology like 10G Ethernet. Event building of all data from the bunch train will
be done in a single processing unit. Hence all data of the complete train will be available
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Subdetector Channels [106] Occupancy [%] Data volume [MB]

VTX 800 1.0 50

TPC 2 < 0.1 12

FTD 1 9 2

SIT 1 30 6

SET 5 1 1

ETD 4 10 7

ECAL 100 < 0.1 3

HCAL 8 1 130

MUON 0.1 < 0.1 ≤ 1

LCAL 0.2 70 4

BEAMCAL 0.04 100 126

TOTAL ≈920 ≈340

TABLE 5.1-1
Data Volume in MB per bunch train for the major ILD detector components

for the event processing without further data transfer which is essential since many detectors
will integrate over several bunch crossings. The purpose of this online event processing will
be mainly event classification, calibration, alignment and data quality monitoring. Although
no event rejection is foreseen a scheme of event finders may be used to identify ’bunches of
interest’ which could then be used for the physics analysis or for fast analysis streams.

The data volume will be dominated by machine background which in turn is mainly pair
production from beam-beam interaction( see section 6.7). For the nominal ILC parameter set
it is expected that this background produces per bunch crossing ≈ 8000 hits in the HCAL,
≈ 150 hits in the ECAL, ≈ 400 hits in the TPC and ≈ 3 hits/cm2 in the inner layer of the
Vertex detector. Physics events which are less then 0.1 per bunch train will hence contribute
less then 1% of the data recorded. Details of the simulated background are described in
Section 6.7.

Table 5.1-1 lists the expected data volume per train for the major ILD detector compo-
nents. Only values for the configuration used in the ILD detector simulation (see table 2.1-1)
are shown as an example. For different technologies and options numbers may vary (DHCAL
for instance < 20MB). The occupancies are quoted for the detector-spcific time intervals.
Some detectors digitise individual bunches, others like the TPC integrate over several bunches
or the full bunch train.

The total data volume per trains is estimated to be ≈ 340MByte, hence the event building
network has to cope with 1.7 GB/s. Assuming a safety factor of 10 on the background
estimation and further contributions from electronic noise hits the maximum bandwidth
anticipated is less than 20 GB/s. For the ILC Low-P parameter set backgrounds will increase
by a factor 5 to 10 for the different subdetectors, with a resulting higher bandwidth demand.

Since machine parameters and beam conditions like beam energy or polarisation will be
a vital input for the high precision physics analyses they should be stored alongside with
the data. The time structure and data volume are similar, hence a common DAQ and data
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storage model is envisaged.

5.2 FRONT END ELECTRONICS

In contrast to the central DAQ system the front end readout electronics for the different
subdetector prototypes has to be designed now to allow for a realistic engineering and detec-
tor performance tests. Several approaches are underway for the calorimeters, TPC, silicon
trackers and vertex detectors. Common to all the designs is a highly integrated front end
electronics with signal shaping, amplifying, digitizing, hit detection, data storage and highly
multiplexed data transfer to reduce the number of cables. Some designs foresee data process-
ing like noise detection or cluster finding already at this stage to further reduce cables. For
a detailed description see for example Section 4.4.5.3 on the calorimeter readout which had
been developed for the EUDET project with a unified test beam DAQ system for various
ILC Calorimeters.

For a highly granular detector like the ILD with the resulting large channel counts both
the material budget as well as the power consumption are areas of concern. Minimizing the
number of cables by data processing and multiplexing already on the sensor level is required
as well as high density electronics with low power consumption. A common approach to
reduce the power consumption is to turn the front end electronics off in the train gaps. First
systems have been designed and build with this power pulsing capability.

5.3 DETECTOR CONTROL AND MONITORING

Modern data acquisition, detector control and monitoring systems are closely coupled to
ensure good efficiency and data quality. An overall experiment control system will keep
DAQ, detector control and monitoring synchronised, and assure proper timing, conditions
and error handling. The systems should be designed such that subdetectors can be treated
independently for commissioning or calibration runs in parallel to collision data taking.

In addition the ILD will be operated in a truly worldwide collaboration with partners all
over the world. Similar to the global accelerator network (GAN) a global detector network
(GDN) is proposed to operate the ILD detector remotely from the participating institutes.
First experience was gained with the CALICE remote control room at DESY during test
beams at CERN and FNAL. In addition the experience from the CMS remote operation
centers at CERN, FNAL and DESY will be taken into account. The design of the DAQ and
control system should have remote operation features built in from the start.

5.4 DATA PROCESSING

5.4.1 Event Building and Prompt Reconstruction

Event building and prompt reconstruction will be performed on the Online Filter Farm –
a sufficiently large farm of processing units near the detector, connected to the front end
electronics via the Common Event Building Network as shown in figure 5.1. Every data
processing unit of the Online Filter Farm will process the data of one complete bunch train at
a time. The raw data of a complete bunch train is kept in the raw data file after compression.
This is essential as many detectors will integrate over several bunch crossings or even the
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full bunch train. The event reconstruction will be an iterative procedure where in a first
step a preliminary reconstruction will be done on the data from every subdetector. Bunches
of interest are then identified by exploiting correlations in time and space between the data
from all subdetectors. After calibration and alignment finally a full event reconstruction
is performed on the event data. The reconstructed events are then written to the storage
systems in an object oriented data format that is suited for further analysis with appropriate
pointers into the raw data file containing the bunch train data. A first version of such an
event data model has been developed and is in used for several test beam efforts and for the
offline analyses within ILD [10]. An event filter mechanism run at prompt reconstruction will
provide the necessary meta data for fast event selection at the physics analysis level.

5.4.2 Offline computing

The further offline data processing will exploit the existing Grid infrastructure for distributed
computing using a multi-tier like approach similar to what is done for the LHC-experiments
[138, 139]. The offline computing tasks such as the production of more condensed files with
derived physics quantities (DST/AOD), Monte Carlo simulations and re-processing of the
data will be distributed to the various tiers of the ILC-computing Grid. Setting up a data
Grid and suitable data catalogues will allow the physicists to efficiently access the data needed
for their analyses.

5.5 SOFTWARE

As is fairly standard with current HEP experiments, ILD will have a modular software frame-
work based on object oriented programming languages such as C++. A component based
plugin system together with well defined abstract interfaces will allow the flexible combination
and exchange of algorithms with minimal configuration overhead. Using the same software
components in the online and offline computing as much as possible will facilitate frequent
data re-processing with improved calibrations and algorithms. A common object oriented
persistency format that is used from the prompt reconstruction to the final analysis will al-
low transparent access to lower level data objects at later stages of the data processing chain.
The actual raw data format containing the data read out per bunch train will essentially be
defined by the front end electronics. Using abstract interfaces for the object oriented event
data model will provide the flexibility to change the underlying persistency format in case the
need might arise at some point in the lifetime of the experiment. The long term archiving of
the data even beyond the experiments lifetime should be taken into account when choosing
the persistency format. Data for calibration, slow control and alignment will be stored in
a conditions database system that provides a suitable timestamp mechanism and versioning
capabilities.

ILD already has two fully functional software frameworks (Sections 2.1.1, 2.1.2) which
have been used for the massive Monte Carlo production for detector optimisation. One of
the frameworks is also used by a number of ILC testbeam experiments for detector R&D
[16] providing important feedback on the usability of the software in real world experimental
conditions.
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5.6 OUTLOOK AND R&D

Due to the timescales involved and the rapid changing computing and network market a
decision on the DAQ hardware will be done as late as possible to profit from the developments
in this area.

Nevertheless key elements of the DAQ systems have to be defined to guide the R&D of
the subdetectors front end electronics especially when entering the technical prototype stage.
This includes standardized interfaces to the central DAQ, online calibration and alignment
strategies as well as detector control and monitoring concepts with remote operation build
in. To gain experience and prepare for the decision on how to build the central DAQ system
new developments and evolving standards, like ATCA [140] for example, should be evaluated
in the next years.

In addition efficient event processing and event classification strategies taking realistic
background simulations into account have to be developed. The ongoing test beam and
simulation efforts will be a first step to learn how to treat the data but a more dedicated
effort toward online processing and bunch tagging in a multi bunch environment will be
needed to ensure efficient processing.

GRID resources currently available for post-LOI studies are limited. Especially, the inter-
regional bandwidth ( between Europe and Asia ), CPU and storage resources especially in
Asia, and the connectivity to OSG-GRID are the area which need more improvement.

A continues effort on improving the software framework according to needs and adapting
to new computing hardware, introducing multi-threading capabilities for multi core processors
for example, is needed to keep up with the activities both in the subdetector R&D as well as
the computing infrastructure
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CHAPTER 6

Detector Integration
Machine Detector Interface

6.1 MECHANICAL CONCEPT

The mechanical design of the ILD detector is shown in figures 1.2-1 and 6.1-1. The major
components are the five parts of the iron return yoke: three barrel rings and two endcaps. The
central barrel ring carries the cryostat with the solenoid coil in which the barrel calorimeters
are installed. The TPC and the outer silicon envelope detectors are also suspended from the
cryostat using tie rods. The endcap calorimeters are supported by the endcap yoke sections
which can be moved independently from the barrel sections to allow an opening of the detector
at the beam line. The beam pipe, the vertex detector and the other inner silicon detectors
are supported from a structure of carbon fibre reinforced plastic (CFRP), which hangs at
the flanges of the TPC field cage. The whole structure can be aligned with respect to the
beam axis using actuators and a laser alignment system. The QD0 magnets are mounted
independent of the yoke endcaps in a support structure that carries the magnets and the
forward calorimeters. This structure is supported from a pillar outside of the detector and is
suspended from the solenoid cryostat using tie rods. The QD0 magnets are also monitored

FIGURE 6.1-1. The ILD detector and its services.

ILD - Letter of Intent 125



DETECTOR INTEGRATION
MACHINE DETECTOR INTERFACE

by a laser alignment system and can be moved using actuators.

A full 3D CAD model of the ILD detector exists and is the baseline for all engineering
and technical studies presented in this LoI. The actual dimensions and masses of the ILD
subcomponents can be found in [141]. The engineering model of ILD has been synchronised
to the detector model used in the full detector MC studies. A detailed description of the
integration of the ILD detector including a conceptual scheme for the cabling is given in [118].

6.2 DETECTOR ASSEMBLY AND OPENING

The ILD detector will be assembled in large parts in a surface building above the underground
experimental hall. The pre-assembled sections will then be lowered into the underground
cavern using a temporary portal crane. The largest and heaviest (≈3500t) part will be
the central barrel ring with the solenoid coil and the barrel calorimeters installed. The
underground assembly sequence comprises the following steps:

1. The first pillar for the support of the QD0 magnet is installed. This pillar needs to be
movable in the garage position but will not move on the beam line. The service helium
cryostat is also carried by the pillar.

2. The QD0 magnet is suspended from the pillar together with its support structure.

3. The endcap yoke with the pre-mounted endcap calorimeters are installed.

4. The first part of the barrel yoke is installed.

5. The central part of the barrel yoke carrying the coil and the barrel calorimeters is
installed; the cables are routed through the slits between the central yoke ring and the
other rings.

6. The TPC is inserted, the cables follow the same routes as the cables of the barrel
calorimeters.

7. The inner part of the detector including the beam pipe and the inner silicon detectors
is inserted into the TPC, cables are routed to the outside following the same routes as
the cables of the barrel calorimeters.

8. The third part of the barrel is lowered.

9. The second pillar, QD0 (with support) and the second yoke endcap are installed.

The detector can be opened and maintained in the garage position using the above de-
scribed procedures. The space required is available in a garage zone with side access tun-
nels (c.f. figure 6.2-2). It is planned to allow the opening of the detector endcaps also at
the beam line. As space is limited there due to the machine elements, only limited access
can be reached. The QF1 magnets including their ancillaries extend to ≈9 m from the IP.
Preliminary studies show that access space of ≈1 m can be gained between the endcap and
the barrel yoke. This would allow limited access to the inner detector for short maintenance
and connection/deconnection actions at the beam line (c.f. figure 6.2-2). Major interventions
would be done in the garage position taking advantage of the push-pull system.
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FIGURE 6.2-2. Detector opening on the beamline (top) and in the garage position (bottom).

6.3 CIVIL FACILITIES AND SERVICES

6.3.1 Detector Services

A number of services are needed for the operation of the ILD detector. The concept of
push-pull puts stringent requirements on the design, as the services need to be designed for
a moving detector. Therefore they must be integrated in the design of the detector and the
civil facilities from the beginning.

6.3.1.1 Primary Services

Primary services are usually provided by installations that are located on surface due to their
dimensions, possible impact on the detectors (vibrations, etc.) and related risks. Examples
are water chillers that provide cooling water, high to medium voltage power transformers (e.g.
18 kV/ 400 V AC tri-phase), UPS facility (Diesel generator), helium storage and compressor
plant for the solenoid coil and gas and compressed air plants.

6.3.1.2 Secondary Services

Secondary service plants often need to be close to the detector and should be located in
the underground areas. Typical secondary services are temperature stabilised cooling water,

ILD - Letter of Intent 127



DETECTOR INTEGRATION
MACHINE DETECTOR INTERFACE

voltage supplies for front-end electronics, AC/DC converters for the super-conducting coil
and cryogenics and vacuum services. Data connections for the transmission of the detector
readout also need to be included. Due to the push-pull design, these services are permanently
connected and run in cable-chains towards the detector. As the flexible pipes and cables in
the chains need to be kept within reasonable lengths, it would be very convenient to locate
a small service cavern for the secondary services at the end of the main underground cavern
with independent ventilation and limited crane access. Electrical noise and vibrations are
kept away from the vicinity of the detector, and people working in the main underground
cavern would also be protected from physical noise coming from various equipment. The
main benefit of the usage of cable chains is the permanent connection of the detector to all
its services and readout cables. The chains can be equipped when the detector is still being
assembled on the surface, and this would greatly speed up the connection and commissioning
time in the underground cavern once the detector parts are lowered. The hall floor can be
kept clean and without obstructions by the use of cable chains.

6.3.1.3 On-Board Services

Some secondary services need to be carried on board with the detector if the connection
through cable chains are found to be technically difficult or too expensive. As this increases
the risks for the detector operation in the push-pull scenario, these on-board services should
be kept to a minimum. Examples are the service cryostats for the helium supply for the
solenoid and the QD0 magnets.

6.3.1.4 Cryogenics

Figure 6.3-3 shows the block diagram of the cryogenics needed for the operation of the
detector solenoid coil and the QD0 magnets. While the primary facilities like the helium
storage and compressors are on the surface, the helium liquefier (4K) and the re-heater are in
the underground hall. Directly on-board of the detector are the valve box, which distributes
the helium to the coil, and the liquid helium tank. Also the 2K sub-cooler and the service
cryostat for the QD0 magnet are moving with the detector.

6.3.2 Surface Assembly Hall

The detector will be assembled in a surface hall. The RDR baseline design of the surface
hall (100 × 25m, 25 m high, 400 t crane capacity) is well suited for the assembly of the ILD
detector. A portal crane with a capacity of 3500 t needs to be installed temporarily at the
main shaft to lower the pre-assembled detector elements into the underground cavern.

6.3.3 Underground Experiment Hall

The underground experiment hall needs to accommodate both push-pull detectors. The
design of the hall presented in the ILC RDR [137] has not been optimised taking into account
realistic assumptions for the services of the detector in the push-pull environment. Figure 6.3-
4 shows a design study of the underground hall which has been optimised for ILD taking into
account the following criteria:

• minimum impact on civil engineering cost with respect to the RDR baseline (reduced
main cavern diameter and length),
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FIGURE 6.3-3. Diagram of the cryogenic services for the detector.

• enhanced safety and reduced time losses by moving the shaft from the cavern ceiling to
a side alcove providing also the necessary space for the full opening of the detector,

• small service cavern at the end of the hall for the secondary services (6.3.1.2),

• optimised for push-pull.

A hall width of 25 m is sufficient for the detector assembly and maintenance procedures
as the side alcove for the vertical shaft increases the parking positions substantially. The
beam height has been assumed to be 12 m from the floor of the hall. This allows for the
detector to rest on a 2-m-high platform. It must be noted that if the experimental area is a
deep construction in a terrain requesting a cylindrical or semi-cylindrical hall for question of
rock stability the space situated below the floor level has to be filled with concrete up to the
proper level. The platform and the cave-like structures containing the supporting mechanism
and the cable are thus just a special part of this filling. As the heavy parts of the detector
will be moved on air pads and on the platform, the crane capacity in the underground hall is
modest. Two 40t cranes, which can be connected to form an 80t crane are largely sufficient.

6.4 PUSH-PULL OPERATIONS

The present ILC baseline design foresees one interaction beamline that needs to be shared by
two detectors in a push-pull configuration. While one detector is taking data on the beamline,
the other one is parked in its garage position in the same underground hall. Following a still-
to-be-defined time schedule, the detector on the beam line is moved away to its own garage
position to make space for the waiting detector to collect data. This push-pull scenario has
never been tested at existing accelerators and poses unprecedented engineering challenges to
the detector designs.

ILD - Letter of Intent 129



DETECTOR INTEGRATION
MACHINE DETECTOR INTERFACE

FIGURE 6.3-4. Design study of the underground experiment hall with ILD (left) and the second detector
in push-pull configuration.

The LoI concept groups and the ILC Beam Delivery System group have agreed on a
set of minimum functional requirements [142] which define the boundary conditions for the
push-pull operations. Most of these requirements comprise geometrical boundaries, like the
size of the underground hall or the limits of the garage position of the detectors. But also
physical limits for ionising radiation and magnetic fields need to be defined to allow a friendly
co-existence of two detectors in one hall. In addition direct requirements come from the
machine itself. As the QD0 final focus magnets will move with the detectors, requirements
on alignment tolerances and vibration limits have been defined.

The timescale for the push-pull operation needs still to be defined, but it is clear that the
time for the exchange of both detectors needs to be minimised to maximise the integrated
luminosity. The full push-pull procedure comprises for the outgoing detector:

• securing the beams,

• powering down of the detector solenoid,

• removing the radiation shield between detector and hall,

• disconnecting all local supplies (in principle only the main bus-bars),

• disconnecting the beam pipe between the QD0 and the QF1 magnets,

• moving the detector out towards its garage position,

• connecting back the main bus-bars in the garage position.

For the incoming detector the procedure is reversed, but additionally needs to include
time for alignment and eventually calibration of the detector system at the beam line. It is
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FIGURE 6.4-5. ILD detector in the garage position and on the beam line. The detector will be disconnected
from the power bus bars (top, blue) during movement, while the cables and cryogenic service lines run in
cable chains (bottom, grey).

envisaged to complete the full push-pull operations on a timescale of about two days after
procedures have been optimised based on experience. However, as the full understanding
of the challenges requires a detailed engineering design of the hall and the definition of the
procedures, a final evaluation of the push-pull operation for ILD is beyond the scope of this
LoI and needs to be studied in the following Technical Design Phase. Nevertheless this section
describes our conceptual understanding of the ILD operations.

6.4.1 Moving the ILD Detector

The ILD detector will be placed on a concrete platform to avoid possible damages due to
non-synchronised movements or from vibrations during push-pull and also to ease internal
alignment challenges. The concrete platform will have a size of approximately 15 × 20m
and needs to be ≈ 2m thick. Figure 6.3-4 shows the ILD detector on its platform on the
beam line. The platform will move on the hall floor using a system of rollers suitable solution
for this one-dimensional movement or air pads that may provide more easily a millimetric
positioning tolerance.

All supplies for the detector will be provided by using flexible supply lines that move
with the platform. This includes the cryogenic lines that supply the detector solenoid and
QD0 systems with 4K helium. As the development of flexible cryo lines for 2K helium is
challenging, the QD0 magnet will be connected permanently to a service cryostat that moves
together with the detector on the platform. As the detector solenoid does not need to be
powered during the movement, the detector can be disconnected from the power bus bars and
re-connected in the parking position. Figure 6.4-5 shows a schematic drawing of the movement
of the detector with the cable chains and the power bus bars. The detector elements can be
moved on the platform by using either a roller system, or by using air pads similar to the
solution CMS has adopted. As the axial space at the beam line is limited, only the opening
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of the detector endcaps is foreseen to allow a limited access to the inner detectors. In the
garage position more space is needed to allow major maintenance work, e.g. the removal of
the TPC. More details of the opening procedures are described in section 6.2.

6.4.2 Shielding

The ILD detector will be self-shielding with respect to maximum credible accident beam
loss scenarios. Detailed simulations show [143] that a proper design of the detector provides
shielding which is sufficient to still allow access to the detector hall for professional workers.
This is important to fulfil the minimum requirements which are needed to allow access to the
other detector in its garage position during beam operations.

A movable concrete shield needs to fill the gap between the detector and the walls of
the underground hall. As this shielding needs to fit both detectors, no engineering effort
has been pursued so far to find a detailed design. This has been referred to the Technical
Design Phase where it will be studied in collaboration with the second detector concept
group. Nevertheless, these kind of shieldings have been used in other accelerator experiments
(e.g. at HERA) and pose no conceptual design challenge.

6.4.3 Alignment and Calibration

The ILD detector will be moved on a platform that will be repositioned very precisely on
the IP. Nevertheless, the alignment of the detector after being brought to the beam position
is not trivial. The functional requirements ask for an alignment accuracy of the detector
axis ±1mm and 100µrad after push-pull. The requirements for the QD0 magnet are even
tighter: ± 200 µm and 5 µrad. ILD will be equipped with a laser-interferometric alignment
system like MONALISA [144]. This system allows for alignment of both QD0 magnets which
are carried by the detector to the ILC beam lines on each side of the hall. In addition, the
detector itself can be positioned within the required tolerances using this system. The QD0
magnets will be placed on actuators that allow for an independent alignment of the magnets
with respect to the detector.

After the alignment of the detector described above and the commissioning of the beam,
some calibration data taken at the energy of the Z resonance would allow to check the
alignment of the subdetectors. The internal alignment of the subdetectors can then be done
most precisely in offline analysis. This technique was used at LEP where experience shows
that about 1 pb−1 of calibration data on the Z peak will be sufficienct after the push-pull
procedure at ILC [96]. If the ILC machine cannot easily switch between Z-peak and

√
s

running, then other techniques than used at LEP will be developed.

6.5 R&D PLANS: DETECTOR INTEGRATION

This Letter of Intent describes a conceptual design of the integration efforts for the ILD de-
tector. Though no show-stoppers have been identified, a challenging engineering programme
needs to be set up to transform this conceptual design into a technical design based on
engineering studies. Main points of work will be among others:

• Integration of the subdetectors in close collaboration with the subdetector R&D groups.

• Engineering design of the yoke.
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• Opening and assembly procedures including a study on the tooling needed for it.

• Development of an engineering solution for push-pull. This includes the very important
issue of cryogenic supplies for a moving detector.

• Find an optimised underground hall design in close collaboration with the ILC machine
CF&S group and the other detector concept groups. This includes a common shielding
strategy.

• Elaborate the alignment strategy and find technical solutions for interferometric systems
la MONALISA.

6.6 THE INTERACTION REGION

The interaction region of the ILD detector comprises the beampipe, the surrounding silicon
detectors, the forward calorimeters with the masking system and the QD0 magnet with its
ancillaries and the support structure. Figure 6.6-6 shows a blow-up of this region.

FIGURE 6.6-6. Interaction region of the ILD detector. Shown are the vertex detector (yellow), the SIT
(pink), the ECAL plug (blue) with the LumiCal, the LHCAL (light red) and the BeamCal (violet). The
routing of the cables is also shown.

6.6.1 The Beampipe

The design of the beam tube has to obey several constraints:

1. It must not interfere with the luminosity.

2. Its central part must be small enough to optimise the measurement of the impact
parameter and large enough not to interfere with the background.

3. It must comply with a crossing angle of 7 mrad.

4. It must be as light as possible to reduce photon conversions and hadron interactions,
withstanding nevertheless the atmospheric pressure.

5. It must not induce electromagnetic perturbations generating heat.

6. It has to be pumped down to an agreed level.
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6.6.1.1 Mechanics

The current mechanical design is shown on figure 6.6-7. The tube is conical, offering very little
matter in front of the luminosity monitor LumiCal (LCAL). The tube is made of beryllium
with some ring reinforcements at the level of the forward detectors. The part inside the
vertex detector is a cylinder, the connection with the large cone is such that background does
not interfere. This very thin tube (8 kg total) has to be supported from the inner detector
structure. The mechanical behaviour has been studied in detail [145]. The most important
constraint is related to the buckling where a safety coefficient of 6 is being considered, see
figure 6.6-8. To go beyond this first approach, one would need to work with manufacturers
because the technology becomes very important. The example of LHCb tube shows that
such a tube results from a strong R&D by the manufacturer on the way to realise cones and
to perform the weldings. Figure 6.6-7 shows the dimensions, figure 6.6-8 shows the buckling
behaviour.

FIGURE 6.6-7. Beam pipe geometry.

6.6.1.2 Vacuum

The vacuum situation in the beam pipe has been studied in detail [146]. It is assumed that the
whole beam pipe would be pumped by vacuum pumps which are located in the space between
the LHCAL and the BeamCal, about 3.3 m from the IP. Assuming effective pumping speeds
of 0.72 (0.12) m3s−1 for H2 (CO) yields in pressures of approximately 1×10−6 (6×10−7) Pa.
The limit on the effective pumping speed is given by the conductance of the small pipe at
the back side of the conical part. The vacuum profile for H2 is shown in figure 6.6-8.

6.6.1.3 Wakefield Losses

The wakefields generated by the passing beam in the beam pipe result in parasitic losses
which have been studied taking into account the ILC Low-P beam parameters [146]. The
parasitic losses are in the range of 20-24 W so that air cooling will be sufficient to remove
this additional power. Higher order modes can be excited in the beam pipe, the resulting
parasitic losses are small and will be dissipated in the surface region of the beam pipe.
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FIGURE 6.6-8. Beampipe buckling (left) and vacuum profile for H2 (right).

6.6.2 Support of the Final Focus Magnets

While the QF1 magnets of the final doublet will stay fixed in their positions, the QD0 magnets
need to move with the detector during push-pull operation. The magnets are installed in a
support structure which is supported from pillars residing on the push-pull platform. The
support structure has a square cross section and is suspended from the solenoid cryostat
using carbon-fibre tie rods (c.f. figure 6.6-9. This assembly allows the opening of the yoke
end caps without interference with the alignment of the QD0 magnets. The inner silicon

FIGURE 6.6-9. Support of the magnets in the detector. The inner detector part and the beam pipe are
suspended from the TPC end flanges, not shown in this figure.

detectors (SIT, vertex detector) and the beam pipe are supported by a CFRP structure
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which is suspended from the TPC end flanges. The QD0 magnets reside on actuators in
their support structure and are monitored using an interferometric laser alignment system
like MONALISA [144]. The service cryostat for the supply of the QD0 magnets on the beam
line, in the garage position and during the push-pull operations are located at the bases of
the pillars and move with the platform.

The stability of the QD0 support structure has been studied. The vibrations induced by
ground motions are at most 2.2 nm at 8.3 Hz which is below the limits of 50 nm defined in
the minimum requirements document [142].

6.7 MACHINE-INDUCED BACKGROUNDS

Machine-induced backgrounds have been studied in detail for the ILD detector and its pre-
decessors GLD and LDC [2, 3]. The main relevant background are pairs from beamstrahlung
which are produced in the highly charged environment of the beam-beam interaction. The
background levels found are well below the critical limit for most sub-detectors. The sub-
detector most sensitive to beam-related backgrounds is the vertex detector, which features
an inner radius value dictated by the maximum affordable beamstrahlung hit rate.

Table 6.7-1 summarises the expected background levels in the ILD subdetectors for several
beam parameter sets: the nominal ILC beam parameters for 500 and 1000 GeV cms energy
and the Low-P parameter set1. The numbers are the result of a study using the same full
ILD detector Monte Carlo that has been used for the physics studies described in this LoI
(c.f. sections 2 and 3), i.e. with the nominal detector geometries and 3.5 T magnetic field.
In these background simulations, the double-layer option of the vertex detector has been
chosen. It should be noted that the background numbers for the single-layer option are 15%
larger for the inner layer due to the smaller radius. The ILC parameter sets used are the
ones described in the ILC Reference Design Report [137]. It should be kept in mind that
the numbers given are per bunch crossing (BX). As in the different ILC parameter sets the
bunch crossing distance varies, the number of hits per subdetector readout must be scaled
accordingly, if the corresponding subdetector integrates over several bunch crossings.

Figure 6.7-10 shows the distribution of the background hit densities on the inner silicon
detectors (VTX-DL, SIT, FTD). The correlation of the hit densities with the distance from
the interaction point can clearly be seen. The most critical point is the innermost layer of
the vertex detector.

6.7.1 Background Uncertainties

As the vertex detector is most critical with respect to beam induced backgrounds, detailed
studies have been performed to understand the influence of different detector geometries
and simulation parameters like the choice of range cut parameters in Geant4. The number
of hits on the vertex detector change up to 30% which gives an order of magnitude of the
uncertainties for these simulation results [59]. Another study of the uncertainties of the
background simulations has been done in [88] where a general safety factor of 5-10 has been
suggested.

1The Low-P parameter sets might require modifications to the baseline detector design which are discussed
in section 6.7.2. The numbers in the table are valid for the baseline detector design only.
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Subdetector Units Layer Nom-500 Low-P-500 Nom-1000

VTX-DL hits/cm2/BX 1 3.214±0.601 7.065±0.818 7.124±1.162

2 1.988±0.464 4.314±0.604 4.516±0.780

3 0.144±0.080 0.332±0.107 0.340±0.152

4 0.118±0.074 0.255±0.095 0.248±0.101

5 0.027±0.026 0.055±0.037 0.046±0.036

6 0.024±0.022 0.046±0.030 0.049±0.044

SIT hits/cm2/BX 1 0.017±0.001 0.031±0.007 0.032±0.012

2 0.004±0.003 0.016±0.005 0.008±0.002

FTD hits/cm2/BX 1 0.013±0.005 0.031±0.007 0.019±0.006

2 0.008±0.003 0.023±0.007 0.013±0.005

3 0.002±0.001 0.005±0.002 0.003±0.001

4 0.002±0.001 0.007±0.002 0.004±0.001

5 0.001±0.001 0.006±0.002 0.002±0.001

6 0.001±0.001 0.005±0.002 0.002±0.001

7 0.001±0.001 0.007±0.002 0.001±0.001

SET hits/BX 1 5.642±2.480 57.507±10.686 13.022±7.338

2 5.978±2.360 59.775±8.479 13.711±7.606

TPC hits/BX - 408±292 3621±709 803±356

ECAL hits/BX - 155±50 1176±105 274±76

HCAL hits/BX - 8419±649 24222±744 19905±650

TABLE 6.7-1
Pair induced backgrounds in the subdetectors for nominal (500 GeV and 1 TeV) and Low-P (500 GeV)
beam parameters. The numbers for the ECAL and the HCAL are summed over barrel and endcaps. For
the vertex detecor, the double-layer option has been chosen for this simulation, the numbers for the single-
layer option differ. The errors represent the RMS of the hit distributions of the simulation of ≈ 100 bunch
crossings (BX).

6.7.2 Provisions for the Low-P Beam Parameters

The Low-P beam parameter set assumes an ILC machine with less RF-power available. The
number of bunches in a train is reduced while the loss in luminosity is compensated by
squeezing the bunches to smaller sizes during the collisions. This results in larger losses due
to beamstrahlung photons and therefore in a diluted luminosity spectrum. On the other hand
the number of pairs produced in beamstrahlung gamma collisions is enhanced significantly.

Table 6.7-1 shows how the increased pair production results in an increase of background
hits in the subdetectors. Especially the inner vertex detector layer suffers from the enhanced
backgrounds2. Matters to remedy the situation are still under study a possible solutions is
an increased radius of the inner vertex detector layer. Also the ladder of the inner layers
might need to be shortened to keep their read-out electronics out of the hot cone of the
beamstrahlung pairs.

2It should be remembered, however, that the numbers in the table are given per bunch crossing. As
the bunch spacing in the RDR Low-P option is increased to 480.0 ns as compared to the 369.2 ns in the
nominal case, the background numbers per readout need to be scaled down by ≈25% for Low-P to make them
comparable to the nominal case.
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FIGURE 6.7-10. Distribution of the background hit densities on the inner silicon detectors (VTX, SIT,
FTD) in units of [hits/mm2/BX].

6.8 MEASUREMENT OF ENERGY AND POLARISATION

Traditionally the methods of measuring the beam energy and the beam polarisation are also
parts of the Machine Detector Interface. As the polarimeters and the energy spectrometers
are not a part of the detectors at the ILC but are common facilities in the machine, we will
refer here only to the common design efforts [51].

6.9 R&D PLANS: MACHINE DETECTOR INTERFACE

As in the area of detector integration 6.5, also in the integration with the accelerator many
topics need to be studied in engineering detail level before the construction of the detector
could be envisaged. Important R&D topics are e.g.:

• Engineeering study of the beam pipe including its vacuum behaviour in close collabo-
ration with possible manufacturers.

• Support and monitoring of the QD0 magnets. Adaptions to new BDS schemes which
would allow larger L* optics.

• Detailed study of the beam induced backgrounds.
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CHAPTER 7

Costing

The cost of the ILD detector as presented in this section has been evaluated based on a
common methodology of costing, and a detailed work breakdown structure for each of the
sub-detectors. Costing a detector as complex as ILD at this early stage of the project is
difficult at best, and certainly not precise. For this document, a rather crude evaluation has
therefore been done focusing on the cost driving items. Another important aspect was as
well to understand the scaling of the cost of the different sub-systems with the main design
parameters, to realize the impact of the sub-system on the overall cost, and to evaluate
possible cost savings versus performance.

7.1 METHODOLOGY OF COSTING

The method used here follows the prescriptions from the GDE at the time of the RDR. For
each important item a work breakdown structure (WBS) has been developed, and each part
has been costed to the best of our knowledge up to a level equivalent to about 1% of the
total cost. The bases of the cost have been experience when constructing the LHC detectors
and ILD prototypes, and, in some cases, quotes from manufacturers. An attempt has been
made to use consistent cost numbers across different sub-detectors. The prices are expressed
in ILC units (ILCU) which correspond in 2006 values to 1 US dollars, 117 Yen or 0.83 EUR.

No attempt was made to guess the impact of future escalation. Contingencies are cur-
rently not taken into account. No R&D costs are included, except in some cases costs for
industrialisation. No maintenance and operation has been estimated. In some instances,
prices for the same item vary widely between different countries and regions. In this case the
price used is the one proposed by the group in charge of this component. Different options
have been costed independently, but the tables and numbers correspond to the detector which
has been simulated for physics studies.

It should be noted that the level of detail and even of understanding for the different
sub-detectors and options may be different. This may reflect in the cost estimates as well as
in the performances. The manpower has been estimated roughly from past experiences for
the different items and is added globally. Some options have no estimate yet.
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7.2 ILD WORK BREAKDOWN STRUCTURE

The actual WBS for the different sub-systems can be found in [147] . The list of sub-systems
under consideration is given in table 7.3.

As a guide we tried to estimate for the different systems the following items:

• the amount of material and a unit price, the manufacturing,

• the sensors,

• the front-end electronics including printed circuit boards,

• the local acquisition, testing and calibration,

• the transportation (not knowing where it is made and where is the experimental site),

• the assembly on site, tooling,

• the spares and miscellaneous.

7.3 ILD CURRENT COST EVALUATION

The following material costs have been used in the estimate:

• Tungsten at 120 ILCU/kg (from a quotation for 40t of pure tungsten plates with toler-
ances),

• Stainless steel for the Hcal at 18 ILCU/kg (from Atlas), and for the cryostat 15 ILCU/kg
for SS304,

• Yoke steel (low carbon) at 4.1 ILCU/kg,

• Silicon strips for tracking at 7 ILCU/cm2,

• Silicon sensors for ECal at 3 ILCU/cm2,

• SiPM(MPPC) at 1.2 ILCU per piece from industrial quotation.

The cost estimates for the different sub-systems in ILD are listed in table 7.3. In addition
we estimate the cost for other options to be 41 MILCU for the DHCal and 35.7 for the
SC-ECal.

The cost driving items are the yoke, and the calorimeters. The price for the yoke is
as large as it is as a direct consequence of the push-pull operation. The restriction on the
stray-field outside the detector can only be met with a rather thick iron yoke, inflating the
price significantly. The cost for the integration is an estimate of the scenario described in
section 6, and might vary significantly with different scenarios. It includes the extra cost for
the large platform on which the detectors moves, as well as the extra costs of the cryogenics
needed to allow a cold move of the detector. In the absence of platform and cable chain, the
lower part of the experimental hall would have to be filled with concrete. The cost for this
is subtracted. Some integration tooling has been added. The offline computing represents a
significant cost. Owing to the continued large advances in computing technology, we have
estimated this at 20% of the equivalent cost for the LHC detectors.

A first estimate of the manpower needed has been done for each sub-system (see table 7.3,
last column). Detailed estimates are available only for the major components, the rest is
estimated to be around 100 MY in total. The average cost per MY has been taken to be 93
kILCU including overheads. This value is typical for the mix of qualifications needed for a
sophisticated project like the ILD. The estimate only includes the manpower needed to build
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Item cost fraction in % man-years

Magnet yoke 68.4 16.8

Muon system 8.4 2.1 100

Magnet coil 47.6 11.7 200

Magnet ancillaries 11.0 2.7

AHCal 48.3 11.9 300

Si-ECal 112.0 27.5 300

Silicon tracking 21.6 5.3 200

Vertex 2.9 0.7 100

TPC 34.3 8.4 100

Forward calorimeter 5.3 1.3

Beam tube 1.6 0.4

Integration 1.7 0.4

Global DAQ 1.2 0.3

Offline computing 30.0 7.4

Transport 13.0 3.2

Total 407.0 100.00

TABLE 7.3-1
Costs in MILCU and estimate of the manpower in man-years for the technologies retained in the simulation

for physics studies. Options for two major sub-systems are included, but not used in the sum.

the detector, and does not include needs to finish the R&D or work out a detailed design of
the detector. The manpower is then estimated to be in total 1400 MY, or 130 MILCU.

The overall ILD cost could then be 530 MILCU + 100 / - 50 MILCU.

The study has been carried out assuming that the detector is in a push-pull configuration.
Most of the sub-system costs are only marginally affected by this assumption, with the
exception of the integration costs, as discussed above. It has been estimated that without
these requirements the total cost of the detector might be reduced by some 5− 10%.

7.4 COST SCALING LAWS WITH DETECTOR PARAMETERS

The parameters which have been considered for possible scalings are the following:

• the magnetic field;

• a characteristic transverse size chosen as the inner radius of the ECAL barrel;

• a characteristic longitudinal size chosen as the length of the ECAL barrel or TPC;

• the number of samples for the ECAL (for a given number of radiation lengths);

• the number of samples for the HCAL (for a given layer interaction length or a given
total interaction length);

• the calorimeter cell sizes.
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FIGURE 7.4-1. Dependence of the cost of the main items with the size, on the left for a constant angle,
on the right changing only the transverse size

The study was done under the assumption that the technologies remain the same. This
implies that the range for scaling is rather small, basically at the level of 25%. To go further
would in most cases require reassessing the technology choices.

The nominal field is 3.5 T, but the magnet is designed to withstand 4T. Reducing the
field below 3.5T might offer cost savings, but also result in a large loss of the physics potential
of the detector. ILD therefore does not consider this option of de-scoping. There is a clear
impact on the overall cost of the coil from the correction coils. Reducing the requirements
on the field quality would result in cost savings. Whether or not this might be acceptable is
currently unknown.

The dimensions of the detector parts inside the TPC are dictated by considerations of
background and assembly. They are not very relevant for costing. Therefore a characteristic
transverse scaling parameter is the radius of the transition from the tracker into the calorime-
ter, a characteristic longitudinal scaling parameter is the length of the TPC. Moving these
parameters impacts calorimetry, coil and yoke. There are two ways we can envisage to scale
down the size of the detector, either by keeping the aspect ratio constant, or by reducing
only the radius. The estimate of the cost variation with a constant aspect ratio from the
reference design is shown in figure 7.4-1 on the left. The figure on the right shows the impact
of changing solely the TPC radius. The figure 7.4-2 illustrates the total cost scaling of ILD
in the same conditions.

The scaling of the ECal sampling has been done under the assumption that the total
number of radiation lengths in the ECAL is kept constant. The area of sensitive medium and
the number of readout channels then scale proportional to the number of samplings. On the
other hand, as the total amount of radiator does not change, the thickness of the absorber
plates changes and the manufacturing of the plates varies in a non negligible way. Reducing
the number of samples will reduce the overall thickness of the ECAL even when the total
amount of absorber material stays constant. For example, going from 30 to 20 samples will
reduce the radial thickness by 20 mm. In the cost scaling we do not consider the impact on
the surrounding detectors (see figure 7.4-3).

In the case of the HCAL we investigate two different scenarios for reducing the sampling:
either we keep the depth in radiation length constant by increasing the layer thickness, or
we keep the layer thickness the same, changing the total number of interaction lengths. The
same approach can be taken for the analogue and the digital HCAL option. This impacts
the radiator, sensors and all the surrounding subsystems. The global impact on the ILD cost
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FIGURE 7.4-2. Dependence of the total cost with
the size of the detector, in blue when the aspect
ratio is kept, in red when the radius only changes.
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FIGURE 7.4-4. Dependence of the cost with the number of layers in the HCal, on the left if you keep the
total number of interaction lengths, on the right if you keep the thickness of the layers.

is about 7% when changing from 48 to 40 layers in the HCAL as can be seen in figure 7.4-4.

The cell sizes of the electromagnetic calorimeter are already quite at a lower limit, as
long as the design currently under development is used. To go below, a new design, may be
a different approach will be needed. The MAPS ECAL which cost has not been estimated
may be one of the possibilities. Increasing the cell sizes within the same technology will
have only a minor impact on the cost, as the cost roughly scales with the area of silicon,
not the number of readout channels. There is of course some effect due to a different cost
of the printed circuit boards and other ancilliary equipment. We estimate that reducing the
number of cells by an order of magnitude reduces the cost of the ECAL by less than 10%,
or 3% of the total detector cost. The impact on the cost for the scintillator version may be
larger but it is unlikely that scaling up the size in this version would be considered.

For the hadronic calorimeter changing the cell sizes will result in a changed number of
FE chips, calibration devices etc. We estimate that a reduction of the number of readout
channels by an order of magnitude reduces the cost of the digital HCAL by about 20%, of
the analogue HCAL by about 10%. This has to be balanced with a large performance loss.
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7.5 CONCLUSION

The cost of the ILD detector has been estimated to be about 500 MILCU. It includes the
material and labour to build the detector, but does not include cost escalation and contin-
gencies. The dependence of the cost on the main detector parameters has been studied, and
effects of order 10% or less per item on the total detector cost have been found. To illustrate
the possibilities, a cost reduction of 20% can be reached by reducing the number of HCAL
layers from 48 to 40, the number of ECAL layers to 20, the inner radius of the ECAL to
160 cm, and the length accordingly. This reduces clearly the performances of the detector
(See section 2). It should be noted that in many instances, a reduced performance of the
detector translates into a longer running time of the accelerator until the desired physics
measurements can be made.

The quoted cost of the ILD detector is comparable to the total cost of the recently
completed large LHC detectors.

Although costs quoted in many instances are based on actual costs of prototypes, together
with educated guesses toward mass production etc, there are still large uncertainties. A more
reliable cost estimate will only be possible when a more complete and detailed engineering of
the ILD detector will have been done.
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CHAPTER 8

The ILD group

The ILD concept group was formed in 2007 by the merger of the GLD and the LDC groups.
The ILD group has members from all three regions of the world, but is particularly well
anchored in Europe and in Asia. More than 650 signatories from about 170 institutions
support this Letter of Intent for ILD. Since the ILD group is not yet a collaboration, the
membership of the ILD group has not been very clearly defined. The signatories of the
Letter of Intent is the first set of names that comes close to the membership of the ILD
group. They are, however, in a state of flux. Anybody who has contributed or intends
to contribute to the ILD detector concept study is welcome to sign the LoI and can do so
without any formal evaluation. On the other hand, the management of the ILD group has
been defined clearly and is in operation with well defined membership and distribution of
responsibilities.

The combined leadership of the two former groups GLD and LDC elected a joint steering
board charged to produce a single letter of intent. The newly formed detector concept
was named ‘ILD’ which stands for ‘International Large Detector’. The joint steering board
consists of two representatives from each of the three regions - Asia, Europe, and North
America. The joint steering board then elected working group leaders, subdetector contacts,
and representatives for the research directorate.

There are four working groups - optimisation, MDI/integration, costing, and software -
and each has two conveners. The optimisation working group is charged with optimising
the detector parameters based on simulations and to evaluate physics performance of the
resulting detector. This working group played a key role in unifying the detector parameters
of the GLD and LDC detector concepts, and continues to be the main framework for physics
analyses. The MDI/integration working group was formed to fill the immediate need to liaise
with the accelerator activities on such issues as dimension and shape of the experimental
hall, design of push-pull operation, support of the final quads, etc. As the name suggests,
the MDI/integration working group handles the issues of overall integration of the detector.
There are three technical coordinators which belong to the MDI/integration working group.
We believe that system engineers with strong authority are not needed at this stage of the
detector development. The costing working group essentially consists of two conveners only,
and is charged with estimating the cost of the whole detector and to represent the ILD group
in discussions to define common costing rules with other LoI groups in the framework of the
ILC research directorate. The responsibility of the software working group is to unify the
softwares of the two former concept groups, and manage the development of the resulting
software system.
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FIGURE 8.0-1. Structure of the ILD group.

The ILC detector R&D groups play a critical role in the ILD detector development. They
are sometimes called ‘horizontal’ collaborations as opposed to LoI groups which are viewed
as vertical organisations. Examples are the CALICE collaboration for calorimeters, the SiLC
collaboration for silicon trackers, the LCTPC collaboration for TPC, and the FCAL collab-
oration for the calorimeters and instrumentation in the forward region. These groups are in
principle independent of LoI groups and often bound by a ”Memorandum of Understand-
ing” to form more formal collaborations. Subdetector contact persons have been selected for
vertexing, silicon trackers, TPC, ECAL, HCAL, FCAL, Muon system, DAQ, and solenoid.
The number of contact persons is two per subdetector except for FCAL and muon system
for which number is one. When relevant detector R&D collaborations exists for a given
subdetector, a person appropriate as a liaison for that group was chosen. The subdetector
contacts are charged to act as contact points to R&D groups and to make sure that the
relevant detector technology is applied to the ILD environment.

In addition, the ILD group nominates members of the common task groups which serve
under the ILC research director. There are two representatives of the ILD LoI group, two for
MDI, one for engineering tools, three for the R&D common task group, two for the physics
group, and two for the software group. They are often the same persons as the corresponding
working group conveners or subdetector contacts, and act as a link to the research directorate.

In figure 8.0-1 the organisational structure of the ILD group is shown.
The joint steering board, working group conveners, subdetector contacts, and representa-

tives for the research directorate form an entity called the executive board. The ILD executive
board forms the core of the ILD-related activities, and meets roughly biweekly over internet
or in person. General ILD meetings lasting a half day to a full day are usually attached
to each ILC workshop. Separately we have a few dedicated ILD workshops per year of a
few days each. At these meetings and dedicated workshops we have general ILD assembly
meetings which take in opinions and comments from the wider community.
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CHAPTER 9

R&D Plan

The ILD detector has been developed under the assumptions that particle flow is the most
best method for event reconstruction and that an excellent vertex reconstruction is needed
for many physics channels. To reach the proposed performance of ILD, significant advances
in detector technology are needed, compared to existing detectors. Over the past years R&D
collaborations have formed to address the main issues in technological development. ILD is
closely cooperating with these R&D collaborations and is discussing and coordinating the
needed work with these groups.

Particle flow has consequences in many parts of the detector: it is essential that a calorime-
ter is built that is capable of imaging the shower, and that it is complemented by a very
powerful and efficient tracking system.

ILD has chosen a solution where a highly granular calorimeter is combined with a pow-
erful and highly redundant tracking system, which contains both a large volume gaseous
tracker (time projection chamber) and a high precision Si tracker with excellent tracking and
vertexing capabilities. The main technological innovation relevant for ILD is the granularity
in particular of the calorimeter, and the overall very low material budget projected for the
tracking system while reaching excellent spatial resolution for charged particles.

Over the past years significant R&D has taken place to establish the basic feasibility of
the main technologies which have been proposed. Major projects have been started to study
granular calorimeters, both electromagnets and hadronic, which are organised in the context
of the CALICE collaboration. A novel type of time projection chamber is under development,
based on micro-pattern gas detectors, organised by the LC-TPC collaboration. New low-mass
systems have been developed for all parts of the Si tracking system, in the context of the
SiLC, LCFI, the MAPS, the DEPFET collaboration and other groups. Instrumentation in
the very forward direction, which is special in that it is the only place in the ILC detector
where radiation hardness is required, is studied in the context of the FCAL collaboration.
Large area muon chambers, which can also serve as tail catchers, are being developed, also
in the context of the CALICE collaboration, and by independent efforts.

The first round of R&D established for most subdetectors the basic feasibility of these
systems. Test experiments with highly granular calorimeters were successfully completed at
both CERN and Fermilab. The concept of a micro-pattern TPC could be established with
small prototypes. First prototypes of extremely low-mass Silicon-based detectors have been
developed and tested.

Internationally the linear collider experimental community wants to be able to make a
reliable and well understood proposal for experiments at the ILC by 2012. This requires
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that a fundamental understanding of the major detector components needs to be achieved by
this time, and that a first version of an engineering solution is available. The work needs to
advance to a different level than described in this document, and goes beyond the feasibility
tests of the last years. It has to address system integration aspects within the sub-detector -
integrated mechnical design, realistic integration of readout electronics, power management,
cooling etc - but also address questions of integrating different sub-detectors.

Based on this, ILD considers that the experimental investigation of particle flow has the
highest priority of R&D. This has a number of different aspects:

• Develop technological solutions for a granular electromagnetic and hadronic calorimeter.

• Develop the alternatives of Si-based and scintillator-based electromagnetic calorimeter
to a point that both can be proposed, and that a future ILD collaboration can take a
rapid decision after approval.

• Develop the alternatives of analogue and digital hadronic calorimetry to a point where
a rapid decision between the options can be taken by a future ILD collaboration after
approval. Ensure that both the analogue and the digital hadronic calorimetry are tested
at the same level of sophistication in large scale setups.

• Continue to develop the simulation and software tools needed to study particle flow in
detail, and continue to refine the particle flow reconstruction tools.

• Develop an experimental program, which can convincingly demonstrate the feasibility
of the concept of particle flow.

The very forward detector systems in ILD are small but very different from the rest of
the detector. They are the only devices where significant radiation hardness is needed. The
flux of electromagnetic radiation seen by these devices is even larger than what is anticipated
at the LHC. Dedicated R&D is therefore needed to develop adequate technologies for the
precision calorimeters needed at very forward angles.

Particle Flow relies on a very powerful tracking system. ILD is special in all the ILC
concept groups that it is proposing a TPC as central tracker. This is central to the overall
performance and robustness of the system. The experimental proof that a TPC can be built
and operated with the required precision and stability has very high priority for ILD.

ILD includes in its tracker a very powerful Si tracking system. The main challenge here is
the development of a technology which is powerful enough and which meets the requirements
in terms of material, power consumption and speed. Solutions seem to be in reach for the strip
tracking system, many different options are being studied for the pixel-based vertex detector
part of the system. ILD considers powerful Si tracking systems to be an essential part of the
or detector concept. ILD stresses the need to pursue a broad range of different Silicon detector
technologies, in particular for the vertex detector, so that an optimal solution can be chosen
as close in time as possible to the construction of the detector. In particular in the rapidly
and quickly evolving field of Si detectors which are dominated by commercial developments a
final choice of technology should be delayed to the latest possible moment. ILD considers it
essential to follow the technological developments, to develop as many alternative solutions
as possible to be in a position to pick the optimal one quickly, once needed.

Testing sophisticated hardware components requires adequate testing facilities. The next
generation of test beam experiments should address the interplay of different sub-detectors,
in addition to novel technologies of the sub-detectors. The experiments should comprise
vertexing, tracking and calorimetric components together, in an interchangeable way, in a
sufficient magnetic field, at a hadron beam. A beam with an ILC-like particle bunch structure
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would be a big bonus. It would test integration aspects, aspects of a common data acquisition,
and the data from such an experiment would be very useful in the continuing improvement of
the understanding of the different reconstruction techniques needed for ILD. ILD considers
the creation of such an integrated test facility of high importance for the eventual success of
the programme.

Even though most of the work currently done is on technologies for sub-detectors, the
overall detector integration has to be considered as well. The concept of push - pull, which is
currently favored to save one beam line, will require dedicated designs for many of the sub-
detectors. These points need to be known early on, and may require some significant R&D
on their own. Points of concern are sensitivity to vibrations, reproducibility of alignments,
and the external monitoring of inter- detector alignments.

The ILD group intends to continue its work toward a full technical design of the detector
at the end of the technical design phase 2 (around 2012), in step with the plans of the GDE
for the machine. The different R&D plans of the sub-detector components are detailed in the
individual sections. For the large components calorimetry and time projection chamber, large
second generation prototypes should be running and delivering results by the end of 2012,
such that - if the ILD group is transformed into a collaboration, and if the ILC project gets
approval - a selection of technologies is possible. The steps needed to advance all options to
this point are described in the individual sections. For sub-detectors like the vertex detector,
intense R&D into sensor technologies will continue. A decision on the technology can be
taken at a later stage, but the integration aspect of the VTX detector will need to advanced
enough in 2012, that a realistic design can be proposed. The same is true for the other smaller
sub-systems discussed in the context of ILD.
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CHAPTER 10

Conclusions

In the summer of 2007, the GLD concept study group, whose membership was largely based
in Asia, and the LDC concept study group, which was mostly based in Europe with a strong
north american membership, joined forces to produce a single Letter of Intent for a detector
at the International Linear Collider, and formed the ILD concept group. Both the GLD
and LDC concepts used the particle flow algorithm for jet reconstruction and a TPC for the
central tracker. The basic parameters of the two concepts such as the size of the detector and
the strength of the solenoid field, however, were quite different and had to be unified in order
to write this letter of intent for ILD. Also, other critical details such as the interaction region
design had to be unified. This was a non-trivial task, neither politically nor sociologically.

The newly-formed concept study group, the ILD group, created a management team and
engaged in intense studies to define the ILD detector concept by scientifically optimising
the detector designs. The process has worked remarkably well, and we present here the
outcome of this study as well as the large amount of studies that preceded separately by the
two older concept groups. The ILD detector concept is now well defined, even though some
technology choices are still open. One of the merits of unifying the detector concepts was
that it revitalised the studies on physics performance and detector designs. We believe that
the level of sophistication of the simulation and physics analyses has reached a high degree
of sophistication for a detector group at this stage. This was achieved through collaboration
and competition, and is the result of a productive learning process.

The unification had also positive effects on the subdetector R&D efforts. Most R&D on
detector technologies relevant to the GLD and LDC groups is being performed within the
framework of detector R&D collaborations such as LCTPC, SiLC, CALICE, and FCAL which
pursue their own goals of detector technology development. Members of the detector concept
groups participate in the R&D collaborations and make sure that the detector technologies
are successfully applied to the detector concept designs. By the creation of the ILD concept
group, the application efforts became more focused. Currently, the ILD management includes
subdetector contacts who are also key members of the detector R&D collaborations. This
scheme is working efficiently such that we can finish basic R&D in time for the Technical
Design Report which is envisaged around 2012.

Overall, the ILD group structure is efficient while keeping flexibility and openness. Even
though we are still short on person power and funding at this time, we believe that we are
well positioned to successfully complete a technical design for a detector at the International
Linear Collider. The ILD group is firmly committed to the ILD project.
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Flavour tagged time dependent angular analysis of the B0
s → J/ψφ decay

and extraction of ∆Γs and the weak phase φs in ATLAS

The ATLAS Collaboration

Abstract

A measurement of the B0
s → J/ψφ decay parameters, updated to include flavour tagging

is reported using 4.9fb−1 of integrated luminosity collected by the ATLAS detector from pp
collisions recorded in 2011. The values measured for the physical parameters are:

φs = 0.12±0.25 (stat.)±0.11 (syst.) rad

∆Γs = 0.053±0.021 (stat.)±0.009 (syst.) ps−1

Γs = 0.677±0.007 (stat.)±0.003 (syst.) ps−1

|A0(0)|2 = 0.529±0.006(stat.)±0.011 (syst.)

|A‖(0)|2 = 0.220±0.008(stat.)±0.009 (syst.)

δ⊥ = 3.89±0.46 (stat.)± 0.13 (syst.) rad

where the parameter ∆Γs is constrained to be positive. The fraction |AS(0)|2, of S-wave
KK or f0 contamination through the decays B0

s → J/ψK+K−( f0) is also measured and is
found to be compatible with zero. Results for φs and ∆Γs are also presented as 68% and 95%
likelihood contours, which show agreement with the Standard Model expectations.

c© Copyright 2013 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.



1 Introduction

New phenomena beyond the predictions of the Standard Model (SM) may alter CP violation in B-decays.
A channel that is expected to be sensitive to new physics contributions is the decay B0

s → J/ψφ . CP
violation in the B0

s → J/ψφ decay occurs due to interference between direct decays and decays occurring
through B0

s −B0
s mixing. The oscillation frequency of B0

s meson mixing is characterized by the mass
difference ∆ms of the heavy (BH) and light (BL) mass eigenstates. The CP-violating phase φs is defined
as the weak phase difference between the B0

s −B0
s mixing amplitude and the b→ ccs decay amplitude. In

the absence of CP violation, the BH state would correspond exactly to the CP-odd state and the BL to the
CP-even state. In the SM the phase φs is small and can be related to CKM quark mixing matrix elements
via the relation φs '−2βs, with βs = arg[−(VtsV ∗tb)/(VcsV ∗cb)]; a value of φs '−2βs =−0.0368±0.0018
rad [1] is predicted in the SM. Many new physics models predict large φs values whilst satisfying all
existing constraints, including the precisely measured value of ∆ms [2, 3].

Another physical quantity involved in B0
s −B0

s mixing is the width difference ∆Γs = ΓL−ΓH of BL

and BHwhich is predicted to be ∆Γs = 0.087± 0.021 ps−1[4]. Physics beyond the SM is not expected
to affect ∆Γs as significantly as φs [5]. Extracting ∆Γs from data is nevertheless useful as it allows
theoretical predictions to be tested [5].

The decay of the pseudoscalar B0
s to the vector-vector final-state J/ψφ results in an admixture of

CP-odd and CP-even states, with orbital angular momentum L = 0, 1 or 2. The final states with orbital
angular momentum L = 0 or 2 are CP-even while the state with L = 1 is CP-odd. Flavour tagging is used
to distinguish between the initial B0

s and B0
s states. The CP states are separated statistically through the

time-dependence of the decay and angular correlations amongst the final-state particles.
In this paper, an update to the previous measurement [6] of φs, the average decay width Γs =

(ΓL +ΓH)/2 and the value of ∆Γs, using flavour tagging, is presented. Previous measurements of these
quantities have been reported by the CDF and DØ collaborations [7, 8] and recently by the LHCb col-
laboration [9]. The analysis presented here uses LHC pp data at

√
s = 7 TeV collected by the ATLAS

detector in 2011.

2 ATLAS detector and Monte Carlo simulation

The ATLAS experiment [10] is a multipurpose particle physics detector with a forward-backward sym-
metric cylindrical geometry and near 4π coverage in solid angle. The inner tracking detector (ID) con-
sists of a silicon pixel detector, a silicon microstrip detector and a transition radiation tracker. The ID
is surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, and by an high-
granularity liquid-argon (LAr) sampling electromagnetic calorimeter. An iron/scintillator tile calorimeter
provides hadronic coverage in the central rapidity range. The end-cap and forward regions are instru-
mented with LAr calorimeters for both electromagnetic and hadronic measurements. The muon spec-
trometer (MS) surrounds the calorimeters and consists of three large superconducting toroids with eight
coils each, a system of tracking chambers, and detectors for triggering.

The muon and tracking systems are of particular importance in the reconstruction of B meson candi-
dates. Only data where both systems were operating correctly and where the LHC beams were declared
to be stable are used. A muon identified using a reconstruction relying on a statistical combination of
MS and ID track parameters is referred to as combined. A muon formed by segments which are not
associated with an MS track, but which are matched to ID tracks extrapolated to the MS is referred to as
segment tagged.

The data were collected during a period of rising instantaneous luminosity at the LHC, and the
trigger conditions varied over this time. The triggers used to select events for this analysis are based on
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identification of a J/ψ → µ+µ− decay, with either a 4 GeV transverse momentum∗ (pT) threshold for
each muon or an asymmetric configuration that applies a pT threshold beyond 4 GeV pT to one of the
muons and accepting the second muon with pT as low as 2 GeV.

Monte Carlo (MC) simulation is used to study the detector response, estimate backgrounds and
model systematic effects. For this study, 12 million MC-simulated B0

s → J/ψφ events were generated
using PYTHIA [11] tuned with recent ATLAS data [12]. No pT cuts were applied at the generator
level. Detector responses for these events were simulated using the ATLAS simulation package based on
GEANT4 [13]. In order to take into account the varying trigger configurations during data-taking, the
MC events were weighted to have the same trigger composition as the collected collision data. Additional
samples of the background decay B0

d→ J/ψK0∗ as well as the more general bb→ J/ψX and pp→ J/ψX
backgrounds were also simulated using PYTHIA.

3 Reconstruction and candidate selection

Events passing the trigger and the data quality selections described in Section 2 are required to pass the
following additional criteria: the event must contain at least one reconstructed primary vertex built from
at least four ID tracks and at least one pair of oppositely charged muon candidates that are reconstructed
using one of the two algorithms that combine the information from the MS and the ID [14]. In this
analysis the muon track parameters are taken from the ID measurement alone, since the precision of the
measured track parameters for muons in the pT range of interest for this analysis is dominated by the ID
track reconstruction. The pairs of muon tracks are refitted to a common vertex and accepted for further
consideration if the fit results in χ2/d.o.f. < 10. The invariant mass of the muon pair is calculated from
the refitted track parameters. To account for varying mass resolution, the J/ψ candidates are divided
into three subsets according to the pseudorapidity η of the muons. A maximum likelihood fit is used to
extract the J/ψ mass and the corresponding resolution for these three subsets. When both muons have
|η | < 1.05, the di-muon invariant mass must fall in the range (2.959− 3.229) GeV to be accepted as a
J/ψ candidate. When one muon has 1.05 < |η |< 2.5 and the other muon |η |< 1.05, the corresponding
signal region is (2.913−3.273) GeV. For the third subset, where both muons have 1.05 < |η |< 2.5, the
signal region is (2.852−3.332) GeV. In each case the signal region is defined so as to retain 99.8% of
the J/ψ candidates identified in the fits.

The candidates for φ → K+K− are reconstructed from all pairs of oppositely charged particles with
pT > 0.5 GeV and |η |< 2.5 that are not identified as muons. Candidates for B0

s → J/ψ(µ+µ−)φ(K+K−)
are sought by fitting the tracks for each combination of J/ψ → µ+µ− and φ → K+K− to a common
vertex. Each of the four tracks are required to have at least one hit in the pixel detector and at least four
hits in the silicon strip detector. The fit is further constrained by fixing the invariant mass calculated
from the two muon tracks to the world average J/ψ mass [15]. These quadruplets of tracks are accepted
for further analysis if the vertex fit has a χ2/d.o.f. < 3, the fitted pT of each track from φ → K+K−

is greater than 1 GeV and the invariant mass of the track pairs (under the assumption that they are
kaons) falls within the interval 1.0085 GeV < m(K+K−)< 1.0305 GeV. In total 131k B0

s candidates are
collected within a mass range of 5.15 < m(B0

s )< 5.65 GeV used in the fit.
For each B0

s meson candidate the proper decay time t is determined by the expression:

t =
Lxy MB

c pTB

,

where pTB is the reconstructed transverse momentum of the B0
s meson candidate and MB denotes the

world average mass value [15] of the B0
s meson (5.3663 GeV). The transverse decay length, Lxy, is the

∗The ATLAS coordinate system and the definition of transverse momentum are described in reference [10]
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displacement in the transverse plane of the B0
s meson decay vertex with respect to the primary vertex,

projected onto the direction of the B0
s transverse momentum. The position of the primary vertex used to

calculate this quantity is refitted following the removal of the tracks used to reconstruct the B0
s meson

candidate.
For the selected events the average number of pileup interactions is 5.6, necessitating a choice of

the best candidate for the primary vertex at which the B0
s meson is produced. The variable used is a

three-dimensional impact parameter d0, which is calculated as the distance between the line extrapolated
from the reconstructed B0

s meson vertex in the direction of the B0
s momentum, and each primary vertex

candidate. The chosen primary vertex is the one with the smallest d0. Using MC simulation it is shown
that the fraction of B0

s candidates which are assigned the wrong primary vertex is less than 1% and that
the corresponding effect on the final results is negligible. No B0

s meson lifetime cut is applied in the
analysis.

4 Flavour tagging

The determination of the initial flavour of neutral B-mesons can be inferred using information from the
other B-meson that is typically produced from the other b quark in the event, referred to as the Opposite-
Side Tagging (OST).

To study and calibrate the OST methods, the decays of B±→ J/ψK± can be used, where flavour of
the charge of the B-meson at production is provided by the kaon charge. Events from the entire 2011 run
period satisfying the same data quality selections as described in section 2 are used.

4.1 B±→ J/ψK± event selection

To be selected for use in the calibration analysis, events must satisfy a trigger condition requiring two
oppositely-charged muons within an invariant mass range around the nominal J/ψ mass. Candidate
B± → J/ψK± decays are identified using two oppositely-charged combined muons forming a good
vertex using information supplied by the inner detector. Each muon is required to have a transverse
momentum of at least 4 GeV and pseudo-rapidity within |η | < 2.5. The invariant mass of the di-muon
candidate is required to satisfy 2.8 < m(µµ) < 3.4 GeV. To form the B candidate an additional track
with pT > 1 GeV , |η |< 2.5 is combined with the di-muon candidate and a vertex fit performed applying
a mass-constraint for the di-muons to the known value of the J/ψ mass. To reduce the majority of the
prompt component of the combinatorial background the requirement Lxy > 0.1 mm is made on the B
candidate.

In order to study the distributions corresponding to the signal processes with the background com-
ponent removed, a sideband subtraction method is defined. Events are separated into five regions of B
candidate rapidity and three mass regions. The mass regions are defined as a signal region around the
fitted peak signal mass position µ ± 2σ and the sidebands are [µ − 5σ ,µ − 3σ ] and [µ + 3σ ,µ + 5σ ],
where µ and σ are the peak and widths of the Gaussian model of the B signal mass respectively. Indi-
vidual binned extended likelihood fits are performed to the invariant mass distribution in each region of
rapidity.

The background is modelled by an exponential to describe combinatorial background and a hyper-
bolic tangent function to parameterise the low-mass contribution from mis- and partially-reconstructed
B decays. This component has negligible contribution to either the signal or sideband regions. Figure 1
shows the invariant mass distribution of B candidates for all rapidity regions overlaid with the fit result
for the combined data.
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Figure 1: The invariant mass distribution for B±→ J/ψK± candidates. Included in this plot are all events
passing the selection criteria. The data are shown by points, the overall result of the fit is given by the
blue curve. The combinatorial background component is given by the dashed line, and the contribution
of the background from partially reconstructed decays is shown in the dotted curve. The red vertical
dashed lines indicate the left and right sidebands while the blue vertical dashed lines indicate the signal
region.

4.2 Tagging methods

Several methods are available to infer the flavour of the opposite-side meson, with varying efficiencies
and discriminating powers. Identifying the charge of a muon through the semi-leptonic decay of the B
meson provides strong power of separation, however the b→ µ transitions are diluted through neutral B
meson oscillations, as well as by cascade decays b→ c→ µ which can alter the sign of the muon relative
to the one coming from direct semi-leptonic decays b→ µ . The separation power of tag muons can be
enhanced by considering a weighted sum of the charge of the tracks in a cone around the muon. If no
muon is present, a weighted sum of the charge of tracks associated to the opposite side B meson decay
will also provide some separation. The tagging methods are described in detail below.

An additional muon is searched for in the event, having originated near the original interaction point.
Muons are separated into their two reconstruction classes: combined and segment tagged. In the case of
multiple muons, the one with the highest transverse momentum is selected. A muon cone charge variable
is constructed, defined as

Qµ =
∑

N tracks
i qi · (pi

T )
κ

∑
N tracks
i (pi

T )
κ

, (1)

where the value of the parameter κ = 1.1, which was tuned to optimise the tagging power, and the sum
is performed over the reconstructed ID tracks within a cone of ∆R < 0.5 around the muon momentum
axis, with pT > 0.5 GeV and |η |< 2.5. The value of parameter κ has been determined in the process of
optimisation of the tagging performance. Tracks associated to the signal-side of the decay are explicitly
excluded from the sum. In Fig. 2 the distribution of muon cone charge is shown for candidates from B±

signal decays, for each class of muon.
In the absence of a muon, a b-tagged jet [16] is required in the event, with tracks associated to the

same primary interaction vertex as the signal decay, excluding those from the signal candidate. The jet is
reconstucted using the Anti-kt algorithm with a cone size of 0.6. In the case of multiple jets, the jet with
the highest value of the b-tag weight reference is used.
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Figure 2: Muon cone charge distribution for B± signal candidates for segment tagged (left) and combined
(right) muons.

A jet charge is defined

Qjet =
∑

N tracks
i qi · (pi

T )
κ

∑
N tracks
i (pi

T )
κ

, (2)

where κ = 1.1, and the sum is over the tracks associated to the jet, using the method described in [17].
Figure 3 shows the distribution of charges for jet-charge from B± signal-side candidates.
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Figure 3: Jet-charge distribution for B± signal candidates.

The efficiency ε of an individual tagger is defined as the ratio of the number of tagged events to the
total number of candidates. A probability that a specific event has a signal decay containing a b̄ given the
value of the discriminating variable P(B|Q) is constructed from the calibration samples for each of the
B+ and B− samples, defining P(Q|B+) and P(Q|B−) respectively. The probability to tag a signal event
as a b̄ is therefore P(B|Q) = P(Q|B+)/(P(Q|B+)+P(Q|B−)) and P(B̄|Q) = 1−P(B|Q). The tagging
power is defined as εD2 = ∑i εi · (2Pi(B|Qi)− 1)2, where the sum is over the bins of the probability
distribution as a function of the charge variable. An effective dilution D is calculated from the tagging
power and the efficiency.

The combination of the tagging methods is applied according to the hierarchy of performance. The
single best performing tagging measurement is taken, according to the order: combined muon cone
charge, segment tagged muon cone charge, jet charge. If it is not possible to provide a tagging response
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for the event, then the probability of 0.5 is assigned. A summary of the tagging performance is given in
Table 1.

Table 1: Summary of tagging performance for the different tagging methods described in the text. Un-
certainties shown are statistical only. The efficiency and tagging power are each determined by summing
over the individual bins of the charge distribution. The effective dilution is obtained from the measured
efficiency and tagging power, as shown in the table. For the efficiency, dilution, and tagging power, the
corresponding uncertainty is each determined by combining the appropriate uncertainties on the individ-
ual bins of each charge distribution.

Tagger Efficiency [%] Dilution [%] Tagging Power [%]

Segment Tagged muon 1.08±0.02 36.7±0.7 0.15±0.02
Combined muon 3.37±0.04 50.6±0.5 0.86±0.04
Jet charge 27.7±0.1 12.68±0.06 0.45±0.03
Total 32.1±0.1 21.3±0.08 1.45±0.05

5 Maximum Likelihood Fit

An unbinned maximum likelihood fit is performed on the selected events to extract the parameters of
the B0

s → J/ψ(µ+µ−)φ(K+K−) decay. The fit uses information about the reconstructed mass m, the
measured proper decay time t, the measured mass and proper decay time uncertainties σm and σt , the
tag probability, and the transversity angles Ω of each B0

s → J/ψφ decay candidate. There are three
transversity angles; Ω = (θT ,ψT ,φT ) and these are defined in section 5.1.

The likelihood function is defined as a combination of the signal and background probability density
functions as follows:

ln L =
N

∑
i=1
{wi · ln( fs ·Fs(mi, ti,Ωi)+ fs · fB0 ·FB0(mi, ti,Ωi)

+(1− fs · (1+ fB0))Fbkg(mi, ti,Ωi))}
(3)

where N is the number of selected candidates, wi is a weighting factor to account for the trigger effi-
ciency, fs is the fraction of signal candidates, fB0 is the fraction of peaking B0 meson background events
calculated relative to the number of signal events; this parameter is fixed in the likelihood fit. The mass
mi, the proper decay time ti and the decay angles Ωi are the values measured from the data for each
event i. Fs, FB0 and Fbkg are the probability density functions (PDF) modelling the signal, the spe-
cific B0 background and the other background distributions, respectively. A detailed description of the
signal PDF terms in equation 3 is given in sections 5.1. The terms describing the background PDFs are
described in the previous analysis [6] and are unchanged.

5.1 Signal PDF

The PDF describing the signal events, Fs, has the form of a product of PDFs for each quantity measured
from the data:

Fs(mi, ti,Ωi,P(B|Q))=Ps(mi|σmi)·Ps(σmi)·Ps(Ωi, ti,P(B|Q)|σti)·Ps(σti)·Ps(P(B|Q))·A(Ωi,pTi)·Ps(pTi)
(4)
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The terms Ps(mi|σmi), Ps(Ωi, ti,P(B|Q)|σti) and A(Ωi,pTi) are explained in the current section. The
tagging probability term Ps(P(B|Q)) is described in section 5.2 and the remaining probability terms
Ps(σmi), Ps(σti) and Ps(pTi) are unchanged from the previous analysis and described there [6]. Ignoring
detector effects, the joint distribution for the decay time t and the transversity angles Ω for the B0

s →
J/ψ(µ+µ−)φ(K+K−) decay is given by the differential decay rate [18]:

d4Γ

dt dΩ
=

10

∑
k=1

O(k)(t)g(k)(θT ,ψT ,φT ), (5)

where O(k)(t) are the time-dependent amplitudes and g(k)(θT ,ψT ,φT ) are the angular functions, given in
table 2. The formulae for the time-dependent amplitudes have the same structure for B0

s and B0
s but with

a sign reversal in the terms containing ∆ms. A⊥(t) describes a CP-odd final-state configuration while
both A0(t) and A‖(t) correspond to CP-even final-state configurations. AS describes the contribution
of CP-odd Bs → J/ψK+K−( f0), where the non-resonant KK or f0 meson is an S-wave state. The
corresponding amplitudes are given in the last four lines of Table 2 (k=7-10) and follow the convention
used in the previous analysis [9]. The likelihood is independent of the invariant KK mass distribution.

The equations are normalised such that the squares of the amplitudes sum to unity; three of the four
amplitudes are fit parameters and |A⊥(0)|2 is determined according to this constraint.

The angles (θT ,ψT ,φT ), are defined in the rest frames of the final-state particles. The x-axis is
determined by the direction of the φ meson in the J/ψ rest frame, the K+K− system defines the xy
plane, where py(K+)> 0. The three angles are defined:

• θT , the angle between p(µ+) and the xy plane, in the J/ψ meson rest frame

• φT , the angle between the x-axis and pxy(µ
+), the projection of the µ+ momentum in the xy plane,

in the J/ψ meson rest frame

• ψT , the angle between p(K+) and −p(J/ψ) in the φ meson rest frame

The signal PDF, Ps(Ω, t|σt) needs to take into account lifetime resolution so each time element in
Table 2 is smeared with a Gaussian function. This smearing is done numerically on an event-by-event
basis where the width of the Gaussian is the proper decay time uncertainty, measured for each event,
multiplied by a scale factor to account for any mis-measurements.

The angular sculpting of the detector and kinematic cuts on the angular distributions is included in
the likelihood function through A(Ωi,pTi). This is calculated using a 4-D binned acceptance method,
applying an event-by-event efficiency according to the transversity angles (θT ,ψT ,φT ) and the pT of
the event. The pT binning is necessary because the angular sculpting is influenced by the pT of the
B0

s . The acceptance was calculated from the B0
s → J/ψφ MC events. In the likelihood function, the

acceptance is treated as an angular sculpting PDF, which is multiplied with the the time and angular
dependent PDF describing the B0

s → J/ψ(µ+µ−)φ(K+K−) decays, thus the complete angular function
must be normalised simultaneously as both the acceptance and time-angular decay PDFs depend on the
transversity angles. This normalisation is done numerically during the likelihood fit.

The signal mass function, Ps(m), is modelled using a single Gaussian function smeared with an
event-by-event mass resolution. The PDF is normalised over the range 5150 < M(B0

s )< 5650 MeV.

5.2 Using tag information in the fit

The tag-probability for each B0
s candidate is determined from the calibrations of B± → J/ψK± candi-

dates, as described in Section 4. The distributions of tag probabilities for the signal and background are
different and since the background cannot be factorized out, extra PDF terms are included to account for
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Table 2: Table showing the ten time-dependent amplitudes, O(k)(t) and the functions of the transversity
angles g(k)(θT ,ψT ,φT ). The amplitudes |A0(0)|2 and |A‖(0)|2 are for the CP even components of the
B0

s → J/ψφ decay, |A(0)⊥|2 is the CP odd amplitude, they have corresponding strong phases δ0, δ‖
and δ⊥, by convention δ0 is set to be zero. The S−wave amplitude |AS(0)|2 gives the fraction of B0

s →
J/ψK+K−( f0) and has a related strong phase δS. The ± and ∓ terms denote two cases: the upper sign
describes the decay of a meson that was initially a B0

s , while the lower sign describes the decays of a
meson that was initially B0

s .

k O(k)(t) g(k)(θT ,ψT ,φT )

1 1
2 |A0(0)|2

[
(1+ cosφs)e−Γ

(s)
L t +(1− cosφs)e−Γ

(s)
H t ±2e−Γst sin(∆mst)sinφs

]
2cos2 ψT (1− sin2

θT cos2 φT )

2 1
2 |A‖(0)|

2
[
(1+ cosφs)e−Γ

(s)
L t +(1− cosφs)e−Γ

(s)
H t ±2e−Γst sin(∆mst)sinφs

]
sin2

ψT (1− sin2
θT sin2

φT )

3 1
2 |A⊥(0)|

2
[
(1− cosφs)e−Γ

(s)
L t +(1+ cosφs)e−Γ

(s)
H t ∓2e−Γst sin(∆mst)sinφs

]
sin2

ψT sin2
θT

4 1
2 |A0(0)||A‖(0)|cosδ|| − 1√

2
sin2ψT sin2

θT sin2φT[
(1+ cosφs)e−Γ

(s)
L t +(1− cosφs)e−Γ

(s)
H t ±2e−Γst sin(∆mst)sinφs

]
5 |A‖(0)||A⊥(0)|[ 1

2 (e
−Γ

(s)
L t − e−Γ

(s)
H t)cos(δ⊥−δ||)sinφs sin2

ψT sin2θT sinφT
±e−Γst(sin(δ⊥−δ‖)cos(∆mst)− cos(δ⊥−δ‖)cosφs sin(∆mst))]

6 |A0(0)||A⊥(0)|[ 1
2 (e
−Γ

(s)
L t − e−Γ

(s)
H t)cosδ⊥ sinφs

1√
2

sin2ψT sin2θT cosφT

±e−Γst(sinδ⊥ cos(∆mst)− cosδ⊥ cosφs sin(∆mst))]

7 1
2 |AS(0)|2

[
(1− cosφs)e−Γ

(s)
L t +(1+ cosφs)e−Γ

(s)
H t ∓2e−Γst sin(∆mst)sinφs

]
2
3
(
1− sinθT cos2 φT

)
8 |AS||A‖(0)|[ 1

2 (e
−Γ

(s)
L t − e−Γ

(s)
H t)sin(δ‖−δS)sinφs

1
3

√
6sinψT sin2

θT sin2φT
±e−Γst(cos(δ‖−δS)cos(∆mst)− sin(δ‖−δS)cosφs sin(∆mst))]

9 1
2 |AS||A⊥(0)|sin(δ⊥−δS)

1
3

√
6sinψT sin2θT cosφT[

(1− cosφs)e−Γ
(s)
L t +(1+ cosφs)e−Γ

(s)
H t ∓2e−Γst sin(∆mst)sinφs

]
10 |A0(0)||AS(0)|[ 1

2 (e
−Γ

(s)
H t − e−Γ

(s)
L t)sinδS sinφs

4
3

√
3cosψT

(
1− sin2

θT cos2 φT
)

±e−Γst(cosδS cos(∆mst)+ sinδS cosφs sin(∆mst))]
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this difference. The distributions of the Bs candidates tag-probabilities consist of continuous and discrete
parts (spikes). These are described separately.

To describe the continuous parts, the sidebands are parametrized first. Sidebands are selected accord-
ing to Bs mass, i.e. m(Bs) < 5317 MeV or m(Bs) > 5417 MeV. In the next step, the same function as
for the sidebands is used to describe events in the signal region: background parameters are fixed to the
values obtained in sidebands while signal parameters are free in this step. The ratio of background and
signal (obtained from simultaneous mass-lifetime fit) is fixed as well. The function describing tagging
using combined muons has the form of a fourth-order Chebychev polynomial:

f1(x) = 1+ ∑
i=1,4

aiTi(x) (6)

for the tagging method using segment tagged muons a third order polynomial is used:

f2(x) = 1+ ∑
i=1,3

aixi (7)

In both of the above formulas x represents the tag probability. A fourth-order Chebychev polynomial is
also applied for the jet-charge tagging algorithm. In all three cases unbinned maximum likelihood fits
are used. Results of fits projected on histograms are shown in Fig. 4.
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Figure 4: The tag probability for tagging using combined muons (left), segment tagged muons (middle)
and jet-charge (right). Black dots are data after removing spikes, blue is a fit to the sidebands, green to
the signal and red is a sum of both fits.

The spikes have their origin in tagging objects formed from a single track, providing a tag charge of
exactly +1 or -1. When a background candidate is formed from a random combination of a J/ψ and a
pair of tracks, the positive and negative charges are equally probable. However some of the background
events are formed of partially reconstructed B-hadrons in these cases tag charges +1 or -1 are not equally
probable. For signal events obviously tag charges are not symmetric. For the fit it is important to derive
fractions f+1, f−1 of events tagged with charges +1 and -1, respectively and separately for signal and
background. The remaining 1- f+1 - f−1 is the fraction of events in continuous region. The fractions f+1
and f−1 are determined using the same B0

s mass sidebands and signals regions as in case of continuous
parts. Table 3 summarises the obtained relative probabilities between tag charges +1 and -1 for signal
and background events and for all tag-methods. Similarly the sidebands subtraction method is also used
to determine the relative population of the tag-methods in the background and signal events which also
have to be included in the PDF. The results are summarised in Table 4.

If the tag-probability PDFs were ignored from the likelihood fit, equivalent to assuming identical
signal and background behaviour, the impact on the fit result would be small, affecting the results by less
then 10% of the statistical uncertainty.
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Table 3: Table summarising the obtained relative probabilities between tag charges +1 and -1 for signal
and background events and for all tag-methods. Only statistical errors are quoted. The asymmetry in the
signal combined-muon tagging method has no impact on the results as it affects only 1% of the signal
events (in addition to the negligible effect of the tag-probability distributions themselves).

Tag method Signal Background
f+1 f−1 f+1 f−1

combined µ 0.106±0.019 0.187±0.022 0.098±0.006 0.108±0.006
segment tag µ 0.152±0.043 0.153±0.043 0.098±0.009 0.095±0.008
jet-charge 0.167±0.010 0.164±0.010 0.176±0.003 0.180±0.003

Table 4: Table summarising the relative population of the tag-methods in the background and signal
events. Only statistical errors are quoted.

Tag method Signal Background
combined µ 0.0372±0.0023 0.0272±0.0005
segment tag µ 0.0111±0.0014 0.0121±0.0003
jet-charge 0.277±0.007 0.254±0.002
Untagged 0.675±0.011 0.707±0.003

6 Results

The full simultaneous maximum likelihood fit contains 25 free parameters. This includes the nine physics
parameters: ∆Γs, φs, Γs, |A0(0)|2, |A‖(0)|2, δ||, δ⊥, |AS|2 and δS. The other parameters in the likelihood
function are the B0

s signal fraction fs, the parameters describing the J/ψφ mass distribution, the parame-
ters describing the B0

s meson decay time plus angular distributions of background events, the parameters
used to describe the estimated decay time uncertainty distributions for signal and background events, and
scale factors between the estimated decay time and mass uncertainties and their true uncertainties. In ad-
dition to this there are also 82 nuisance parameters describing the background and acceptance functions
that are fixed at the time of the fit.

The number of signal B0
s meson candidates extracted from the fits is 22670± 150. The results and

correlations for the measured physics parameters of the simultaneous unbinned maximum likelihood
fit are given in Table 5 and 6. Fit projections of the mass, proper decay time and angles are given in
Figures 5 and 6 respectively.

7 Systematic uncertainties

Systematic uncertainties are assigned by considering several effects that are not accounted for in the
likelihood fit. These are described below.

• Inner Detector Alignment: Residual misalignments of the Inner Detector will affect the impact
parameter distribution with respect to the primary vertex. The impact of the residual misalignment
is estimated using simulated events with and without distorted geometry. For this the impact
parameter distribution with respect to the primary vertex is measured with data as a function of η

and φ with the maximum deviation from zero being less than 10 µm. The measurement is used to
distort the geometry for simulated events in order to reproduce the impact parameter distribution

10



Table 5: Fitted values for the physical parameters along with their statistical and systematic uncertainties.

Parameter Value Statistical Systematic
uncertainty uncertainty

φs(rad) 0.12 0.25 0.11
∆Γs(ps−1) 0.053 0.021 0.009
Γs(ps−1) 0.677 0.007 0.003
|A‖(0)|2 0.220 0.008 0.009
|A0(0)|2 0.529 0.006 0.011
|AS|2 0.024 0.014 0.028
δ⊥ 3.89 0.46 0.13
δ‖ [3.04-3.23] 0.09

δ⊥−δS [3.02-3.25] 0.04

Table 6: Correlations between the physics parameters.

φs ∆Γ Γs |A||(0)|2 |A0(0)|2 |AS(0)|2 δ‖ δ⊥ δ⊥−δS

φs 1.000 0.107 0.026 0.010 0.002 0.029 0.021 -0.043 -0.003
∆Γ 1.000 -0.617 0.105 0.103 0.069 0.006 -0.017 0.001
Γs 1.000 -0.093 -0.063 0.034 -0.003 0.001 -0.009

|A||(0)|2 1.000 -0.316 0.077 0.008 0.005 -0.010
|A0(0)|2 1.000 0.283 - 0.003 -0.016 -0.025
|AS(0)|2 1.000 -0.011 -0.054 -0.098

δ‖ 1.000 0.038 0.007
δ⊥ 1.000 0.081

δ⊥−δS 1.000
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Figure 5: (Left) Mass fit projection for the B0
s . The pull distributions at the bottom show the difference

between data and fit value normalized to the data uncertainty. (Right) Proper decay time fit projection for
the B0

s . The pull distributions at the bottom show the difference between data and fit value normalized to
the data uncertainty.
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measured as a function of η and φ . The difference between the measurement using simulated
events with and without the distorted geometry is used as the systematic uncertainty.

• Angular acceptance method: The angular acceptance is calculated from a binned fit to Monte
Carlo data. In order to estimate the size of the systematic uncertainty introduced from the choice
of binning, different acceptance functions are calculated using different bin widths and central
values.

• Trigger efficiency: To correct for the trigger lifetime bias the events are re-weighted according to

w = e−|t|/(τsin+ε)/e−|t|/τsin .

Details of this correction has been given in previous publication [6]. The uncertainty of the param-
eter ε is used to estimate the systematic uncertainty due to the time efficiency correction.

• Default fit model: The systematic uncertainty of the default fit model is calculated using the bias
of the pull-distribution, see figure 10 in Appendix A, of 1500 pseudo-experiments, multiplied by
the statistical uncertainty of each parameter.

• Signal and background mass model, resolution model, background lifetime and background
angles model: In order to estimate the size of systematic uncertainties caused by the assumptions
made in the fit model, variations of the model are tested in pseudo-experiments. A set of 1500
pseudo-experiments is generated for each variation considered, and fitted with the default model.
The systematic error quoted for each effect is the difference between the mean shift of the fitted
value of each parameter from its input value for the pseudo-experiments with the systematic alter-
ation included. The variations are: two different scale factors are used to generate the signal mass.
The background mass is generated from an exponential function. Two different scale factors are
used to generate the lifetime uncertainty. The background lifetimes are generated by sampling data
from the mass sidebands. Pseudo-experiments are generated with background angles taken from
histograms from sideband data and are fitted with the default fit model to assess the systematic
uncertainty to the parametrisation of the background angles in the fit.

• Bd contribution: Contaminations from Bd→ J/ψK0∗ and Bd→ J/ψKπ events mis-reconstructed
as B0

s → J/ψφ is accounted for in the default fit, the fractions of these contributions are fixed to
values estimated from selection efficiencies in MC and production and branching fractions from
[15]. To estimate the systematic uncertainty arising from the precision of the fraction estimates,
the data is fitted with these fractions increase and decreased by 1σ . The largest shift in the fitted
values from the default case is taken as the systematic uncertainty for each parameter of interest.

• Tagging: Systematic errors of the fit parameters due to uncertainty in tagging are estimated by
comparing the default fit with the fits using alternate tag probabilities. The tag probabilities are
altered in two ways: firstly, the tag probabilities are varied coherently up and down by the statistical
uncertainty on each bin of the distribution; secondly, by varying the models of the parameterisation
of the probability distributions, as described in Section 4, and altering the tag probabilities by the
maximal deviations from the central value. Additional uncertainties are included by varying the
PDF terms accounting for differences between signal and background tag probabilities. Due to
small differences between the kinematics of the signal decays BS and B±, the difference in the OST
response is estimated to be small compared to the other uncertainties and has not been considered
as an additional systematic within this analysis.

The systematic uncertainties are provided in Table 7. For each variable, the total systematic error is
obtained adding in quadrature the different contributions.
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Table 7: Summary of systematic uncertainties assigned to parameters of interest.

φs ∆Γs Γs |A‖(0)|2 |A0(0)|2 |AS(0)|2 δ⊥ δ‖ δ⊥−δS
(rad) (ps−1) (ps−1) (rad) (rad) (rad)

ID alignment <10−2 <10−3 <10−3 <10−3 <10−3 - <10−2 <10−2 -
Trigger efficiency <10−2 <10−3 0.002 <10−3 <10−3 < 10−3 <10−2 <10−2 <10−2

B0
d contribution 0.03 0.001 <10−3 <10−3 0.005 0.001 0.02 <10−2 <10−2

Tagging 0.10 0.001 <10−3 <10−3 <10−3 0.002 0.05 <10−2 <10−2

Models:
default fit <10−2 0.002 <10−3 0.003 0.002 0.006 0.07 0.01 0.01
signal mass <10−2 0.001 <10−3 <10−3 0.001 <10−3 0.03 0.04 0.01
background mass <10−2 0.001 0.001 <10−3 <10−3 0.002 0.06 0.02 0.02
resolution 0.02 <10−3 0.001 0.001 <10−3 0.002 0.04 0.02 0.01
background time 0.01 0.001 <10−3 0.001 <10−3 0.002 0.01 0.02 0.02
background angles 0.02 0.008 0.002 0.008 0.009 0.027 0.06 0.07 0.03
Total 0.11 0.009 0.003 0.009 0.011 0.028 0.13 0.09 0.04

8 Discussion

The PDF describing the B0
s → J/ψφ decay is invariant under the following simultaneous transformations:

{φs,∆Γ,δ⊥,δ‖}→ (π−φs,−∆Γ,π−δ⊥,2π−δ‖)

∆Γs has been determined to be positive [19]. Therefore there is a unique solution. Uncertainties on
individual parameters have been studied in details in likelihood scans. Figure 7 shows the 1D likelihood
scans for φs and ∆Γs. Figure 8 shows the likelihood contours in φs - ∆Γs plane.
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Figure 7: 1D likelihood scans for φs (left) and ∆Γs (right)

The behaviour of the amplitudes around their fitted values is as expected, however the strong phases
are more complicated. Figure 9 shows the 1D likelihood scans for the three measured strong phases.

The behaviour of δ⊥ appears gaussian and therefore it is reasonable to quote δ⊥ = 3.89±0.47(stat)
rad. For δ⊥− δS the the likelihood scan shows a minimum close to π , however it is insensitive over
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the rest of the scan at the level of 4.3σ . Therefore the measured value of the difference δ⊥− δS is
only given as 1σ confidence interval [3.02-3.25] rad. δ|| shows normal gaussian behaviour around the
minimum however the systematic pull plots show unusual behaviour so it is also given in the form of a
1σ confidence interval [3.04-3.23] rad.

9 Conclusion

A measurement of CP violation in B0
s → J/ψ(µ+µ−)φ(K+K−) decays from a data sample of 4.9fb−1

pp collisions collected with the ATLAS detector during the 2011
√

s = 7 TeV run has been presented.
Several parameters describing the B0

s meson system are measured. These include the mean B0
s lifetime Γs

the decay width difference ∆Γs between the heavy and light mass eigenstates, the transversity amplitudes,
|A0(0)| and |A‖(0)|. These are consistent with the world average. We also provide a likelihood contour
in the φs - ∆Γs plane. The fraction of S-wave KK or f0 contamination is measured to be consistent with
zero, at 0.024 ± 0.014 .

The measured values are:

φs = 0.12±0.25 (stat.)±0.11 (syst.) rad

∆Γs = 0.053±0.021 (stat.)±0.009 (syst.) ps−1

Γs = 0.677±0.007 (stat.)±0.003 (syst.) ps−1

|A0(0)|2 = 0.529±0.006 (stat.)±0.011 (syst.)

|A‖(0)|2 = 0.220±0.008 (stat.)±0.009 (syst.)

δ⊥ = 3.89±0.46 (stat.)±0.13 (syst.) rad

The values are consistent with those obtained in our untagged analysis [6], and as expected improving
significantly on the overall uncertainty on φs. These results are also consistent with theoretical expec-
tations, in particular φs and ∆Γs are in good agreement, within their uncertainties and with the values
predicted in the Standard Model.
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A Pull Plots

To determine whether the likelihood fit is unbiased, the pull distributions of the measured parameters are
investigated. To produce a pull distribution 1500 pseudo-experiments are generated. The fit functions are
used to generate the pseudo-experiments and the results from the real data fit are taken as input values for
the generation. Each of the pseudo-experiments is then fitted with the fit model and the pull distributions
are determined. The pull for each parameter and pseudo-experiment is calculated as

f itted value−generated value
f itted error

(8)

and filled into a histogram. these distributions are fitted with a Gaussian as one can see in figure 10.
An unbiased fit procedure would show gaussian distributed parameters around 0 with a sigma of 1. All
deviations from 0 are included into systematic uncertainty of the default fit model.
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Figure 10: Pull plots from 1500 toy Monte Carlo experiments for the main physics parameters
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