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1. Introduction

Resistive Plate Chambers (RPCs) are widely used particle 
detectors due to their simple construction, good detection effi-
ciency, good spatial resolution and excellent timing resolution 
[1–6]. They are mainly utilized in large high-energy physics 
experiments for timing and triggering purposes [7–9] but they 
found their way into applications in other fields, including 
medical imaging [10, 11] and geophysics [12].

Depending on the applied electric field strength, geom-
etry and gas mixture, RPCs can be operated in avalanche or 

streamer mode. The avalanche mode of operation provides 
a much better rate capability than streamer mode, but at the 
expense of smaller signals [5]. Typical gas mixtures used 
in the avalanche mode of operation are composed of tetra-
fluoroethane (C2H2F4), iso-butane (iso-C4H10) and sulfur 
hexafluoride (SF6). Tetrafluoroethane is a weakly electron-
egative gas with a high primary ionization. Iso-butane is 
a UV-quencher gas while sulfur hexafluoride is a strongly 
electronegative gas, used in avalanche mode to suppress the 
development of streamers. Recently, Abbrescia et al [13] 
have proposed new gaseous mixtures for RPCs that operate in 
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avalanche mode to overcome some of the problems encoun-
tered with standard gas mixtures based on tetrafluoroethane, 
iso-butane and sulfur hexafluoride.

There have been numerous models and simulations of 
RPCs. Being analytical [14, 15], Monte Carlo [3] or based 
on fluid equations  [16–18], all macroscopic models rely on 
accurate data for electron swarm transport in gases. These 
quantities can be either measured in swarm experiments 
or calculated from electron impact cross sections  by the 
Boltzmann equation analysis or by a Monte Carlo technique 
[19, 20]. In particle detector community, MAGBOLTZ [21] is 
the most commonly used Monte Carlo code for such a task. 
It has been routinely used many times in the past to evaluate 
electron transport data under the hydrodynamic conditions, 
and for different experimental arrangements including the 
Pulsed Townsend (PT) and steady-state Townsend conditions 
(SST). The motivation for this work lies with the fact that 
there are some important aspects of electron transport which 
cannot be analyzed by means of a Monte Carlo method used 
in MAGBOLTZ. One of these aspects includes the explicit 
and implicit effects of non-conservative collisions on electron 
transport and implications which arise from their inclusion in 
models of RPCs. Collisions in which the number of electrons 
changes either being produced or removed from the initial 
ensemble are regarded as non-conservative collisions. Typical 
examples of these collisions are ionization, attachment, as 
well as electron-induced detachment from negative ions and 
electron-ion recombination. These processes may have a 
marked influence on the electron transport properties and the 
detector performance. As an illustrative example, Doroud et al 
[22] have shown that the recombination dramatically reduces 
the amount of charge in the gas filled gap which in turn affects 
the rate capability in the multi gap RPC used for timing pur-
poses in the ALICE experiment at CERN. In particular, kinetic 
phenomena induced by the explicit effects of ionization and/
or electron attachment should be studied in terms of flux and 
bulk components of transport coefficients [19, 20, 23]. The 
distinction between these two sets of transport data has been 
systematically ignored in the particle detector community and 
reason for this might be the fact that MAGBOLTZ cannot be 
used to compute the bulk transport coefficients. At the same 
time the most accurate experiments used to unfold the cross 
section data measure bulk coefficients. However, the duality in 
transport coefficients is easy to understand physically. In this 
paper we present the required theoretical treatment of the non-
conservative corrections, and highlight differences in origin 
and magnitudes of the bulk and flux transport coefficients for 
electrons in the gas mixtures used in RPCs in various high 
energy physics (HEP) experiments at CERN.

Recently, it was shown that the addition of SF6 (and iso-
C4H10) to standard RPC mixtures may improve several impor-
tant aspects of the RPC performance in avalanche mode, 
including efficiency and time resolution [24]. It has been long 
established that electron attachment to SF6 leads to the forma-
tion of both parent ( −SF6) and fragment ( −SF5, −SF4, −SF3, −SF2
, −F2 and F−) negative ions [25]. In particular, the cross sec-
tion for the creation of stable parent negative ions −SF6 at zero 
energy is huge suggesting that the lower energy electrons are 

most likely to be consumed before their recombination with 
the positive ions. This in turn may induce some attachment 
induced kinetic phenomena in electron transport due to the 
strong electronegative nature of SF6. One of the most striking 
phenomena induced by strong electron attachment in the mix-
tures of rare gases and fluorine is the negative absolute electron 
mobility [26, 27]. Occurrence of these phenomena should be 
carefully considered in numerical simulations in accordance 
with the experimental evaluation of the RPC performance.

Here we do not attempt to consider primary ionization 
effects, space charge effects and signal induction in the pres-
ence of resistive material nor do we attempt to compute the 
RPC performances, i.e. efficiency, time resolution and charge 
spectra. These important elements of modeling are the subject 
of our future publications [28]. Instead we isolate and inves-
tigate electron swarms under the action of a spatially uniform 
electric field. In the present work we solve the Boltzmann 
equation for electrons undergoing non-conservative collisions 
in the gas mixtures of C2H2F4, iso-C4H10 and SF6 used in 
RPCs in various HEP experiments at CERN. In this applica-
tion electron attachment and ionization play a key role in the 
electron behavior, therefore any modeling must treat them in 
a comprehensive manner. Variation and general trends of the 
mean energy and effective ionization coefficient, drift velocity 
and diffusion tensor with the applied reduced electric field are 
presented. We use our Monte Carlo simulation technique as 
a complementary method to Boltzmann’s equation  with the 
specific purpose to evaluate the spatially resolved transport 
data and distribution functions amidst non-conservative col-
lisions. The knowledge of spatially resolved transport data 
is very useful in modeling of RPCs and understanding their 
performance. Fluid models of RPCs can be further improved 
by considering the non-local effects induced by a large spatial 
variation in the electric field during the avalanche-streamer 
transition or due to presence of physical boundaries. Correct 
implementation of transport data and accuracy of their calcu-
lation is also highlighted in the present work. Our method-
ology based on complementary Boltzmann and Monte Carlo 
studies of electron transport in neutral gases has already been 
used in different gas discharge problems [29]. This is the 
first paper to our knowledge where the combined Boltzmann 
equation analysis and Monte Carlo simulation technique are 
applied to the description of electron kinetics in the gas mix-
tures used in RPCs.

This paper is organized as follows. In section 2 we substan-
tiate the existence of hydrodynamic regime and identify the 
differences in the bulk and flux transport coefficients. In sec-
tion 2.1 we give a brief discussion of the theoretical multi term 
solution of the Boltzmann equation  under non-conservative 
conditions. The basic elements of our Monte Carlo simula-
tion code are discussed in section 2.2. In section 3, we present 
the results of a systematic study of electron transport in the 
gas mixtures used in RPCs that are used for timing and trig-
gering purposes in many high energy experiments at CERN. 
We focus on the way in which the transport coefficients are 
influenced by non-conservative collisions, particularly by 
electron attachment. Spatially resolved energy and rate coeffi-
cients as well as spatial profiles of the electrons are calculated 
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by a Monte Carlo simulation technique with the aim of under-
standing the NDC and related phenomena. This paper repre-
sents the first comprehensive treatment of non-conservative 
electron transport in typical RPC gas mixtures based on a 
rigorous Boltzmann equation  analysis and the Monte Carlo 
simulation technique.

2. Theoretical methods

Electron transport in non-conservative RPC gases should be 
analyzed in terms of bulk (e.g. reactive) and flux components. 
The main motivation for such analysis is to gain insight into 
the effect of non-conservative processes on electron transport 
as these processes influence many operating characteristics 
of the detector. For example, there is a direct link between 
the effective ionization coefficient and time resolution of an 
RPC. Spatial resolution, on the other hand, is greatly affected 
by transverse diffusion while the role of attachment processes 
is twofold. On one hand, electron attachment is a desirable 
process as it controls the avalanche multiplication and limits 
the amount of charge between the electrodes, which in turns 
improves the rate capability of an RPC. On the other hand, if 
the attachment is too strong with a large exponential decay 
rate for electrons then the time resolution and efficiency might 
be seriously affected. It is clear that care must be taken when 
non-conservative collisions are operative to ensure the optimal 
performance of the detector.

2.1. A brief sketch of the Boltzmann equation analysis

All information on the drift and diffusion of electrons in gases 
is contained in the electron phase-space distribution function 
f (c, r, t), where r represents the spatial coordinate of an elec-
tron at time t, and c denotes its velocity. The distribution func-
tion f (r, c, t) is evaluated by solving Boltzmann’s equation:

 ∂ + ∇ + ∇ = −⎜ ⎟
⎛
⎝

⎞
⎠m

f t J f fc E r c·
e

· ( , , ) ( , ) ,t r c 0 (1)

where ∂t, ∇r and ∇c are the gradients with respect to time, 
space and velocity, while e and m are the charge and mass of 
the electron and E is the magnitude of the electric field. The 
right-hand side of (1) J(f, f0) denotes the linear electron-neutral 
molecule collision operator, accounting for elastic, inelastic 
and non-conservative (e.g. electron attachment and/or ioniza-
tion) collisions, and f0 is the velocity distribution function of 
the neutral gas (usually taken to be Maxwellian at fixed tem-
perature). For elastic collisions we use the original Boltzmann 
collision operator [30], while for inelastic collisions we prefer 
the semiclassical generalization of Wang-Chang et al [31]. 
The collision operators for non-conservative collisions are 
discussed in [32, 33]. We assume that in the division of post-
collision energy between the scattered and ejected electrons in 
an ionization process, all fractions are equally probable.

Solution of Boltzmann’s equation (1) has been extensively 
discussed in our recent reviews [20, 34]. In brief, f is expanded 
in terms of normalized Burnett functions about a Maxwellian 
at an arbitrary temperature Tb. In the hydrodynamic regime, its 

space-time dependence is expressed by an expansion in terms 
of the gradient of the electron number density n (r, t). This 
assumption is generally valid for an RPC detector even in the 
regions where high energy particle creates the clusters of elec-
trons with steep density gradients. One may expect that dif-
fusion processes will act to validate the assumption on weak 
gradients after a certain period of time. Thus, the following 
expansion of the phase-space distribution function follows:
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is a Maxwellian distribution function at a temperature Tb, 

with α = m

kT
2

b
. Tb is not equal to the neutral gas temperature 

and serves as a free and flexible parameter to optimize the 
convergence. The quantities ϕ ν

m
l[ ] and λGm

s( ) are normalized 
Burnett functions and irreducible gradient tensor operator, 
respectively, and are defined in [32, 33]. The coefficients F(ν 
lm∣sλ;α) are called ‘moments’ and are related to the electron 
transport properties as detailed below. The bulk drift velocity 
(W), bulk diffusion coefficients (DL, DT) and effective ion-
ization coefficient (keff ion) are defined in terms of the dif-
fusion equation  and can expressed in terms of moments as  
follows [20, 34]:
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where αν′J ( )0
0  are reduced matrix elements of the collision 

operator. The bulk transport coefficients are the sum of the 
flux transport coefficients (defined in terms of Fick’s law and 
given the first terms in each of the expressions (4)–(6)) and 
a contribution due to non-conservative collisions (the terms 
involving the summations in each expression). Differences 
between the two sets of coefficients thus arise when non-
conservative processes are operative. The reader is referred to 
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[19, 20, 23, 34] for full details. Also of interest is the spatially 
homogeneous mean energy

 ε = − ∣
⎛

⎝
⎜
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⎠
⎟kT F

3

2
1

2

3
(100 00) .b (8)

Using the above decomposition of f (2), the Boltzmann 
equation  (1) is converted to a hierarchy of doubly infinite 
set of coupled algebraic equations  for the moments. To 
obtain electron transport coefficients identified in (4)–(6) 
under conditions when the transport is greatly affected by 
non-conservative collisions, the index s in (2) must span the 
range (0–2) (e.g. second-order density gradient expansion). 
Solution of the system of equations can be found by trun-
cation of the infinite summations in the velocity space rep-
resentation in (2) at lmax and νmax, respectively. The values 
of these indices required to achieve the designated conver-
gence criterion, represent respectively the deviation of the 
velocity distribution from isotropy in velocity space, and the 
deviation from a Maxwellian speed distribution at the basis 
temperature Tb. The classical two term approximation sets 
lmax = 1, which is not sufficient for molecular gases used in 
an RPC due to the anisotropy of f in velocity space. A value 
of lmax = 5 was required for achieving an accuracy to within 
1% . Depending of the basis temperature, values of νmax = 95 
were sometimes required under conditions when the distri-
bution function was strongly non-equilibrium and far away 
from a Maxwellian. The resulting coefficient matrix is sparse 
and direct numerical inversion procedure is used to calculate 
the moments.

One should be aware of the differences in the defi-
nition of both sets of transport data, bulk and flux, and 
make sure that proper data are employed in the models. 
MAGBOLTZ is routinely used in particle detector com-
munity for determination of electron transport properties 
and few comments about this code are appropriate here. 
MAGBOLTZ cannot compute the bulk transport coeffi-
cients and it is exactly these data that are required for 
some aspects of modeling. For example, in the applica-
tion of Legler’s model for the avalanche size distribution 
as a function of the distance [2, 35], one should use the 
bulk drift velocity to evaluate the ionization coefficient. 
In addition, the bulk data should be generally used to 
unfold cross sections from experimentally measured and 
theoretically calculated transport coefficients [19, 20]. On 
the other, in fluid modeling of RPCs [16–18] the flux data 
should be generally used as an input although in some 
combined fluid/Monte Carlo models the bulk data are 
required. Generally speaking, the distinction between the 
bulk and flux data has been systematically ignored in the 
particle detector community and one of the principal aims 
of this work is to sound a warning to those who implement 
the swarm data to be aware of the origin of the transport 
data and the type of transport data required in their mod-
eling. In this paper we illustrate that bulk and flux data 
may exhibit not only quantitative but also the qualitative 
differences in the mixtures of C2H2F4, iso-C4H10 and SF6 
used in RPCs operated in avalanche mode.

2.2. A brief overview of our Monte Carlo simulation technique

Rather than present a full review of our Monte Carlo simula-
tion technique, we highlight below some of its aspects associ-
ated with the sampling of spatially resolved electron transport 
data. In this work we apply the code primarily to calculate 
spatially resolved transport data with an aim of using these 
data to understand the sometimes atypical manifestations of 
the drift and diffusion in the RPCs. In order to sample spa-
tially resolved transport parameters under hydrodynamic con-
ditions, we have restricted the space to realistic dimensions 
of the RPC and divided it into cells. Every cell contains 100 
sub-cells and these sub-cells are used to sample spatial param-
eters of electron swarm. This concept allowed us to follow the 
development of the swarm in both real space and normalized 
to 6σ, where σ is the standard deviation of the Gaussian distri-
bution in space. The space (and time) resolved electron trans-
port properties including the average energy/velocity and rate 
coefficients and also density profiles have been determined by 
counting the electrons and their energies/velocities as well as 
number of collisions in every cell.

When electron transport is greatly affected by non-con-
servative collisions, it is of key importance for a tractable 
simulation to efficiently control the number of electrons 
in simulations without distortion of the spatial gradients of 
the distribution function. It is well known that the statistical 
uncertainty of a Monte Carlo simulation decreases inversely 
with the square root of the number of electrons processed. In 
particular, when attachment occurs, electrons are lost continu-
ally, so that the number of electrons in the swarm decreases 
exponentially with time. This is illustrated in figure 1 for elec-
trons in the gas mixture used in ALICE timing RPC.

The initial number of electrons is set to 1 × 106 and cal-
culations are performed for a range of reduced electric fields 
E/N as indicated on the graph. We see that as E/N decreases 
the number of electrons decreases markedly. This is a con-
sequence of an increasing collision frequency for electron 
attachment when E/N is reduced. In order to compensate 

Figure 1. Exponential decay of the number of electrons for 
three different reduced electric fields as indicated on the graph. 
Calculations are performed for electrons in ALICE TOF RPC system.
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the electrons that are consumed by a strong attachment at 
low electron energy, the following rescaling procedure was 
adopted. First, the sampling time used for determination of 
various swarm dynamic properties (for example the mean 
position, velocity and energy of the electrons) was reduced 
and adjusted depending on the applied reduced electric field. 
Second, whenever electron is lost due to attachment another 
electron is randomly selected in its place from the ensemble 
of the remaining electrons. This was necessary in order to 
prevent large and continuous losses of electrons. This proce-
dure was validated for a range of model and real gases when 
attachment is dominant non-conservative process and found 
to be correct [36, 37]. Other rescaling procedures to electron 
swarms with large exponential decay rates are available. The 
classical example is the procedure developed by Li et al [38]. 
The essence of their rescaling procedure is the addition of an 
artificial ionization channel with an energy-independent ioni-
zation frequency, chosen to be roughly equal to an attachment 
collision frequency for a given E/N. Similar procedure was 
applied to simulate electron transport in pure SF6 by Yousfi 
et al [39]. Finally, we note that when ionization takes place 
the rescaling procedure was not necessary under conditions 
considered in this work, as ionization was not a sufficiently 
intensive process to increase the number of electrons beyond 
the limits set by the allocated memory.

3. Results and discussion

3.1. Preliminaries

As discussed in section 1, one of the aims of this work is to 
consider electron transport parameters as input in fluid and 
kinetic models of RPCs. The operating values of E/N for RPCs 
are above the critical electric fields for the corresponding gas 
mixtures, usually between 400 Td and 450 Td for timing RPC 
depending on the type of experiment and around 200 Td for 
triggering RPC. Fluid models of these detectors in both ava-
lanche and streamer modes, however, require tabulation of 
transport data over a wide range of the reduced electric fields 
and/or mean energy of the electrons depending on the order of 
fluid approach [40, 41]. In this work we consider the reduced 
electric field range: 1–1000 Td (1Td = 1 × 10−21 Vm2) while 
the pressure and temperature of the background gas are 1 atm 
and 293 K, respectively.

The cross sections  for electron scattering from C2H2F4 
detailed in Šašić et al [42] are used in this study. The cross 
sections for electron scattering in iso-C4H10 are taken from 
MAGBOLTZ code developed by Biagi. Finally, the cross 
sections  for electron scattering in SF6 are taken from Itoh 
et al [43]. Other sets of cross sections  for electron scat-
tering in these gases are available in the literature but our 
Boltzmann equation  analysis has revealed that the present 
sets provide values of swarm parameters such as ioniza-
tion and electron attachment rate coefficients, drift velocity, 
longitudinal and transverse diffusion coefficient in a good 
agreement with the experimental measurements for a wide 
range of E/N [44, 45]. The following mixtures are used for 
different RPCs considered in this work: (1) ALICE timing 

RPC C2H2F4/iso-C4H10/SF6 = 90/5/5 [8]; (2) ALICE trig-
gering RPC C2H2F4/iso-C4H10/SF6 = 89.7/10/0.3 [8]; (3) 
CMS triggering RPC C2H2F4/iso-C4H10/SF6 = 96.2/3.5/0.3 
[9]; and (4) ATLAS triggering RPC C2H2F4/iso-C4H10/SF6 
= 94.7/5/0.3 [7].

3.2. Effects of non-conservative collisions

In the following sections we often find it necessary to refer to 
the explicit influence of electron attachment and/or ionization 
on electron transport to explain certain phenomena. The fol-
lowing elementary considerations apply. Even under the hydro-
dynamic conditions (far away from the boundaries, sources and 
sinks of electrons) the distribution of the average energy within 
the swarm is spatially anisotropic. This is illustrated in sec-
tion 3.3 where spatially resolved average energy for electrons in 
ALICE timing RPC is shown as a function of E/N. Electrons at 
the front of the swarm generally have higher energy than those 
at the trailing edge, as on the average they have been acceler-
ated through a larger potential. Since electron attachment and 
ionization are energy dependent, they will also occur with a 
spatial dependence. For example, if the collision frequency for 
electron attachment increases with energy, attachment will pre-
dominantly occur at the front of the swarm, resulting in a back-
wards shift of the swarm’s centre of mass, which is observable 
as a reduction of the bulk drift velocity as compared with the 
flux drift velocity. The loss of high energy electrons also lowers 
the mean energy which in turns reduces the flux component of 
the diffusion. This process is known as attachment cooling [33].

If the collision frequency for electron attachment decreases 
with energy, then the opposite situation holds: the lower energy 
electrons at the trailing edge of the swarms will be consumed 
resulting in a forward shift of the swarm’s centre of mass, 
which is observable as an increase of the bulk drift velocity. 
The mean energy is raised as the lower energy electrons are 
consumed resulting in an enhancement of the flux components 
of transverse and longitudinal diffusion. This phenomenon is 
known as attachment heating [32] and is particularly impor-
tant for electron transport in the gas mixtures used in RPCs. 
Finally, when ionization takes place, electrons are preferen-
tially created in regions of higher energy resulting in a shift 
in the centre of mass position as well as a modification of the 
spread about the centre of mass. This will be observable as 
an increase of the bulk drift velocity and the bulk diffusion 
coefficients. This situation also plays an important role in con-
sideration of electron kinetics in RPCs analyzed in this work.

3.3. Boltzmann equation results for electron  
transport coefficients

In figure 2 we show the variation of mean energy with E/N 
for RPCs used in ALICE, CMS and ATLAS experiments  
at CERN.

The properties of the cross sections are reflected in the pro-
files of the mean energy and we observe three distinct regions 
of transport. Excepting ALICE timing RPC, in the remaining 
experiments we first observe a region of slow rise due to 
(relatively) large energy losses associated with vibrational 
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excitations. Second, there is a region of sharp rise as the cross 
sections for vibrational excitations drop off and electrons start 
to gain energy from the electric field rapidly. Finally, there is 
another region of slow rise in the mean energy as new inelastic 
channels including the electronic excitation, neutral dissocia-
tion and ionization become open. The variation of the mean 
energy with E/N in these three RPCs systems is almost iden-
tical due to small differences in the abundances of C2H2F4 
and iso-C4H10 in the gas mixtures. The amount of SF6 in these 
systems is the same and set to 0.3%.

However, for ALICE timing RPC the situation is more 
interesting. In this system the amount of SF6 in the gas mixture 
is much higher and the electron transport is greatly affected by 
electron attachment. In the limit of the lowest E/N considered 
in this work (less than 10 Td) and contrary to the results for 
other RPC systems, we see that for increasing E/N the mean 
energy varies very slowly and essentially stays unaltered. We 
also observe that the mean energy is significantly higher than 

thermal electron energy ⎜ ⎟
⎛
⎝

⎞
⎠kT

3

2
 indicating the presence of an 

additional heating mechanism for electrons. This unusual situ-
ation follows from the combined effects of attachment heating 
and inelastic cooling. The term inelastic cooling simply refers 
to the fact that whenever an electron undergoes an inelastic 
collision it loses at least the threshold energy of the excitation 
process and emerges from the collision with reduced energy. 
In the energy range of interest, the collision frequency for 
electron attachment (which leads to the formation of stable 
parent −SF6 negative ion) decreases with the electron energy 
and the lower energy electrons which predominantly exist at 
the trailing edge of the swarm are preferentially consumed. 
As already discussed in section  3.2, under these conditions 
the mean energy is raised and bulk drift velocity is increased 
(see figure 3). However, due to inelastic cooling if the elec-
trons have energy just above the threshold energy, then in any 

inelastic encounter with a neutral they will lose almost all 
energy, resulting in a substantial cooling effect on the swarm, 
even if only a relatively small fraction of the electrons have 
the required energy. This is exactly what happens for elec-
trons in ALICE timing RPC; due to attachment heating the 
mean energy is raised above thermal energy and due to ine-
lastic cooling the mean energy cannot be further increased 
for increasing E/N as the collision frequency for inelastic 
collisions in this energy range rapidly increases with the  
electron energy.

In figure 3 we show the variation of the bulk and flux drift 
velocity with E/N for RPCs used in ALICE, CMS and ATLAS 
experiments at CERN. In all experiments the bulk compo-
nent dominates the flux component over the entire E/N range 
consider in this work. For lower E/N this follows from the 
attachment heating while for higher E/N this is a consequence 
of the explicit effects of ionization on the drift velocity. The 
effects of electron attachment are stronger than those induced 
by ionization and are the most evident for ALICE timing RPC 
where differences between the bulk and flux values are of the 
order of 100% for lower E/N. For other RPC systems these 
differences are of the order of 10% for lower E/N while for 
higher E/N are around 20%.

The existence of negative differential conductivity (NDC) 
in the bulk drift velocity component with no indication of any 
NDC for the flux component in the ALICE timing RPC system 
is certainly one of the most striking phenomena observed in 
this work. NDC is a kinetic phenomenon which represents the 
decrease of the drift velocity with increasing driving electric 
field. From the plot of the drift velocity for ALICE timing 
RPC it is seen that electrons exhibit NDC in the bulk drift 
velocity for reduced electric fields between 30 Td and 100 Td. 
Conditions leading to this phenomenon have been extensively 
discussed by Petrović et al [46] and Robson [47]. In brief, it 
was concluded that NDC arise from certain combination of 

Figure 2. Variation of the mean energy with E/N for RPCs used in ALICE, CMS and ATLAS experiments at CERN.
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elastic-inelastic cross sections and is present in both the bulk 
and flux drift velocity components. The conditions for the 
attachment or ionization (non-conservative collision) induced 
NDC were first discussed by Vrhovac and Petrović [48] where 
it was concluded that the effect is possible but most likely 
to result in both bulk and flux drift velocities albeit at a dif-
ferent degree. This paper left a possibility that the flux drift 
velocity may not have NDC but a strongly developed plateau 
indicating that the NDC is on verge of being observable. This 
conclusion was based on the survey of observable effects for 
most gases with strong dissociative attachment.

In our case, however, NDC is present only in the bulk 
drift velocity which is a reminiscent of recently observed 
NDC effect for positrons in molecular gases [49, 50]. In 
these studies, it was concluded that NDC is induced by non-
conservative nature of Positronium (Ps) formation. This 
conclusion has been confirmed in calculations where the Ps 
formation was treated as a conservative inelastic process; 
the NDC phenomenon has been removed from the profiles 
of the bulk drift velocity along with the differences between 
bulk and flux drift velocity components. Following the same 
strategy, we have treated electron attachment as a conservative 
inelastic process for SF6 in our Boltzmann equation analysis. 
Results of our calculations are shown in figure 4. We see that 
NDC is absent from the profile of the bulk drift velocity and 
the only differences between the bulk and flux drift velocity 
are those originating from the explicit contribution of ioniza-
tion for E/N higher than approximately 200 Td. The physical 
mechanisms behind the attachment induced NDC phenom-
enon is discussed in section 3.4.

In figures 5 and 6 we show the variation of the longitudinal 
and transverse diffusion coefficients with E/N for RPCs used 
in ALICE, CMS and ATLAS experiments at CERN. Both the 
bulk and flux values are shown and we see that all diffusion 

coefficients reflect to some degree the three distinct regions 
of electron transport discussed above. For ALICE triggering, 
CMS and ATLAS RPC systems, the variations of bulk and 
flux components of NDL and NDT with E/N are almost iden-
tical. Differences between the bulk and flux data for NDL and 
NDT are of the order of 20% . In these systems the differences 
between the bulk and flux values are only of quantitative nature 
and are not as high as those present between the bulk and flux 
values for NDL and NDT in the ALICE timing RPC system. In 
this case the bulk and flux components of the diffusion coeffi-
cients exhibit qualitatively different behavior; although as E/N 
increases both NDL and NDT generally increase, there exist 
certain regions of E/N where the bulk components of both 
NDL and NDT (and flux NDL) are decreased for increasing E/N.  

Figure 3. Variation of the bulk and flux drift velocities with E/N for RPCs used in ALICE, CMS and ATLAS experiments at CERN.
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when electron attachment is treated as a conservative inelastic 
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This illustrates the complexity of diffusion processes in gen-
eral and for electrons in RPC systems at CERN indicating how 
difficult it is to understand the influence of non-conservative 
collisions on the diffusion coefficients. In brief, many parallel 
factors affect the diffusion simultaneously. In addition to the 
effects of thermal anisotropy (dispersion of electrons due to 
thermal motion is not the same in different directions) and 
anisotropy at elevated reduced electric fields (spatial variation 
of the average energy in conjunction with energy-dependent 
collision frequency produces differences in the average local 

velocities for a given direction, which act to inhibit and/or 
enhance diffusion in that direction), there is always the contri-
bution of non-conservative collisions and the complex energy 
dependence of electron attachment and ionization that even 
further complicate the physical picture. In conclusion, our 
results suggest a weak sensitivity of the diffusion coefficients 
with respect to electron attachment and ionization for ALICE 
triggering, CMS and ATLAS RPC systems and a much more 
complex behavior of diffusion processes for electrons in 
ALICE timing RPC.

Figure 5. Variation of the longitudinal diffusion coefficient with E/N for RPCs used in ALICE, CMS and ATLAS experiments at CERN. 
Dashed lines are bulk coefficients while solid lines represent flux coefficients.
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Figure 6. Variation of the transverse diffusion coefficient with E/N for RPCs used in ALICE, CMS and ATLAS experiments at CERN. 
Dashed lines are bulk coefficients while solid lines represent flux coefficients.
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In figure 7 we show the variation of the effective ioniza-
tion coefficient with E/N for RPCs used in ALICE, CMS and 
ATLAS experiments at CERN. The variation of this property 
with E/N is almost identical for ALICE triggering, CMS and 
ATLAS RPC systems due to small variations in the abun-
dances of C2H2F4 and iso-C4H10 in the gas mixtures. The 
critical electric field for these systems is around 140 Td. The 
critical electric field for ALICE timing RPC is much higher, 
around 215  Td, due to higher abundance of SF6 in the gas 
mixture and stronger effects of electron attachment on the 
electron energy distribution function.

3.4. Monte Carlo results for spatially resolved transport data 
and distribution function

While all results presented above may reproduced exactly (for 
all practical purposes) by Monte Carlo simulation (albeit with 
a much more computing effort) there is a number of results 
important for RPC modeling that may be obtained by Monte 
Carlo technique with less difficulty and a more direct inter-
pretation. In this section we show spatially resolved electron 
transport data that are sampled at every location over the 
entire swarm. The effect of the electric field on the spatial dis-
tribution of the electron transport data and distribution func-
tion is examined. In figure 8 we show the spatial profile and 
spatially resolved average energy for four different values of 
E/N as indicated in the graphs. The Monte Carlo simulations 
were simplified by assuming stationary gas (T = 0 K). This 
is the reason why our Monte Carlo results for electron trans-
port coefficients are slightly shifted to the left, towards lower 
E/N comparing to our Boltzmann equation  results obtained 
for the gas temperature of 293 K (not shown here). As a con-
sequence, according to our Monte Carlo simulations the NDC 
occurs approximately between 20  Td and 77  Td while the 

Boltzmann equation analysis suggest the NDC between 30 Td 
and 100 Td. One should bear this in mind in the following 
discussions.

In addition to our actual results given by solid lines where 
electron attachment is treated as a true non-conservative pro-
cess, the results denoted by the dashed lines are obtained 
assuming electron attachment as a conservative inelastic 
process with zero energy loss. When electron attachment is 
treated as a conservative inelastic process, the spatial profile 
of electrons is almost perfectly symmetric and it has a typical 
Gaussian profile independently of the applied E/N. The spa-
tially resolved average energy has a characteristic slope indi-
cating spatially anisotropic distribution of the electron energy. 
There are no imprinted oscillations in the spatial profile of the 
electrons or in the profile of the average energy indicating the 
collisional energy loss is governed essentially by ‘continuous’ 
energy loss processes [51].

When electron attachment is treated regularly, as a true 
non-conservative process, we observe dramatic modifications 
to the spatial profile of the electron density and to the spa-
tially resolved average energy. For E/N of 5.9 Td and 10 Td 
the spatial profile of electrons is no longer Gaussian while 
for E/N of 21 Td the spatial profile exhibits an asymmetric 
Gaussian distribution whose height is significantly decreased 
comparing to the Gaussian profile of the swarm when electron 
attachment is treated as a conservative inelastic process. For 
E/N  =  5.9  Td we see that the average energy is essentially 
spatially uniform along the swarm. This is indicative of our 
normalization procedure: the spatial profile is not symmetric 
and number of electrons attachments is also asymmetric 
along the swarm and combination of these two yields a little 
spatial variation of the average energy along the swarm. For 
E/N = 10 Td, however, we observe that the trailing edge of the 
swarm is drastically cut off while the average energy remains 

Figure 7. Variation of the effective ionization coefficient with E/N for RPCs used in ALICE, CMS and ATLAS experiments at CERN.
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essentially constant otherwise. At the leading edge of the 
swarm, the average energy is raised with a much steeper slope 
towards the front. Before reaching the highest energy at the 
leading edge of the swarm, there is a spatial region where the 
average energy is first drastically decreased, and then rapidly 
increased in a very narrow spatial region. For E/N = 21 Td 
the spatial dependence of the average energy is almost linear 
and no sharp jumps and drop-offs in the profile are observed. 
For increasing E/N the average electron energy increases and 
there are fewer and fewer electrons available for attachment. 
Thus the explicit contribution of electron attachment is further 
reduced which in turns removes the differences between the 
bulk and flux components of the drift velocity and diffusion 
coefficients in the energy region where NDC occurs. Finally 
for E/N = 77 Td, the spatial profile of electrons almost coin-
cides with the profile obtained under conditions when elec-
tron attachment is treated as a conservative inelastic process. 
In both cases the average energy linearly increases from the 
trailing edge towards the leading part of the swarm. This is 
regime when electron attachment has no longer dominant con-
trol over the electron swarm behavior.

The spatially resolved attachment rates are shown in 
figure 9 and are calculated under the same conditions as for 
the spatial profile of the electrons and spatially averaged 
energy. They have complex profiles that reflect the overlap of 
the average energy and the corresponding cross sections. The 

attachment rate is generally higher at the trailing edge of the 
swarm where the average energy of the electrons is lower and 
exactly these lower energy electrons are most likely to be con-
sumed by electron attachment. This results in a forward shift 
of the centre of mass of the electron swarm, which is observ-
able as an increase of the bulk drift velocity over the flux 

Figure 8. Spatial profile of electrons (blue curves) and spatially resolved averaged energy (red curves) at four different E/N in ALICE 
timing RPC. Full lines denote the results when electron attachment is treated as a non-conservative process, while the dashed lines represent 
our results when electron attachment is treated as a conservative inelastic process. (t = 1 ns).
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of E/N in ALICE timing RPC. (t = 1 ns).
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values as discussed above. For increasing E/N the spatially 
resolved rate coefficients are decreased suggesting much less 
impact of electron attachment on the electron swarm behavior.

When electron transport is greatly affected by non-con-
servative collisions it is often very useful to look at the energy 
distribution functions in order to make conclusions about the 
underlying physics of some processes. In figure 10 we show 
the electron energy distribution functions for the same four 
values of E/N considered above. The electron energy distri-
bution functions are calculated when electron attachment is 
treated regularly as a true non-conservative process (black line) 
and under conditions when electron attachment is assumed 
to be a conservative inelastic process (dash red line). We see 
that strong electron attachment induces a ‘hole burning’ in 
the electron energy distribution function. For decreasing E/N 
the electron energy is generally reduced and the attachment 
cross section becomes larger. As a result the effect of elec-
tron loss on the distribution function increases. This phenom-
enon has been extensively discussed for electrons in O2 [52] 
and O2 mixtures [29, 53] and under conditions leading to the 
phenomenon of absolute negative electron mobility [26, 27]. 
The same effect is not present when attachment is treated as 
a conservative inelastic process. Under these conditions, we 
see that the population of low energy electrons is much higher 
than the corresponding situation when electron attachment is 
treated regularly. For increasing E/N, the population of high 
energy electrons becomes well described even when electron 
attachment is treated as a conservative inelastic process.

4. Conclusion

In this work, we have presented the results of a systematic 
investigation of non-conservative electron transport in the 

mixtures of C2H2F4, iso-C4H10 and SF6 used in RPCs in 
ALICE, CMS and ATLAS experiments at CERN. We have 
considered conditions consistent with the electrons in an ava-
lanche and streamer mode of operation of these RPC systems 
with partial motivation being the provision of transport coef-
ficients to be employed in fluid modeling of such systems. 
Transport coefficients presented in this work are given as a 
function of E/N and are accurate to within 2% . The E/N-
dependence of electron transport coefficients for ALICE trig-
gering, CMS and ATLAS RPC systems are almost identical 
due to similar composition of the corresponding gas mixtures. 
The bulk drift velocity is slightly higher than flux component 
even for lower E/N indicating the presence of attachment 
heating. When ionization dominates attachment the difference 
between the bulk and flux drift velocities is further increased. 
The most striking phenomenon observed in this work is the 
existence of NDC in the bulk drift velocity component with no 
indication of any NDC for the flux component in the ALICE 
timing RPC system. This phenomenon was predicted as pos-
sible [48] but has never been observed for electrons primarily 
as the dominance of explicit effects and strongly energy 
dependent attachment were sought due to limitations of the 
momentum transfer theory that was employed in that paper. 
In order to understand the physical mechanisms behind of this 
atypical manifestation of the drift velocity, we have calculated 
spatially resolved transport properties and energy distribution 
functions for electric fields critical for occurrence of this phe-
nomenon. It was found that the attachment heating governs 
the phenomenon and plays the dominant role in consideration 
of non-conservative effects on various transport properties. A 
‘hole burning’ in the distribution function has been observed 
illustrating the richness and complexity of electron transport 
phenomena in RPCs.

Figure 10. Electron energy distribution functions for four different E/N in ALICE timing RPC. Black lines denote the results when electron 
attachment is treated as non-conservative process while dashed red lines represent our results when electron attachment is treated as a 
conservative inelastic process. (t = 1 ns).
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1 Introduction

Developed in the 1980s [1, 2], Resistive Plate Chambers (RPCs) became widely used particle
detectors in high energy physics experiments [3–5]. Electrodes of highly resistive material, such as
glass or bakelite, make them free from destructive discharges. They also show remarkable timing
resolutions of about 50 ps [6]. Due to their simple construction and low cost, they are often used
for large area timing and triggering purposes, but other applications such as medical imaging were
also considered [7].

Despite their apparent simplicity, modeling of RPCs is not an easy task because of various
physical phenomena ranging from charge generation, transport and multiplication, to signal induc-
tion, propagation and electrode relaxation effects, all occurring on different time scales. Yet, many
RPC models were developed and published [8]. Most numerical models are based on either the
Monte Carlo simulation technique [9, 10] or on the fluid equations [11, 12]. The latter can only
provide the mean values of RPC signals in a deterministic fashion while the Monte Carlo models
usually follow some theoretical distributions for primary ionization and electron avalanche fluctua-
tions in order to calculate the RPC performance characteristics such as timing resolution, efficiency
and charge spectrum. On the other hand, while often being approximate, only the analytical mod-
els [13, 14] can provide general conclusions about the influence of different parameters on the RPC
performance. These models can also include the stochastic effects in physics of RPCs.

Every RPC model relies on accurate data for electron swarm transport in gases. These pa-
rameters include the transport coefficients (e.g. drift velocity and diffusion coefficients) and rate
coefficients (e.g. attachment and ionization rate) which are usually calculated from electron impact
cross sections using a computer code based on either Monte Carlo method or Boltzmann equation
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analysis. A Monte Carlo code that is often used for such purpose — MAGBOLTZ 2 [15, 16] has
cross sections imbedded into the code. Thus cross sections cannot be easily modified, compared
or presented. The questions associated with the reliability of cross sections for electron scattering
in RPC’s gases were already raised in case of C2H2F4 [17], which is the main component in gas
mixtures for RPCs operated in avalanche mode. As will be shown, the final results that describe
the RPC performance may differ considerably depending on the cross sections used.

In this paper, we follow a completely different approach in RPC modeling. Our approach is
based on 3D tracking of individual electrons and their collisions with the background gas in a typi-
cal Monte Carlo fashion. Here the avalanche fluctuations and the RPC performance characteristics
emerge naturally from the stochastic character of electron collisions and are determined exclusively
by the cross sections for electron scattering. Such an approach based on MAGBOLTZ was used
for the calculation of gas gain fluctuations [18] but still, no such attempts in RPC modeling were
published [17].

This paper is organized as follows. First, we discuss our simulation technique (section 2).
Then, we present the results for electron avalanches in an infinite space (sections 3.2 and 3.3) which
are used for comparison with the analytical models of avalanche development and timing. Finally,
the boundaries are introduced (section 3.4) and timing and efficiency are calculated for a specific
timing RPC (0.3 mm gas gap, gas mixture of 85% C2H2F4 + 5% iso-C4H10 + 10% SF6). A study
is made with different cross section sets and cluster size distributions. The results are compared
with experimental values. Due to limited computing resources we are only able to use a relatively
low value of signal threshold of about 106 electrons which excludes the space charge effects.

2 Simulation technique

Our simulation technique for an RPC event (i.e. passage of an incoming particle) can be divided
into a few steps. First, we generate the primary ionization, e.g., the initial electrons due to passage
of the incoming particle. The individual electrons and their collisions with the background gas
are then traced between the moments of sampling. In these moments, we record some quantities
(e.g. number of electrons) and calculate the induced signal. Sampling interval is set to 0.2 ps. The
threshold crossing time is determined using the exponential interpolation between the samples. The
simulation consisting of 10000 events usually takes approximately two days of computation time
on a multiprocessor system with about 300 active CPU cores @ 2.1 GHz.

2.1 Primary ionization

Primary ionization is generated according to a commonly used model. The primary electrons are
grouped in clusters. Electrons belonging to the same cluster have the same initial position. Number
of electrons in the cluster is generated using a cluster size distribution. The positions of the clusters
are generated using exponential distribution for the distance between neighboring clusters

P(x) =
1
λ

exp
(
− x

λ

)
,

where λ is the mean distance between clusters. Initial velocity of primary electrons is chosen
according to the Maxwellian velocity distribution with the mean electron energy of 1 eV. Mean
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Figure 1. Cluster size distribution calculated by HEED, and 1/n2 model.

distance between the clusters and cluster size distribution are calculated using a computer program
HEED [19, 20]. For minimum ionizing particles, we have obtained a value of 8.44 clusters/mm,
which differs from 7.5 clusters/mm quoted in [21]. Considering the arguments and measurements
presented in [21], we have decided to use the value of 7.5 clusters/mm since it seems more realistic.
For cluster size distributions we use two models in our simulations for comparison: the 1/n2 model
and the distribution calculated by HEED (figure 1). Both distributions are cut to 500 electrons.

2.2 Electron tracking

In the work reported here, the Monte Carlo method is used to simulate the motion of electrons
in the background gas. In the present Monte Carlo code both elastic and inelastic collisions are
assumed to occur in the interactions of the electrons with the gas molecules. The electron-electron
interactions are neglected since the transport is considered in the limit of low electron density.
Calculations are performed at zero gas temperature and isotropic scattering is assumed to occur in
all electron-molecule collisions regardless of the nature of specific processes or energy.

Spatiotemporal evolution of each electron is followed through a time step determined from
the mean free time between collisions. This small time step is used to solve the integral equation
for the collision probability in order to determine the time of the next collision. This can be done
using either the null collision technique or integration technique. In our code (and in contrast to
MAGBOLTZ) the latter approach is employed. The number of time steps is determined in such a
way as to optimize the performance of the Monte Carlo code without reducing the accuracy of the
final results. After a collision has occurred, it is then determined whether the electron has collided
elastically or experienced one of the several possible types of inelastic events, by using the relative
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probabilities of various collision types. When an elastic collision has occurred, the electron energy
is reduced by the amount 2m/M where m and M are the electron and molecule masses, respec-
tively. In an inelastic collision the electron is assumed to lose an amount of energy corresponding
to the energy loss for that particular process. After ionization, it is assumed that all fractions of the
distribution of the available energy are equally probable between primary and secondary electrons.
When electron attachment takes place, the consumed electron is simply removed from the simula-
tion. Under the hypothesis of isotropic scattering, the change in direction of the electron velocity
after a collision is expressed by uniformly distributed scattering angle within interval [0,π] and by
the azimuthal angle uniformly distributed within the interval [0,2π]. For more details on our Monte
Carlo simulation technique the reader is referred to our recent reviews [22–24].

In the present work we have employed three different sets of cross sections for electron scat-
tering in C2H2F4: 1) a set recently developed by our group [25], 2) a set from MAGBOLTZ 2.8.9
(2010), and 3) a set from MAGBOLTZ 2.7.1 (pre-2010). The set developed by our group and the set
from MAGBOLTZ 2.8.9 have been recently updated and modified on the basis of new experimen-
tal measurements of electron transport data in C2H2F4 under the pulsed Townsend conditions [26].
For electron scattering in iso-C4H10, we have used a set of cross sections from MAGBOLTZ 2.7.1.
There is an updated version of the same cross sections hard-coded in more recent versions of MAG-
BOLTZ but our calculations have revealed much better agreement between our data for ionization
coefficient and those experimentally measured [27], if the cross sections from MAGBOLTZ 2.7.1
are considered [27, 28]. Finally, for electron scattering in SF6 we have employed a set of cross
sections developed by Itoh et al. [29].

2.3 Signal induction

The induced current in an electrode is calculated using Ramo’s theorem [30]:

i(t) =
Ew

Vw
·q ·n(t) ·w(t) ,

where Ew is the weighting field of the electrode (calculated as electric field in the gas gap when the
electrode is raised to the potential of Vw while the other electrodes are grounded), q is the electron
charge, and n is the number of electrons and w represents the flux drift velocity. The flux drift
velocity is the average electron velocity while the bulk drift velocity is defined as velocity of center
of mass of the electron swarm (avalanche) [31, 32]. The two may differ quantitatively and some-
times even qualitatively when non-conservative collisions such as attachment and/or ionization are
present [33]. For our RPC geometry (0.3 mm gas gap, one metallic and one 3 mm thick glass elec-
trode with εr = 8) the weighting field of 1.48/mm was calculated. The induced charge is calculated
as an integral of the induced current, q(t) =

∫ t
0 i(τ)dτ .

3 Results and discussion

3.1 Preliminaries

First we give a brief summary of the most important parameters used in the following sections. We
consider the gas mixture of 85% C2H2F4, 5% iso-C4H10 and 10% SF6 and the gas number density
is set to N = 2.505 ·1025 m−3 which corresponds to the pressure of 1 atm and temperature of 20◦C).
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Table 1. Calculated S = (α−η)w and k = η/α parameters for a mixture of 85% C2H2F4 + 5% iso-C4H10

+ 10% SF6 with three different C2H2F4 cross section sets. All calculations presented here are made using
our Monte Carlo method.

E/N Our set MAGBOLTZ 2.8.9 set MAGBOLTZ 2.7.1 set

(Td) S (1010 s−1) k S (1010 s−1) k S (1010 s−1) k

359 1.27±0.04 0.20±0.01 1.40±0.04 0.16±0.01 1.66±0.04 0.16±0.01

385 1.62±0.04 0.16±0.01 1.77±0.04 0.13±0.01 2.14±0.04 0.13±0.01

412 2.01±0.04 0.13±0.01 2.20±0.04 0.10±0.01 2.68±0.05 0.10±0.01

439 2.43±0.05 0.11±0.01 2.67±0.05 0.08±0.01 3.26±0.05 0.08±0.01

The reduced electric field E/N is expressed in Td (1 Td = 10−21 Vm2). The primary ionization is
generated assuming the mean value of 7.5 clusters/mm for minimum ionizing particles. Velocity
of the initial electron(s) is chosen according to the Maxwellian velocity distribution with the mean
starting energy of 1 eV. Induced signal is calculated using the weighting field of Ew/Vw = 1.48/mm.
The gas gap is 0.3 mm.

Our simulation results are compared with those obtained in an analytical model for time re-
sponse functions [13]. The model shows that, except for small thresholds (e.g. less than 1000
electrons), the RPC time response function can be written as

ρ(nth, t) =
1

2πi

∮
|z|=r

exp(nclF(z))−1
exp(ncl)− exp(nclF(1/k))

(1− k2)nthS
(1− kz)2 ·

· exp
(
−St−nth

(1− k)(1− z)
1− kz

exp(−St)
)

dz ,

(3.1)

where nth and ncl are the threshold given as number of electrons and the mean number of clusters
(in our simulation 2.25 = 7.5/mm ·0.3 mm gas gap), respectively; F(z) and S = (α−η)w are the
Z-transform of cluster size distribution with radius of convergence rF and the effective ionization
rate, respectively; α and η are the ionization coefficient and attachment coefficient, respectively;
and w is the flux drift velocity and k = η/α . The integration is made over a circle with radius
rF < r< 1/k. Using the expression (3.1), it can easily be shown that the shape of the time response
function does not depend on the threshold level. It is only shifted in time, and thus the timing
resolution does not depend on the threshold. This is a well know experimental observation [6].
One should note that this model does not include the space charge effects and the effects induced
by the gas gap boundaries, i.e. an infinite space is assumed. In addition, when comparison is made
with our timing distributions, the theoretical time response functions (3.1) are shifted in time so
that their mean threshold crossing time is equal to that of simulated data. Table 1 shows the S and k
parameters for different C2H2F4 cross section sets and electric field strengths calculated using our
Monte Carlo method described in section 2.2.

The analytical model presented above is based on the Legler’s basic theory of avalanche statis-
tics [34]. This theory is also used by some other analytical and numerical models [8]. According
to this theory the probability for an avalanche, initiated by one electron, to have n electrons after
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Figure 2. Avalanche size distribution at t = 290 ps. (Red) comparison with Legler’s model (3.2). Our cross
sections for C2H2F4 [25] are assumed. E/N = 439 Td.

path x is given by

P(n,x) =


k

n̄(x)−1
n̄(x)− k

, n = 0

n̄(x)
(

1− k
n̄(x)− k

)2( n̄(x)−1
n̄(x)− k

)n−1

, n> 0
(3.2)

where n̄(x) = exp((α −η)x) is the mean avalanche size at the position x. This distribution has a
characteristic exponential shape which has been experimentally confirmed for many gases at lower
electric field strengths. But at higher electric fields, a prominent deviation was noticed and could
be attributed to the approximation of constant ionization coefficient used by this model [35]. Also,
one should bear in mind that x is the position of avalanche center of mass and therefore α and η

should be regarded as “bulk” coefficients, i.e. calculated using the bulk drift velocity. However, if
the probability P(n,x) is considered as time dependent (3.1), then the distinction between flux and
bulk values is not necessary since in each case n̄ reduces to n̄(t) = exp(St) where S is the effective
ionization rate.

3.2 Single-electron avalanches

First we present the results of simulation for 20000 avalanches in an infinite space initiated by a
single electron. The results for the avalanche size distribution (figure 2) are useful for compari-
son with Legler’s theory of avalanche statistics which is often used in many RPC simulations and
modeling [8]. Results show a deviation from the predicted exponential dependence (3.2) mostly
prominent at small avalanche sizes. This deviation follows from an approximation of constant first
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Figure 3. Timing distribution for single electron avalanches. The threshold is set to 10000 electrons and our
cross sections for C2H2F4 [25] are assumed. E/N = 439 Td.

Townsend ionization coefficient, assumed by Legler’s basic model. In reality, however, the ion-
ization coefficient varies during avalanche development, especially in the initial stages where only
one or just a few electrons are present. Without going into further details, it should be mentioned
that there have been several attempts to describe and to deal with this issue in Legler’s theory [36].
Unfortunately, even after setting aside the question of their validity and justification, each of these
attempts makes the solution for the avalanche size distribution unobtainable in closed form. On the
other hand, microscopic Monte Carlo approach does not have to deal with these approximations
since the avalanche statistics arise naturally from the stochastic character of electron-molecule col-
lisions. This is the key difference between our model and the other RPC models based on theoretical
avalanche size distributions (mostly Legler or Polya type).

Figure 3 shows the timing distribution for a threshold of 10000 electrons. The expected theo-
retical distribution was calculated using the time response function for the case of single electron
avalanches [13]:

ρ(nth, t) =
nthS(1− k)

1− exp(−nth(1− k))
exp(−St−nth(1− k)exp(−St)) .

The slight disagreement with the theoretical distribution can be attributed to the same cause as the
disagreement between avalanche size distributions discussed in the previous paragraph. Since the
corresponding theoretical avalanche size distribution is “wider” (i.e. has larger standard deviation)
than the simulated one, we expected the same for the timing distribution, which is the case. A
test was also made with different energy distribution for the initial electron as in the late stage of
avalanche development (mean energy of 6.7 eV). The test showed that the higher initial electron en-
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Figure 4. Timing distribution for avalanches started by primary ionization generated using (a) 1/n2, (b)
HEED cluster size distribution. Infinite space. The threshold is set to 106 electrons and our cross sections
for C2H2F4 [25] are assumed. E/N = 439 Td.

ergy had practically no effect on the r.m.s. value of threshold crossing times (it was lower by 0.2 ps)
while the number of avalanches which reached the threshold was slightly higher (18350). The latter
was expected since the initial electron with higher energy had a lower probability for attachment.

3.3 Avalanches started by primary ionization

The case of avalanches started by primary ionization progressing in an infinite space was also
studied. The primary ionization was generated according to the model described in section 2.1.
Simulations with 10000 events were made for 1/n2 and HEED cluster size distributions. Fig-
ure 4 shows the timing distribution for a threshold of 106 electrons. The theoretical distributions
were calculated using the model (3.1). Slightly higher theoretical r.m.s. values have already been
discussed in the previous section. As of distribution shape, one can see that the left tail of the
distribution for the 1/n2 case is wider than in the case where HEED cluster size distribution was
used. This is expected since the left tail represents the fastest events which most often come from
high primary ionization, and the probability for large primary clusters is higher in the case of 1/n2

distribution (figure 1). The same reasoning applies for the difference between r.m.s. values for the
1/n2 and HEED case.

3.4 Full model with primary ionization and boundaries

We now consider the effects of boundaries with gas gap set to 0.3 mm. Avalanches initiated by pri-
mary ionization move towards the anode due to electric field. When an electron reaches the anode
it is removed from the simulation. Figure 5 shows the results for timing distribution with a thresh-
old of 106 electrons. Since the simulation also consists of 10000 events, comparing the number of
events which reached the threshold with the one from the previous case without boundaries, one
can see the “absorbing effect” of the anode. Also, a slightly higher r.m.s. value can be attributed to
the uncertainty of cluster positions, especially the ones closest to the anode which are the first to
be absorbed.

The same simulation was performed for a threshold of 2 fC of induced charge. This value
corresponds to about 106 electrons in the gas gap when the threshold is reached. One could expect
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HEED cluster size distribution. Gas gap 0.3 mm. The threshold is set to 2 fC and our cross sections for
C2H2F4 [25] are assumed. E/N = 439 Td.

somewhat different results when boundaries are present, because this time the threshold is given
by induced charge i.e. the integral of the induced current (which is proportional to the number of
electrons in the gas gap). However, the results for this case (figure 6) show that practically only the
number of events which reached the threshold is slightly higher than in the case when the threshold
is 106 electrons. A possible explanation lies in the cumulative character of the induced charge in
such way that the avalanches which are absorbed in the anode are not completely “lost” as if they
were not present at all. Instead, they contribute to the induced charge, and the other avalanches
which would otherwise be too small or too close to the anode to reach the threshold alone, can also
contribute so that eventually the threshold is reached.

Finally, we present the results for timing resolution (figure 7) and efficiency (figure 8) of the
RPC. The results were made for a range of electric field strengths, different C2H2F4 cross section
sets and primary cluster size distributions. For each set of parameters 10000 events were simulated
with the threshold set to 2 fC. The timing resolution is simply the r.m.s. of the threshold crossing
times while the efficiency is the fraction of events which have reached the threshold. Results are
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1/n2, (b) HEED cluster size distribution. Comparison with experimental values by Lopes et al. [37].

3 0 0 3 2 0 3 4 0 3 6 0 3 8 0 4 0 0 4 2 0 4 4 00

1 0

2 0

3 0

4 0

5 0

6 0

7 0

8 0
 L o p e s  e t  a l .  [ 3 3 ]

S I M U L A T I O N  R E S U L T S
1 / n 2  m o d e l
    o u r  s e t
    M A G B O L T Z  2 . 8 . 9  s e t
    M A G B O L T Z  2 . 7 . 1  s e t
H E E D  m o d e l
    o u r  s e t
    M A G B O L T Z  2 . 8 . 9  s e t
    M A G B O L T Z  2 . 7 . 1  s e t

 

 

Eff
icie

nc
y (

%)

E / N  ( T d )
Figure 8. Efficiencies for different C2H2F4 cross section sets and primary ionization models, (a) 1/n2, (b)
HEED cluster size distribution. Comparison with experimental values by Lopes et al. [37].

compared with measurements by Lopes et al. [37] which show a clear fluctuation of the timing
resolution, probably due to some kind of experimental uncertainty. Also, the measured timing res-
olutions and efficiencies both show a pronounced saturation effect at higher electric field strengths
which is not present in our results. The theoretical timing resolutions, calculated using (3.1), are in
good agreement with the simulated ones. The discrepancy between the results for different C2H2F4

cross sections sets is expected since the effective ionization rate is the dominant factor in both tim-
ing and efficiency [8]. Somewhat higher efficiency in the 1/n2 case is a consequence of larger mean
cluster size than in the case of HEED cluster size distribution. It should also be mentioned that the
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tests with different energy distributions for the initial electrons showed no effect on the timing, but
the efficiencies were higher by 1-2% in case when mean initial electron energy was set to 10 eV.

4 Summary and conclusions

A microscopic Monte Carlo approach, based on tracking of individual electrons and their colli-
sions with the gas molecules, was developed and used with the aim of obtaining the performance
characteristics of a timing RPC. The development of electron avalanches in infinite space was also
studied and the results for threshold crossing times showed good agreement with an analytical
model. Since the energy distribution of the initial electrons showed no effect on timing, the minor
differences can only be attributed to Legler’s basic theory of avalanche statistics, assumed in this
analytical model.

The realistic RPC simulations with implemented gas gap boundaries and primary ionization
models were performed with three different sets of cross sections for electron scattering in C2H2F4.
The inclusion of boundaries show no significant effect on timing, unlike the effect of different cross
section sets which is very prominent. Overall, the results for timing and efficiency show good
agreement with experimental values. Because of limited computing resources, a relatively low
value of signal threshold was chosen corresponding to about 106 electrons in the gas gap. Still, the
results can be considered valid as the theory and experiments show that the timing resolution does
not depend on the threshold level. The extension of the threshold to realistic levels where space
charge is present, without sacrifice in accuracy, is an ongoing work.
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electrons in gases: definition, interpretation and calculation, Nucl. Instrum. Meth. B 279 (2012) 84.
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RESISTIVE PLATE CHAMBERS 
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Due to their excellent timing resolution and good spatial resolution, Resistive 
Plate Chambers (RPCs) became one of the most commonly used gaseous particle 
detectors, mainly for timing and triggering purposes in high energy physics 
experiments. Despite of their simple construction, which often consists of a single 
gas gap between the electrodes of highly resistive material (e.g. glass or bakelite), 
their modeling is not an easy task. A complete model of these devices must 
consider three distinct physical processes: 1) primary ionization, i.e. interaction 
between the high energy particle and the gas, 2) charge transport and 
multiplication in the gas, and 3) signal generation and electrode relaxation effects. 
We focus on the first two processes and discuss their effects on the main 
performance characteristics of an RPC such as timing resolution and detection 
efficiency. Then, we review different approaches in RPC modeling. Finally, we 
present our “microscopic” RPC model where each electron and its collisions with 
the gas are followed using a Monte Carlo technique. This approach demands the 
use of high performance computing facilities and can be considered as a nearly 
exact model for relatively low values of signal threshold corresponding to about 
106 electrons in the gas gap. The results for timing resolution and efficiency of a 
specific timing RPC with 0.3 mm gas gap and a gas mixture of 85% C2H2F4 + 5% 
iso-C4H10 + 10% SF6 are compared with experimental values [1] while taking into 
account different cross section sets for electron scattering in C2H2F4. The 
comparison is also made with an analytical model [2] for timing distribution of 
electron avalanches and possible causes of slight deviations are discussed.  
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Abstract. We study the electron transport in gases used by Resistive Plate 
Chambers in ALICE, ATLAS and CMS experiments at CERN. Particularly, we 
identify and discuss the electron transport phenomena in these gases using the 
Boltzmann equation analysis and spatially resolved Monte Carlo calculations. The 
understanding of electron transport phenomena and its implications is necessary 
for correct implementation of transport data in modeling of these devices. 

1. INTRODUCTION 

Resistive Plate Chambers (RPCs) were introduced in 1980s as a practical 
alternative to spark counters with localized discharge [1,2]. Today, they are one of 
the most frequently used particle detectors in large high energy physics 
experiments owing to their outstanding timing resolution, good spatial resolution 
and low cost per unit volume while the electrodes of highly resistive material (e.g. 
glass or bakelite) make them resilient to destructive discharges [3]. They also 
found their way in other areas such as geophysics and medical imaging [4]. 

There were many approaches in modeling of RPCs. Being analytical, 
fluid or Monte Carlo based [5], they all require the knowledge of electron 
transport data in gases which are used as input parameters. Also, a matter of 
particular importance which had practically no attention in the particle detector 
community is the correct implementation of these data with respect to duality of 
transport coefficients. For example, in fluid modeling of these devices one must 
use the flux data but in models where electron avalanche is treated as a whole, 
bulk data must be used. In this work, we calculate the electron transport 
parameters and study the associated kinetic phenomena  in gas mixtures used by 
RPCs in ALICE, ATLAS and CMS experiments at CERN. 

2. THEORETICAL METHODS 

 Electron transport coefficients are calculated from the solution of the 
non-conservative Boltzmann equation (BE). Instead of the conventional two 
term approximation for solving the Boltzmann equation, we have used a 

27th SPIG Atomic Collision Processes 

114



contemporary multi term approach [6]. In addition to Boltzmann equation, a 
Monte Carlo technique is used to sample spatially resolved transport data; for 
more details the reader is refer to [7].  

3. RESULTS AND DISCUSSION 

 The results in this section are calculated for the following RPC gas 
mixtures of C2H2F4/iso-C4H10/SF6, used at CERN: (1) ALICE timing RPC, 
90/5/5; (2) ALICE triggering RPC, 89.7/10/0.3; (3) CMS triggering RPC, 
96.2/3.5/0.3; and (4) ATLAS triggering RPC, 94.7/5/0.3. We use the cross 
section set for C2H2F4 developed by our group [8], cross section for iso-C4H10

taken from MAGBOLTZ 2.7.1 code developed by S. Biagi [9], and cross 
sections for SF6 taken from Itoh et al. [10]. The reduced electric field E/N is 
given in Td (1 Td = 1×10−21 Vm2). 
 Figure 1 shows mean electron energies over a range of E/N values, for 
different RPC gas mixtures used at CERN. We may observe a very small change 
of mean energy up to about 30 Td where the rapid rise begins. The small change 
of electron energy is due to the rising collision frequency for vibrational 
excitations in C2H2F4. This effect can be named as inelastic cooling since the 
electrons loose considerable energy in inelastic collisions. At about 30 Td cross 
sections for vibration excitation begin to drop and electron energy starts to rise 
rapidly. In addition to inelastic cooling, for ALICE TOF mixture with higher SF6

concentration, one can also observe that in the same E/N range the mean energy 
is significantly higher than the thermal value of 0.038 eV. This is a typical 
example of attachment heating [11] which takes place since electrons with lower 
energies are consumed in thermal attachment by the SF6 molecules. 
 Calculations of drift velocities (Figure 2) reveal another interesting 
phenomenon: the bulk drift velocity in case of ALICE TOF mixture exhibits a 
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Figure 1. Variation of the mean energy with E/N for RPCs used in ALICE, CMS 
and ATLAS experiments at CERN. 

27th SPIG Atomic Collision Processes 

115



prominent negative differential conductivity (NDC) while this effect is not 
present in the flux component or in any other gas mixture. NDC is a kinetic 
phenomenon defined as a decrease of drift velocity with increasing electric field 
strength [12]. It arises from a certain combination of elastic and inelastic cross 
sections and is usually present in both flux and bulk components of drift velocity 
but it was argued whether it can be present only (or dominantly) in the bulk 
component when non-conservative collisions are present [13]. Here it is clear 
that the NDC is induced by electron attachment since it is not present in the flux 
component and the electron energies are well below the threshold for ionization. 
The occurrence of NDC can be understood in terms of spatially dependent 
(resolved) mean energy and attachment rate. It is well-known that the mean 
energy is not constant along the swarm because the electrons at the front of the 
swarm have higher energies than those at the back. This follows from the fact 
that electrons at the front gain more energy from the electric field as they are 
accelerated through a higher potential. As a consequence, the attachment rate 
coefficient is not uniform because the cross sections for attachment are energy 
dependent as well. In our case, the bulk drift velocity explicitly depends on the 
spatial profile of the attachment rate. Since the attachment rate is greater at the 
back of the swarm than at the front, the center of mass of the swarm shifts 
forward which results in an increase of bulk component of drift velocity over the 
flux component. This increase roughly depends on the spatial gradient (slope) of 
the attachment rate coefficient. Figure 3 shows the spatial profiles of attachment 
rate coefficients, for different E/N values, calculated using a Monte Carlo 
technique. One must bear in mind that calculations were performed for a 
stationary gas (T = 0 K) and thus the values are shifted with respect to those 
obtained from BE so that the onset of NDC (the peak in the bulk drift velocity) 
corresponds to E/N = 10 Td. Indeed, one can see that the slope is at its maximum 
for E/N = 10 Td. With increasing E/N the slope drops and so does the NDC.  
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Abstract. Electron transport coefficients for electron swarms in isobutane,

C2H2F4 and their mixtures are calculated using a Monte Carlo simulation

technique and a multi term solution of non-conservative Boltzmann equation.

Values of drift velocity and rate coefficients are reported here. Results can be

used as input parameters for simulation-aided design and optimization of

Resistive Plate Chambers.

1. INTRODUCTION

Introduced in 1980s, Resistive Plate Chambers (RPCs) [1,2] quickly

became a widely used gaseous particle detector in high energy physics

experiments mainly because of their simple construction, good rate capability,

and timing resolution. They can also have a benefit of high position resolution

which makes them a good alternative to scintillator and solid state detectors used

in medical imaging applications [3].

Since their introduction, several gas mixtures have been proposed and

tested with the goal of achieving optimum performance characteristics such as

efficiency and timing. Isobutane (iC4H10) and Freon 134a (C2H2F4) are the most

frequently used gases in RPCs. They have good quenching and streamer

suppression properties. The mixture of C2H2F4 and isobutane, with a small

addition of SF6, is usually used in RPCs at the CMS, LHCb and ALICE

experiments.

During last 15 years, several numerical simulations of RPC’s operation

have been performed [4-7]. They have been meant to give an insight into the

underlying physical phenomena (by comparison with experimental

measurements) and to be used as a tool for detector design and optimization.

Electron swarm properties including the drift velocity, diffusion tensor, and

ionization and attachment coefficients were input parameters in these

simulations.

In this work, as a first step in our ongoing investigation on RPCs we

present electron transport coefficients in isobutane, C2H2F4 and in their mixtures

as a function of reduced electric field strength E/N. Results are obtained using a
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Monte Carlo simulation technique and multi term Boltzmann equation analysis.

Our results are compared with experimental data when possible and with those

obtained by the MAGBOLTZ simulation program [8].

2. METHODS

In this work we apply Monte Carlo simulation technique and multi

term solution of non-conservative Boltzmann equation. Computer codes behind

of these methods are verified for a number of benchmarks [9,10]. In the present

Monte Carlo code we follow a large number of electrons (typically 10
4
-10

6
)

over small time steps. The electron swarm is assumed to develop in an infinite

gas under uniform fields. All calculations are performed for zero gas

temperature. It is assumed that all electron scattering is isotropic. After

relaxation to a steady-state, all transport properties are averaged over the time in

order to obtain better statistics. The reader is referred to a recent review [10] for

a detailed discussion of the multi term Boltzmann equation solution technique.

For comparison, electron transport coefficients are calculated by the

MAGBOLTZ [8], a Monte Carlo simulation tool which is well known in

gaseous particle detector community. MAGBOLTZ uses its own cross section

database which is imbedded in the code. For calculations made by our codes,

we have employed MAGBOLTZ’s set of cross sections for isobutane as no

other cross section sets for isobutane exist [11]. For C2H2F4, however, we have

used a cross section set recently developed by our group [12].

3. RESULTS AND DISCUSSION

In this work we consider the electric field strength range:1-1000 Td (1

Td = 10
-21

Vm
2
). Typical RPC operating field strengths are between 200 and

500 Td. The gas number density is 3.54×10
22

m
-3

which corresponds to the

pressure of 1 Torr at 273 K. Here, we present only those results which could be

directly compared to experimental data obtained in a narrow E/N range, usually

using RPC-like configuration for measurement.

Figure 1 (left) shows our Monte Carlo results for the ionization

coefficient in isobutane. Our results are compared with the MAGBOLTZ

calculations and experimental data. We see that our results mostly agree with

those from MAGBOLTZ except for higher and/or lower electric fields.

Experimental data from Nakhostin et al. [13] for higher electric fields fit quite

well with our calculations while those from Lima et al. [14] for lower electric

fields are closer to MAGBOLTZ’s predictions.
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In Figure 1 (right) we show the variation of the drift velocity with E/N

in isobutane. Our results are compared with those obtained by the MAGBOLTZ

and with the experimental data taken from Fonte et al. [11]. For E/N between 1

and 225 Td, calculations performed by our Monte Carlo code show no

differences between the flux and bulk drift velocity components. Our results

agree quite well with those obtained from MAGBOLTZ, except between 150

and 200 Td. On the other hand, the experimental data for higher field strengths

do not fit well to numerical calculations. Reported systematic errors in this

range are about 10% which questions the quality of the experimental technique.

In Figure 2 we display the drift velocity in C2H2F4-isobutane mixture

(90-10%) as a function of E/N. Calculations are performed by a multi term

theory for solving Boltzmann's equation and compared with those obtained by

the MAGBOLTZ and with measurements by Colucci et al. [15]. It is evident

that our results strongly disagree with those from MAGBOLTZ. This can be
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attributed to different cross sections used for C2H2F4. We see that the

measurements do not fit well to either our or MAGBOLTZ results.

From this work we see that discrepancies between the measured swarm

parameters and those calculated using the independently assessed cross section

sets may be due to several causes: (1) uncertainties in the cross sections; (2)

uncertainties in the measured swarm parameters; and (3) due to the effects of

collisions between electrons and excited molecules. Much remains to be done in

order to improve the existing sets of cross sections for gases of interest for

RPCs.
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Electron transport phenomena in gases for RPCs
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The progress and further improvements of Resistive Plate Chambers (RPCs) require the most accurate
modeling of electron transport processes in the gas mixtures of C2H2F4, i-C4H10, SF6 and rare gases. In this
work we first focus on the availability of data for electron collisional processes in relevant gases with
particular emphasis on C2H2F4. We present recently developed set of cross sections for electron scattering in
C2H2F4 and then from the solution of non-conservative Boltzmann equation we investigate electron transport
in mixtures of C2H2F4, i-C4H10, and SF6 under swarm conditions required for fluid modeling of RPC
detectors in streamer mode. Calculations are performed over a range of E/N values and C2H2F4
concentrations relevant to both timing and triggering modes of RPCs operation. Values and general trends of
mean energy, drift velocity and diffusion tensor as well as rate coefficients for different collisional processes
including the ionization and electron attachment are presented in this work.
We then discuss, in particular, (1) the explicit modification of transport coefficients by non-conservative
collisional processes of attachment and ionization; (2) the accuracy of the two term approximation for solving
Boltzmann’s equation; (3) the correct implementation of transport data in modeling of RPCs; and (4) the
differences between the steady-state Townsend and hydrodynamic transport properties. In addition, using a
Monte Carlo simulation technique we investigate the spatiotemporal development of electron avalanches
under the conditions typically found in RPCs to facilitate understanding of the non-local electron kinetics in
these detectors.
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We present a model for time response of Resistive Plate Chambers (RPCs) based on a 3D microscopic
approach. Individual electrons and their collisions with the background gas are followed in a typical Monte
Carlo fashion. Because of limited computing resources, a relatively low value of signal threshold is chosen
which corresponds to about one million electrons. This is still beyond space-charge effects. Timing resolution
and efficiency are calculated for a specific timing RPC: 0.3 mm gas gap and a gas mixture of 85% C2H2F4 + 5%
i-C4H10 + 10% SF6. Results are obtained for a range of electric field strengths, different primary ionization
models and different sets of cross sections for electron scattering in C2H2F4. Contrary to an analytical model,
it is shown that the timing resolution does not depend solely on the effective ionization rate but rather on the
cross section set as a whole. Comparison is also made with experimental values from Lopes et al. (2012) and
good agreement is found.
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Abstract. Collisions of electrons, atoms, molecules, photons and ions are the basic processes 
in plasmas and ionized gases in general.  This is especially valid for low temperature 
collisional plasmas. Kinetic phenomena in transport are very sensitivitive to the shape of the 
cross sections and may at the same time affect the macroscopic applications.  We will show 
how transport theory or simulation codes, phenomenology, kinetic phenomena and transport 
data may be used to improve our knowledge of the cross sections, our understanding of the 
plasma models, application of the swarm physics in ionized gases and similar applications to 
model and improve gas filled traps of positrons.  Swarm techniques could also be a starting 
point in applying atomic and molecular data in models of electron or positron therapy/ 
diagnostics in radiation related medicine..   

1.  Introduction 
In this paper we present a survey of some of the recent results of the physics of swarms of 
charged particles (we will confine our interest to electrons and positrons).  Our first and 
necessary point is to illustrate some of the recent results obtained by the group(s) at the 
Institute of Physics in Belgrade (together with our collaborators). We also wish to illustrate 
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Science and Technology of Serbia (OI171037 and III41011) and Serbian Academy of Arts and Sciences (SANU 
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participation at the conference or preparation of the manuscript. 
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how swarm physics connects on one side to atomic and molecular collisions (and thus to 
overall atomic and molecular physics) and on the other to non-equilibrium plasmas and their 
numerous applications. As the topic of swarms has not been addressed frequently at ICPEAC 
(although one of its satellites, Electron-molecule Collisions and Swarms, covers the topic very 
well) this presentation will necessarily be rather broad but not very detailed.  

Collisions of electrons, atoms, molecules, photons and ions are the elementary processes 
occurring in plasmas.  It may be argued that the level of individual collisions is the most 
fundamental level of phenomenology required to describe non-equilibrium collisional plasmas.  
That is so for two principal reasons: the first being that the duration of the collisions is many 
orders of magnitude shorter than the mean free time between the collisions. Thus we may bury 
all the quantum mechanics into the cross sections and basic properties of the energy levels and 
molecules.  As a result, we may even use classical trajectories for charged particles and thus 
the Monte Carlo technique has had so much success.  The second reason is related to the first 
and it is that the De Broglie’s wavelength of particles is usually small compared to the mean 
volume per particle in the gas, at least until we reach very high densities (e.g. as in liquids).  
Thus electrons collide with only one target per collision. 

A reductionist view of the science which dominated in the past declared that the more basic 
the phenomena were, the more fundamental they were.  In that view of the world, the field 
theory and mathematics on their own may explain the psychological states of humans!  A more 
realistic view which, luckily, prevails today is that there are layers of phenomenology, each 
with its own rules and foundations and each providing its accomplishments that are not 
trivially predicted at the more basic levels.  In this way we may construct a path between 
atomic and molecular physics and the numerous modern applications of low temperature 
plasmas.  As previously mentioned, there is no need to go deeper than the physics of 
collisional processes (including a range of collisions with surfaces). The next stage is the 
physics of swarms where collisions join the statistical physics and kinetic theory in addition to 
the surface processes. More detailed presentations of this realm of physics have been given in 
earlier texts [1,2], while more recent reviews have been given in references [3-5]. It is possible 
to say that little in the papers presenting the cross section data prepares us for the complex 
kinetic phenomena that evolve in the swarm physics, such as negative differential conductivity 
or negative absolute mobility [6,7].   

The next layer of phenomenology is that of low temperature or more accurately non-
equilibrium plasmas (NEP).  It brings in space charge and other plasma effects, chemistry and 
many more different inputs. Swarm physics, represented by its kinetic phenomena, together 
with atomic collision data are the building blocks of the NEPs but little prepares us for the 
phenomena such as the spewing of the plasma bullet (ionization front) from the glass tube 
where an atmospheric pressure plasma jet (APPJ) is formed [8,9]. This device often produces a 
plasma bullet (ionization front) that actually moves faster, and is bigger and brighter, in the 
supposedly hostile world of atmospheric gases once it leaves the region of high field between 
the electrodes wrapped around the tube where more favourable gases for its formation 
dominate.  But even at this level one cannot really envisage why and how such plasmas may 
induce, for example, preferential differentiation of human (periodontal ligament mesenchymal) 
stem cells into one out of four possible types of the cells [10]. 

Finally, one should welcome another change in the attitude that happened recently.  It has 
been slightly over 100 years since the discovery of electron.  Its discoverer J.J. Thompson 
toasted at Christmas receptions: ˝To the electron and may nobody find its application.˝.  
Needless to say, the previous century being labeled as the century of the electron means that 
some applications were eventually found.  The attitude that applied is not fundamental has, 
however, changed.  Luckily non-equilibrium plasmas offer one of the quickest and most 
abundant fronts of development of new applications and each application brings in 
requirements for new phenomena to be included.  For example, attempting to apply NEPs to 
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medicine requires an understanding of a large part of the relevant medical knowledge.  
Following publication of a major review by David Graves, of the mechanisms coupling 
reactive species from the plasmas with biological triggers [11], there is now no room for 
plasma and atomic physicists to claim that medical processes need not be understood from 
their viewpoint, they simply have to learn them (Latin terms and all).  Nevertheless one could 
claim that at the deepest relevant level leading to such applications, one may find atomic and 
molecular collisions however remote from the final outcome those may be [10]. 

2.  Electron swarms in gases, cross section data sets and kinetic phenomena 
Swarms may be simply defined as ensembles of particles (in this case electrons and positrons) moving 
in the background gas under the influence of external fields (if charged), limited by the walls of the 
vessel. These particles do not suffer effects of any significance due to interactions between themselves 
(Coulomb force, shielding of the external field) and also have negligible chances of colliding with the 
remnants of previous collisions. In other words, they move in the external fields affected mainly by the 
collisions with the pristine background gas. 

Swarms bring transport theory and other aspects of statistical physics to the table, and often effects 
of surfaces may be needed albeit only in specific situations (e.g. a Steady State Townsend 
experiment).  The transport may be well represented by a single particle distribution function, so the 
standard Boltzmann equation (BE) is appropriate.  However, due to 7 degrees of freedom, a complex 
theoretical treatment is required for solving the BE.  Due to the complexity of the cross sections (the 
dependence on the energy that can only be tabulated) and hence collision operator, the final result has 
to be obtained numerically. The resulting energy distribution function is however not something that 
can be measured, and the swarm physics focuses on averaged properties such as transport coefficients 
(drift velocity, diffusion tensor, ionization coefficients) or rates for specific processes (excitation or 
chemical). 

Initially swarm physics was developed when techniques of electrochemistry were applied to study 
properties of charged particles in gases, especially when their elementary nature became obvious.  
However, they quickly proved to be a very good source of data for cross sections for the dominant 
processes especially after numerical solutions to the BE became available.  The advantage of the 
technique was originally significant, as it provided good absolute calibration, and results for He were 
only matched by theory and beam techniques some ten to twenty years later [1].  Most importantly, if 
a full set of swarm facilities is used the resulting cross section set provides good number, momentum 
and energy balances for the charged particles in the gas and is thus directly applicable in the modeling 

of plasmas.   
Recent swarm derived cross 

section sets cover many gases so we 
shall give only one example, for the 
1,1,1,2-tetrafluoroethane (C2H2F4) 
molecule [12]. Transport coefficients 
measured by a Pulsed Townsend 
technique were converted to cross 
sections, based on an initial set that 
was available in the literature due to 
S. Biagi.  Results are shown in Figure 
1. 

A disadvantage of the swarm 
technique is that it is indirect i.e. it 
involves guessing of the cross section 
set and then comparing the calculated 
transport coefficients to the 
experimental data until agreement is 
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reached. In addition its resolution is poor, especially at higher energies, and the results potentially 
suffer from non-uniqueness. 

Reliable results are usually obtained from drift velocities and characteristic energies (diffusion 
coefficient divided by mobility) for energies up to 1 – 2 eV, while typical electron energies in relevant 
plasmas are higher.  If the ionization coefficient is used in the analysis one may extend the energy 
range of the set.  Assuming that the measured ionization cross sections are very accurate we can fit the 
ionization rate by adjusting the middle range electronic excitation cross sections or dissociation to the 
ground state (which are often incomplete). 

The accuracy of the resulting cross sections depends very much on the accuracy of the transport 
theory (or the corresponding Monte Carlo simulation (MCS).  Numerous tests need to be made to 
check the codes against specially designed benchmarks, for various aspects of the transport or 
properties of the processes [13]. On the other hand one needs to reopen, in a systematic fashion, the 
issue of anisotropic scattering.  At low energies, due to the randomizing effect of frequent collisions,  
isotropic scattering is a good approximation provided that the momentum transfer cross section was 
obtained with that approximation. It has been shown, however, that for mean energies in excess of 20 
eV or even for smaller energies when inelastic processes are very strong, one needs to include 
differential cross sections i.e. a full anisotropic model. 

A plethora of atomic and molecular processes acting at the same time, that use up the energy 
gained from the field, leads to the formation of the shape of the electron energy distribution function 
(EEDF), and furthermore, but less obviously to the dependencies of the averaged properties, i.e. the 
transport and rate coefficients.  Those processes finally lead to the functionality of low temperature 
plasmas and their many applications.  From the viewpoint of fundamental physics the most interesting 
aspect of the swarm physics are the so-called kinetic phenomena [3,5].  Those represent an often 
counter intuitive behaviour of the collective properties, that cannot be predicted from the individual 
trajectories or from the shape of the cross sections (at least not without some experience).  Those may 
be loosely classified according to the primary source of their existence (although the cross section 
magnitudes, shapes and properties are generally relevant) :   

� Dependence on the rates of momentum transfer and inelastic processes: anisotropic 
diffusion; diffusion heating/cooling; enhanced mobility; negative differential conductivity 
(NDC); spatial separation of fast and slow particles-i.e the energy gradient, ...  

� Non conservative transport: attachment heating/cooling; negative absolute mobility; 
difference between flux and bulk transport coefficients; positron NDC for bulk drift; skewed 
Gaussians, … 

� Magnetic field induced: magnetic field cooling; ExB drift; ExB anisotropy of diffusion,... 
� NDC for positrons in liquids 
� Time dependent fields: anomalous diffusion; limited relaxation; phase delays at high 

frequencies; time resolved NDC; transient negative diffusivity, heating of electrons due to 
cyclotron-resonance effects,,.. 

� Non-hydrodynamic: Frank Hertz oscillations and Holst Oosterhuis structures; runaway ions; 
runaway electrons; thermalization/equilibration (non-local transport); increasing mean 
energies close to the boundaries; back-diffusion. 

The fundamental reasons for these effects lie in the interplay between the times or spatial scales 
required for relaxation of number, momentum and energy, and in the interplay between the source of 
energy and momentum (i.e. the external field) and the processes that dissipate those properties. One 
example of kinetic phenomena is particularly important for the world of Atomic and Molecular 
physics.  Absolute negative mobility has been predicted by several authors. The phenomenological 
explanation requires a group of electrons to be released with energy of 2 eV in a mixture of argon with 
0.5% of F2 (or any other gas with a large thermal attachment). The majority of the electrons would be 
accelerated by the field and would have an increasing chance to collide. If scattering is isotropic then 
50% of the electrons will scatter backwards and join the smaller group of electrons that move against 
the field. Although those lose energy, the decreasing cross section will reduce their chances of 
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redirection until they thermalize in the region of the Ramsauer Townsend (RT) minimum. There, the 
electric field would again accelerate the majority of the electrons in the expected direction.  Thus, for a 
while, electrons would on average move against the field and current – mobility would be negative.  If 
one adds small amount of F2 the thermal attachment will eat up the thermalized electrons not allowing 
them to accelerate and the current would be negative perpetually [14,15]. Of course it has been shown 
that this does not mean that we have a source of free energy although entropy is in principle reduced.  
However we pay the price by producing a lot of negative ions which contribute to an even greater 
growth of entropy [16].  The importance of this example is that it provides a situation where atomic 
processes may be used to tailor the distribution function, and in essence act as Maxwell’s demon (in 
this case the thermal attachment). It is also not a man made device. Requirement to maintain the 
second law of thermodynamics requires us to separate at least two kinds of transport coefficients. For 
drift velocities we may have an average over all electrons in all of the space (the flux drift velocity), 
while we may also follow the center of the mass of electrons and determine its velocity (the bulk drift 
velocity).  The distinction between these two is due to the changing number of particles (non-
conservative processes; attachment, postronium (Ps) formation for positrons or ionization for 
electrons) and the difference may be associated with the vailidity of the second law of 
thermodynamics [16]. 

We shall also show one example of the 
related phenomenon of negative differential 
conductivity (NDC), where drift velocity is 
reduced as the field increases and the mean 
energy increases due to the reduced control of 
the energy by inelastic process and increased 
randomization of directions in momentum 
transfer collisions. This example also shows 
how the structure in the drift velocity may be 
used to improve the uniqueness of the cross 
sections, as the calculations with another, 
similar, set does not show the experimentally 
observed NDC [12]. 

Kinetic phenomena, being shaped by the 
cross sections, provide an opportunity to 
strengthen the ability to normalize the cross 
section sets and also to modify and even 
define some of the applications or plasma 
properties. Thus those effects should be 

recognized and their implications understood when one wants to model collisional NEP. 

3.  Direct application of swarm data and models in the physics of ionized gases 
In some cases when space charge is not excessive, swarms may be used as a direct representation of 
the ionized gas (often under those conditions, however, all conditions are not met to call such systems 
a plasma).  The first example is the physics of Townsend discharges.  The fact that swarm models are 
exact for such circumstances (in the limit of vanishingly small currents), makes them perfect to 
determine atomic and molecular processes in gas phase [17] and on surfaces and to study gas 
breakdown as well sometimes even revealing new phenomena in experimental observations [18]. 
Further direct application of swarm data and theory is in attempts to optimize gaseous dielectrics. In 
principle, two directions of research are dominant. The first is replacing SF6 by more ecologically 
acceptable gases and the second is to produce mixtures of such gases that would allow their operation 
without the need for expensive high pressure vessels.   

Another direction of research where swarm models and data are used abundantly (albeit that field 
has almost severed its connections with the swarm community) is that of the gas filled particle 
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Figure 2. Fit of the experimental drift velocities 
(open circles) in C2H2F4 with cross sections from 
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detectors, including the nowadays most popular Resistive Plate Chambers (RPC)[19].  Using the 
Monte Carlo code developed to study swarms and obtain cross sections, and the newly established 
cross section set, we were able to calculate the time response of such devices [20] that agrees well 
with experiments. These results may nowbe used to optimize gas mixtures, operating conditions, 
chemistry and control the degree of ionization to speed up the counting rate. Other types of gas filled 
detectors may be modeled in a similar fashion. 

The most important aspect in application of swarm physics, is in so called low temperature plasmas 
(we prefer to call them non equilibrium plasmas-NEP). We could spend much space on this issue, but 
it is only covered here as a brief introduction with more being found in reference [21]. The kinetic 
theory and the transport data all enter fluid models and together with the solution for the field 
distribution are the foundation of the theory.  The hybrid models use the same data together with the 
cross section sets that have to be complete and thus be tested by the swarm technique, as do the 
kinetic codes. As one example we can describe capacitively coupled RF plasmas, which have sheaths 
close to the electrodes and with high fields that increase on one side and decrease on the other.  During 
the reduction of the field electrons diffuse into that region and get accelerated into the plasma when 
the field starts increasing again.  The diffusion flux of electrons is defined by the longitudinal 
diffusion coefficient, the one that shows anomalous behavior due to inability of the electron energy to 
respond the changes in the fields. This inability follows from the finite relaxation time of the electron 
energy which is strongly affected by the shape of the elastic cross section. On the other hand, for 
inductively coupled RF plasmas the ExB drift opens new channels to feed energy into the plasma [3]. 
Most models however assume constant (in space and time) transport coefficients, and neglect 
additional components of drift velocity and diffusion when magnetic fields are present.  Nevertheless 
it has been difficult to impress upon the plasma modeling community that their models, when applied 
to simple low space charge limit benchmark situations, should be able to replicate the swarm 
benchmarks.  Completing this exercise, however, would open many issues on the available cross 
sections and would forge a stronger link between atomic and molecular collision physics and the 
plasma modeling community. At the same time it would make binary collision experts aware of the 
data needs for the numerous plasma applications, 

Another issue is that of the pertinent theory.  As mentioned above, most frequently spatial and 
temporal uniformity are assumed in modeling. This is seriously wrong in cases of sharp gradients, in 
the profiles of plasma properties when hydrodynamic expansion of the theory is not an option (and is 
still being used in almost all cases).  One such example is that of the streamers. Streamers are the basis 
for most high pressure discharges and recently a theory has been developed that includes proper 
treatment of transport across strong gradients in various streamer properties. Although the space 
charge made the final profile very robust, the improved theory produced results that had a significant 
change in the speed of propagation [22]. Streamers are an essential component of a number of 
atmospheric plasmas including lightning, sprite discharges in the upper atmosphere and atmospheric 
pressure plasma jets, which are being championed for novel medical procedures while having some 
intriguing physics on their own [8].  Other atmospheric discharges like aurora are often modeled [23] 
by using measured distribution functions from the atmosphere, in a procedure that resembles swarm 
models.  It seems possible that a similar analysis should be made with distribution functions calculated 
having in mind all the available data and conditions at high altitudes.  

4.  Positrons in gases: swarms and (swarms in) traps 
The absence of swarm experiments for positrons, with two exceptions [24], made us adopt a strategy 
that we do not advise for electrons.  That is to collect the available cross sections, which are now 
generally available for several of the most important gases [25-27], and calculate the transport 
coefficients hoping to identify new kinetic phenomena that would justify building new swarm 
experiments.  It was found that for gases with a strong positronium formation cross section, skewing 
of the positron swarm occurs due to preferential loss at the front of the group leading to a major 
reduction (NDC) for the bulk drift velocity. One such example is water vapour [28], which is critically 
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important for applications of positrons in medicine. Assuming that a set of cross sections is 
sufficiently complete, we may proceed to model tracks of positrons in water vapour allowing also for 
assessment of nanodosimetry [29]. 

One should be aware that some of the critical devices in positron physics contain gas to reduce the 
energy of positrons, below the threshold for Ps formation, and then to further cool them so that the 
outgoing beams might have a very narrow energy spread. the Penning-Malmberg-Surko trap is usually 
separated to three stages, with pressures ranging from 10-3 Torr to 10-5 Torr, with pure N2 at the front 
and mixture of N2 and CF4 in the last stage [30,31]. We have been able to apply the code originally 
developed for electron swarms (and tested against all known benchmarks) to model the Surko trap 
[32].  In figure 3 one can see the development of the distribution function from a single beam, through 
to multiple beams (due to inelastic collisions with electronic excitations), and to gradual development 
of the low energy distribution which becomes dominant and eventually decays to the Maxwell 
Boltzmann distribution at room temperature [33]. This is fully analogous to the equilibration of 
electron swarms with initial beam, followed by Frank Hertz like effects during the first collisions and 
subsequent development of a broad energy distribution function demonstrating also that interpretation 
of the experiment using swarm phenomenology is appropriate (including of course a good set of cross 
sections).  Having this tool it became possible to determine other aspects of trap operation: losses, 
optimum choice of potential drops and geometry. It led to some new proposals such as the idea of S. 
Marjanović for the inversion of the gases, whereby CF4 would be used at the trap front and with the 
mixture still at the last stage, with lower potential drops that would help avoid Ps formation and allow 
efficiencies of up to 90%. 

A large number of elastic 
collisions, which happen during 
thermalization, leads to an 
expansion of the positron swarm 
in the trap. For many applications, 
however, increased density is 
required and thus additional 
narrowing in the final stage may 
be required.  For this purpose a 
rotating wall stage has been 
developed that may operate in 
two regimes: single particle 
[34,35] and plasma regimes.  A 
theory of the former has been 
provided in reference [36] where 
viscosity was added to a simple 
transport equation allowing the 
experiments to be fitted.  In our 

approach a swarm based Monte Carlo codes has been used with realistic sets for the cross sections 
[37].  The role of each of the processes has been elucidated, and it is possible to characterise all the 
salient features of the rotating wall trap.  As the system develops with an entire ensemble, it appears 
that the term single particle rotating wall should be replaced by the swarm regime of the rotating wall.  

5.  Conclusion 
The realm of the physics of ionized gases controlled by collisions without a significant effect of the 
Coulomb interaction between charged constituents, is known as swarm physics.  It is in this area that 
the kinetic phenomena are observed most directly. The tools of swarm physics allow us to cross the 
path from the elementary microscopic collisional processes all the way to the macroscopic properties 
of swarms, plasmas and other forms of charged particle ensembles and their applications.  It appears 
that for gas filled systems the phenomenology, tools and data of swarm physics provide the best way 

 
Figure 3. Temporal development of the energy distribution 
function in a positron trap [33]. 
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to understand and even optimize the devices and their applications, while crossing the gap between 
microscopic cross sections and the large scale practical devices. 
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Abstract. We present a new microscopic approach in modeling of Resistive Plate Chambers (RPCs) which is 
based on the Monte Carlo method. RPCs are used in many high energy physics experiments for timing and 
triggering purposes [1]. Due to their excellent timing properties they are also considered for use in next 
generation medical imaging devices. These detectors consist of one or several gas gaps between electrodes of 
high resistivity. Electrodes of highly resistive material, such as glass or bakelite, are used for suppression of 
spark formation. RPCs can be operated in avalanche or streamer mode with timing resolution down to 50 ps and 
efficiencies of up to 95% for single-gap configuration.  
 In our microscopic model, individual electrons are traced in a typical Monte Carlo fashion. Cross 
sections sets for electron collisional processes in C2H2F4, iso-C4H10 and SF6 (typically used in the RPC gas 
mixtures) were assembled from available sources. In addition, a new cross sections set for C2H2F4 was recently 
developed by our group [2]. Electron transport coefficients, required for comparison with macroscopic 
probabilistic models of these detectors, were obtained from solution of the non-conservative Boltzmann 
equation [3]. Results showed remarkable similarity of ionization rate calculated using our cross section for 
C2H2F4 with that calculated by using cross sections from MAGBOLTZ 8.9 [4].  
 Beside electron avalanche model, implementation of primary ionization and geometrical constraints 
was also required. The primary ionization, made by a high-energy particle travelling through the detector, was 
included using a well known probability model with the available data for mean distance between electron 
clusters and cluster size distribution, assuming minimum ionizing particles. Finally, we present our results for 
timing resolution and efficiency which were calculated  for a specific timing RPC geometry (0.3 mm gas gap, 
one glass and one metallic electrode) with different cross section sets and primary ionization models. Contrary 
to a probabilistic model [5], results show that effective ionization rate is not the sole factor which determines the 
timing resolution and that the cross section set as a whole is also a determining factor for RPC parameters.  
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