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The LinkSCEEM-2 Project
What it does...and what it can do for you

13 July 2011 | Alan O‘Cais
a.ocais@fz-juelich.de

Useful websites
Training: http://linksceem.eu/ATutor
Allocations: https://ssl.linklings.net/applications/linksceem/

Presenter
Presentation Notes
The project from a Users perspective

http://linksceem.eu/ATutor
https://ssl.linklings.net/applications/linksceem/
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Who is involved in LinkSCEEM?

Presenter
Presentation Notes
Regional partnersInternational expertise and guidance
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 To facilitate the collaboration, coordination and improvement 
the HPC infrastructure of the Eastern Mediterranean

 To promote HPC as a scientific research tool and cultivate an 
HPC scientific community in the Eastern Mediterranean

 To assist in the generation of research of the highest calibre 
so that this effort can be sustainable

 To provide the technical and educational support necessary to 
achieve these goals

13. Juli 2011 3

The goals of LinkSCEEM-2 are fourfold:

LinkSCEEM-2 Summer Training

Presenter
Presentation Notes
Many specific (short term) goals within the project but this is the longer term perspective
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Networking/Coordination

• Networking
• Access to resources
• Training
• Dissemination & 

Outreach

Services

• User support
• Connectivity
• Integration of 

resources

Research

• Cross disciplinary 
research

• Climate research
• Cultural Heritage 

research
• Synchrotron 

Radiation research

13. Juli 2011 4

How is this achieved?

LinkSCEEM-2 Summer Training

Presenter
Presentation Notes
3 categorisations of the work packagesNetworking is events that connect the project to users and the publicService is internal structures and activities for the User communities
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Management & Coordination

LinkSCEEM-2 Summer Training

Presenter
Presentation Notes
These activities are carried  out in concertNo work duplicationScheduling of activities for maximum impact and benefit
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Management & Coordination

LinkSCEEM-2 Summer Training

Presenter
Presentation Notes
The categories are heavily interdependentMust communicate developments both within categories and between categoriesMust be guaranteed by management processes
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Management & Coordination

LinkSCEEM-2 Summer Training

Presenter
Presentation Notes
“Hidden” activities that form essential components of the project Impact not explicitly visible by UsersNetwork improvement to JordanOrganisation of eventsTools and software to integrate the different HPC sites
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Management & Coordination

LinkSCEEM-2 Summer Training

Presenter
Presentation Notes
Explicit activities that are move obvious to user communitiesFocus of this presentation is on theseSeparate presentation for User Support so will not go into detail hereResearch is the ultimate goal...this is where the User communities need to contribute!
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What Resources are available?

CyI

Prototype:
•Total peak 
performance ~1 TFlop/s
•Total memory .192 
TBytes
•QDR Infiniband 
network for MPI
•Lustre filesystems
•16 GPUs
Cy-Tera:
•40+ Tflop
•Fermi GPU
•12 Core Nehalem

BA

•130 8-core nodes
•Total peak 
performance 11.8 
TFlops
•Total memory 1.05 
TBytes (132 * 8GB)
•DDR Infiniband @ 10 
GBbps network 
•Lustre filesystems
•Storage: 36 TByte

NARSS

Blue Gene/L:
•1024 dual processor 
compute nodes
•Total peak 
performance per rack –
5.73 TFlops
•Total memory .5 TBytes 
(1024 * .5GB)
•3D toroidal network 
for peer-to-peer 
communication

Presenter
Presentation Notes
Significant resources within the projectNew hardware and upgrades during the project lifetimeDiversity of environments (technical details not so easy!)
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Management of Access to Resources

13. Juli 2011 LinkSCEEM-2 Summer Training 10

• Create a peer review process for coordinating access to 
HPC, visualization and storage resources

• Form a Resource Allocation Committee to implement and 
oversee the process

Reject
No

Call for Proposals

Proposal Submission

Time Allocated

Decision 
Allocation

YesScientific 
Assessment

Applicant’s Right 
to Reply

Prioritisation 
by RAC

Technical  Assessment 

Evaluation:  
1. strongly accepted
2. accept
3. does not match the

technical requirements   
4. moved to other site Yes

Feedback
to the applicants

System at CaSToRC

System at BA

System at NARSS

Production Access:

Presenter
Presentation Notes
Limited resource (30% of capacity at each site)Needs to be shared sensibly and used efficiently Aim is to enable good science
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Management of Access to Resources
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• Create a peer review process for coordinating access to 
HPC, visualization and storage resources

• Form a Resource Allocation Committee to implement and 
oversee the process

Reject

No

Call for Proposals

Proposal Submission

Time AllocatedDecision 
Allocation

Technical  Assessment 

Evaluation:  
1. strongly accepted
2. accept
3. does not match the

technical requirements   
4. moved to other site

Yes

Feedback
to the applicants

System at CaSToRC

System at BA

System at NARSS

Preparatory Access:

Presenter
Presentation Notes
Limited resource (30% of capacity at each site)Needs to be shared sensibly and used efficiently Aim is to enable good science
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Applying for 
Resources
•Online system
•Year round preparatory 
access call – access to 
systems as soon as 
technical evaluation is 
complete
•Production access calls 
twice a year – access 
after decision of RAC (2 
months)

Presenter
Presentation Notes
Types of callsGoal is to encourage applicationsProject is young, resources are plentiful (at the moment) Apply, apply, apply!
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Preparatory Access

Presenter
Presentation Notes
3 different preparatory access typesC is where the project can offer some help
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Preparatory Access

Presenter
Presentation Notes
3 different preparatory access typesC is where the project can offer some help
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Preparatory Access
- Scientific information

Presenter
Presentation Notes
Some basic scientific  backgroundWhat do you doWhat are you interested in Why do you think HPC can helpIf we know more about you we can help more, there is a LOT of expertise available within the project
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Software information

Presenter
Presentation Notes
Details if you have themSoftware installationAgain, if we know more, we can help more
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HPC Training

• Tasks
• Develop a tiered HPC training program to support new and existing users
• Leverage material and skill developed at NCSA and JSC
• Develop online training portal

• Impact
• Prepare the regional scientific communities for using the LinkSCEEM e-

infrastructure 
• Enable implementation of high-calibre research  activities

Fundamental Skills

Climate 
research

Cultural 
Heritage 
research

Synchrotron 
Radiation 
research

Advanced Skills
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Training Program
• Four 1-day user meetings 
• One 3-day basic user meeting 
• One 3-day advanced cross-sectional workshop 
• Three 3-day thematic workshops (one in each thematic area)

o Climate Research
o Digital Cultural Heritage
o Synchrotron Radiation  

BASIC ADVANCED
 Basic system interaction
• Introduction to MPI
• Introduction to OpenMP
• Introduction to GPU programming
• Introduction to data management
• Introduction to Performance Analysis
• Optimisation and libraries
• Debugging
• Introduction to Visualisation
• Application specific introductions

• Intermediate MPI
• Hybrid programming
• Intermediate GPU programming
• Parallel I/O
• Performance analysis
• Porting workshop
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Online Training Portal

• Training content from Great Lakes Consortium
• Tailored for LinkSCEEM-2
• Offline browsing
• FAQ, forum, Q&A capabilities
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Content
• Huge amount of content
• Many topics covered
• Exercises with solutions
• Material for all levels
• Expanding material based 

on hardware available within 
the project, new languages 
and emerging tools
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Getting started
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Getting started
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Introduction to MPI
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Introduction to OpenMP
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Research Activities

Cross-disciplinary research

Climate 
research

Cultural 
Heritage 
research

Synchrotron 
Radiation 
research

Cross-disciplinary research
CyI, NARSS, BA, JSC, NCSA, SESAME, IUCC
Climate research
CyI, MPG, NARSS
Cultural Heritage  research
CyI, BA, NCSA
Synchrotron radiation research
CyI, SESAME, ESRF
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Cross-disciplinary Research

• Tasks
• Optimization of parallel applications from Eastern Mediterranean 

computational scientists on large-scale HPC systems
• Adaptation and development of tools for data repository management (for 

Cultural Heritage, Climate and Synchrotron data) and the visualization of 
complex data

• Impact
• Provide know-how for scientific applications for use by the LinkSCEEM e-

infrastructure users
• Prepare data repository service for use with Cultural Heritage, Climate and 

Synchrotron data
• Accumulate regional expertise on implementation of optimized parallel 

applications, data repository management and visualization.
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Climate Research 

• Tasks
• Porting, optimizing and sharing the existing global ECHAM5/MESSy 

Atmospheric Chemistry (EMAC) climate model to the CaSToRC and BA 
hardware and software computing environments 

• Study climate change and air quality scenarios in the Eastern Mediterranean

• Impact
• Develop a custom, version of the EMAC model optimized to regional 

computational resources available through the LinkSCEEM e-infrastructure to 
regional users

• Implement climate scenarios for the Eastern Mediterranean
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Cultural Heritage Research

• Tasks
• Prototyping a novel, small object imaging centre at CaSToRC
• Implementing a Digital Library of sufficient storage capacity to accommodate 

the high-resolution image-objects of cultural heritage artifacts. 
• Producing tools for tele-immersive collaborative environments and data

• Impact
• Establish a small object imaging centre that can be used for developing high-

resolution image objects for regional artefacts
• Implement a pilot project to evaluate utility of the small object imaging centre
• Develop and make available a Digital Library, open to regional users, to host 

high resolution image-objects of regional artefacts 
• Develop tools and expertise for creating tele-immersive collaborative 

environments
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Synchrotron Radiation Research

• Tasks
• Port existing and develop new GPU programs to improve the efficiency and 

quality of experiments carried out on micro- and nano-focussing synchrotron 
beamlines

• Provide support to package, distribute and install GPU programs in an HPC 
environment

• Impact
• Implement a collection of tools optimized for the CaSToRC HPC infrastructure 

which includes GPU hardware made available to the regional user community 
through the LinkSCEEM e-infrastructure.

• Develop regional expertise in synchrotron data analysis and simulation
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