Hayunom Behy MucTuTyTa 32 QU3HKY

3emyH,24 cenrrembap 2020.

MpeIMeT: MOKPEeTame MOCTYNKa 32 pen300p y 3Bamke HAyYHH CapaJHUK

MonuMm Behe na mokpene nporeaypy 3a Moj peu3z00p y 3Bambe HaydHU capaaHuk. Moiaou
MIPHUIIAXKEM:

CarjJacHOCT PyKOBOJIMOIIA JTabopaTopuje
CTpy4YHO--Onorpadcke mojgaTke

nperiie/l HayyHe aKTUBHOCTH

CJIEMEHTE 32 KBAIUTATHBHY OLICHY JOIPUHOCA
CJIEMCHTE 32 KBAHTHUTATUBHY OLICHY JIONPUHOCA
CTIHCaK PajgoBa

CIHCAK IUTaTa

KOIH]y pelieka 0 MPETXOAHOM U300py Y 3BaAmE
Y xoMuCH]jy Tpeanaxem:

Hp. Panoma I'ajuha,nayunor caperauka U® y nensuju
Hp.Anekcanapa bennha,nayunor capetHuka U®
Hp.3opana Kuexesuha,penosuor wiana CAHY

C momrToBameM,

Hp. Branan Yene6onosuh

Hay4HM capagHuk MO



Hayunom Behy MucTuTyTa 32 DU3HKY 3emyH,24 centem6Oap 2020.

MpeIMeT: MUIILUbEeke 0 Mosiou Ap. B.UeneboHoBrha 3a mokpeTame MOCTyIKa 3a pen30op

y 3Barb€ HAYYHU CapaJHUK

Hp. Buagan YeneOGonoBuh, HayuHu capagHuk MHctuTyTa 3a (U3MKy, 3amociieH je Y
JlaGoparopuju 3a ¢Gu3MKY MaTepujaja IMOJA EKCTPEMHHM YCIOBMMa M YYECTBYje Y paay
Jlaboparopuje 3a rpadeH unju caMm pykoBoauian 6uo 1o kpaja 2019. baBu ce npobiemaTnkoM
TPAHCIIOPTHUX M ONTHYKUX OCOOMHA HUCKOJWMEH3MOHUX MaTepujaia U (pasHUM Ipeliazuma y
MaTepHjasuMa T0J] BUCOKHM MPUTHCKOM. Beoma Mano My ¢anu 10 UCIymhemha yClioBa 3a 3Bambe
BUIIM HayYHU capaaHuK. KoHTHHYyHTETa paay carjlacaH caM ca HeroBOM MOJIOOM 3a IOKpETame
MOCTYTIKA 32 pen300p y 3Bambe HAYYHH CapaTHUK.

C momroBameM,

Hp. Pagom I'ajuh

Hayunu caBetnuk U® y nensuju

1. Crpyuno-6uorpadcku nogamnu

BnapaH YeneboHosuh poheH je 1955. roanHe y beorpaay. 3aBpLumMo je OCHOBHY WwKoAny "Bpaha Pubap",
a 3atum Mpey 6eorpaacky rumHasujy. Junaommupao je Ha Pusmykom dpakyntety 1982., marnctpupao
1989. n poktopupao 2001.



Op 1985.3an0cneH je y UHCTUTYTY 3a dM3MKy y JTabopaTopuju 3a MHTEPAUCLUNINHAPHA UCTPA KUBaHba,
KOja ce nocnearux roanHa 3oee JlabopaTtopuja 3a UMKy maTtepujana nos eKCTpem -HUM yCI0BUMA
(NEKC).

Y nepuogy mapt-geuembap 1987. 610 je y MNapumsy Kao ctuneHamcta ¢paHuycke Bnage. bopa- Bak je
npoTeKkao y JlabopaTopuju 3a MOJIEKY/ICKE MHTEPaKLUMje U BUCOKE NMPUTUCKE

( L.I.M.H.P) YHuBep3uteta Napus 13. Llnsb 60pasBKka 6uno je oBnagasarbe 1abopaTopujcKUM TEXHUKaMa
33 UCTParKMBakba MO BUCOKUM MPUTUCKOM.

Opyry ctuneHamnjy y ®paHLyCKOj KOpUCTMO je y nepuoay oktobap 1989.- HoBembap 1991. Osora nyTa
6opasuo je y JTabopaTtopuju 3a dM3MKy YBpCTOTr cTara YHuBep3suTeTa Mapus 11 y Opcejy Kpaj Napwusa.
MNpBe roguMHe paguo je y rpynu akagemuka [.*Kepoma (D.Jérome) Ha eKkcnepuMmeHTMMa ca KBasu
jeAHOAMMEH3MOHMM OPraHCKMM MPOBOAHULMMA NOL, BUCOKMM MPUTUCKOM M Ha HUCKOj TEMMEpPATypM.
Opyre roavHe paguo je y Teopujckoj rpynun nabopatopuje ca npod. X.J.Wynuem ( H.J.Schulz). Uusm je
6UN0 M3payvyHaBakbe ENIEKTPUYHE MPOBOA/BMBOCTM OPFraHCKMX MPOBOAHMKA nomohy Xabapaosor
mogaena. [lobujeH je n3pas Koju caapu mepsbuBe napameTpe 0BUX MaTepujana, n Koju ce 4obpo cnaxke
Ca ekcnepumeHTUMa. Kao npeTxoaHn Kopak, U3BeAeH je M3pas 3a XeMWjCKM MOTEeHLMjan eNeKTPOHCKOr
racay 1/, Koju ce ycnewHo HacTaB/ba Ha CBETCKU MO3HATW Pe3yaTaT U3 mtepaType.

CpeamHoOM peBeneceTux rogvHa KaHAMAAT je NoYeo fa pa3BMja KOHTAKT ca JIOpeHUOBMM MHCTUTYTOM
YHusepsuteTa y JlajaeHy (Lorentz Institute,Leiden University) y XonaHauju. OBaj KOHTAKT je Ha NOYeTKy
610 KopuctaH 3a 6ubanoTery UD,jep cy u3 JlajgeHa Kao goHaumja AMPEKTOpa MHCTUTYTa 401a3uau
6pojeBun jeAHOr oA Yaconuca Koju cy Taga Hegoctajann y Ud. KoHKkpeTHo,peu je o Europhysics Letters.
CNMYHUX KOHTaKaTa M goHauumja 3a 6mMbnvoTteky 6MA0 je M ca HEKOAMKO APYyrux yHWBep3uTeTa M
nHctutyTa U3 CA/l a cese y okBupy "Journal donation program" American Physical Society.

Besa ca /lopeHUOoBMM MHCTUTYTOM Aob6una je HayuyHy ammeHsujy 2001. Kaga je KaHAMAAT No3BaH Aa
NMOCeTU MHCTUTYT N 0Ap*KM cemmHap. MNoceTa je gosena Ao Tora Aa je Konera YeneboHosuh nobuo nosms
[a onabepe Temy m yyecHuKe u y JlajaeHy opraHusyje ckyn. Ocum Tora, pasroBopu KaHAamAaaTa ca
Konerama y JIopeHLLOBOM MHCTUTYTY Yy TOKY Te NoceTe NOMOIAU Cy Aa Tpoje cTyaeHaTa u3 beorpaga byae
npUM/beHO y JlajaeH Ha AoKToparTe.

KoopraHusaTopwu ckyna 6unm cy npod. BepHep AaneH (Werner Dappen,Univ.of Southern California,LA) un
npod. Oarnac Fod (Douglas Gough,FRS,Univ. of Cambridge,UK). Tema cy 6unu ¢asHM npenasu y
acTpodm3nUKOoj MaTepujun,buno je oko 40 yyecHMKa a 360pHUK pagoBa NybanMKoBaH je Kao vol.731 cepuje
AIP Conference Proceedings 2004. Npsu ypeaHuK je ap.YeneboHosuh.

Kangnaat on 2004. akTMBHO y4yecTByje y pady JleTke wkone ¢uM3nKe 4BPCTOr CTakba Kojy y BapHu y
Byrapckoj opraHusyje MHCTUTYT 3a PU3MKY UBPCTOr CTartba byrapcke akagemuje Hayka. Og 2010. je ynaH
Hay4yHOr KOMMUTeTa WKose a o 2004.4pKM Npesasarkba No No3mey.

Op 2012. KaHAMAAT je OTNoYeo KOHTaKTe ca MehyHapoaHUM LeHTpom 3a Teopujcky ¢dusmky (ICTP) y
Tpcty. MNpBK 6opaBaK je Tpajao HEKOAMKO AaHa,a 3a 2019. roguHy 6uno My je 0og06peHo Yak 7 Hepesba.



3a 2020. my je opobpeH bopasak o4 5 Heaesba. Ha »anoct,cee aktnBHocTU y ICTP cy A0 gasber oTKasaHe
360r naHgemuje KOpoHa Bupyca. Y TOKy cBaKor ayer 60opaBKa KaHAMAAT npunpemn Mo jegHy
nybankaumjy.Y Toky 6opaBka y 3aBMCHOCTM o noTpeba nocna, y KOHcyATauuju je ca ap. Muxajnom
Kucesbesnm n3s Oaceka 3a GU3MKY KOHAEH30BAHOI CTakba M CTAaTUCTUURY ¢msuKky UUTI. Mopen oHora
wTo Tpaxu MIMHTP, Ha Kpajy cTojn n 3axBanHoct ULTTI.

Vladan Celebonovié:radovi 2015.-2020.
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1. V. Celebonovié: Hubbard model in material science: electrical conductivity and
reflectivity of models of some 2D materials izaslo kao poglavlje u knjizi “Advanced 2D
Materials”, ed. by A. Tiwari et al., pp.115 -144 Wiley-Scrivener Publishing LLC, USA (2016)
ISBN 978-1-119-24249-9
https://www.wiley.com/en-us/Advanced+2D+Materials-p-9781119242499

2.V. Celebonovi¢: Material Science and Impact Crater Formation, poglavlje u knjizi "Horizons
in World Physics":,Volume 291, ed by A.Reimer, pp.251-267,Nova Science Publishers, New
York ,USA (2017),ISBN 978-1-53611-008-1

https://novapublishers.com/shop/horizons-in-world-physics-volume-291/

3. V. Celebonovi¢: The Hubbard Model:Some Applications to Nanomaterials, in: Advances in
Nanotechnology,vol.22,pp.83-98,Ed. by Z.Bartul and J.Trenor,Nova Science Publishers,New
York (USA) (2019),ISBN 978-1-53615-558-7
https://novapublishers.com/shop/advances-in-nanotechnology-volume-22/

M21

1. M. D Rabasovié¢, B. D Muri¢, V. Celebonovi¢, M. Mitri¢, B. M Jelenkovi¢ and M. G. Nikolié¢
: Luminescence thermometry via the two-dopant intensity ratio of Y203:Er3+, Eu3+ J. Phys.
D: Appl. Phys. 49 (2016) 485104 (6pp) doi:10.1088/0022-3727/49/48/48510

M22

1. V.Celebonovié,J.Pesi¢,R.Gaji¢, B.Vasi¢ and A.Matkovié: Selected transport,vibrational and
mechanical properties of low-dimensional systems under strain.J.of Appl.Phys., 125 154301
(2019). https://aip.scitation.org/doi/10.1063/1.5054120



https://www.wiley.com/en-us/Advanced+2D+Materials-p-9781119242499
https://www.wiley.com/en-us/Advanced+2D+Materials-p-9781119242499
https://novapublishers.com/shop/horizons-in-world-physics-volume-291/
https://novapublishers.com/shop/horizons-in-world-physics-volume-291/
https://novapublishers.com/shop/advances-in-nanotechnology-volume-22/
https://novapublishers.com/shop/advances-in-nanotechnology-volume-22/
https://aip.scitation.org/doi/10.1063/1.5054120

M23

1. v. Celebonovi¢ and M.G. Nikolié¢: Heating and Melting in Impacts: Basic Theory and Possible
Applications, Int.J. Thermophys.,36, pp.2916-2921 (2015)
http://link.springer.com/article/10.1007/s10765-015-1936-x

2. V. Celebonovié: Condensed Matter Analogy of Impact Crater Formation,
Journal of Earth Science and Engineering, 5,pp.44-51 (2015)
http://www.davidpublisher.org/index.php/Home/Article/index?id=6141.html

3.V. Celebonovi¢ and M.G. Nikoli¢: The Hubbard Model and Piezoresistivity,
J.Low Temp.Phys.,190 (3-4),pp.191-199 (2018).
https://link.springer.com/article/10.1007/s10909-017-1830-y

4. V.Celebonovié: The origin of impact craters:some ideas,Bulgarian Astronomical
Journal,33,pp. 20-29, (2020). http://astro.bas.bg/AlJ/issues/n33/V Celebonovic.pdf

M24

B.Yenebonosuh: [1aBne Casuh,PaguBoje Kamanun u maTepujany 1moja BUCOKUM MPUTUCKOM,
dnorucron, 23,67-83 (2015) https://www.scribd.com/doc/297729125/Flogiston-br-23

M31

1. V. Celebonovi¢: Some calculational improvements in applying the Hubbard model to
nanomaterials; Lecture at the 19 ISSP Summer School, Varna, Bulgaria, August 29.-
September 2 2016.; J.Phys.:Conf.Ser. 794 012008 (2017). https://doi.org/10.1088/1742-
6596/794/1/012008

2. V. Celebonovi¢ and M.G.Nikoli¢: Theoretically choosing multifunctional materials;
Lecture at the 20 ISSP Summer School, Varna, Bulgaria, September 3.-7. 2018.;
J.Phys.:Conf.Ser. 1186 012001 (2019) https://doi.org/10.1088/1742-6596/1186/1/012001

M32
1. V. Celebonovié, “Strain-tunable conductivity and reflectivity of low dimensional systems
within the Hubbard model” Book of Abstracts of 21 Internat.School of Cond.Matt.Phys

“Progress and Perspectives in Functional Materials” p.29
http://iscmp.issp.bas.bg/images/BOOK_ABSTRACTS 21ISCMP.pdf
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1. V. Celebonovié: , Condensed matter physics and impact crater formation; invited lecture na
XVII National Conference of Astronomers of Serbia, Belgrade, 23.-27.September
2014.,Publ.Astron.Obs.Belgrade,96, 63-70 (2017).
http://publications.aob.rs/96/pdf/063-070.pdf

1. Ananm3a Hay4qHOT paja KaHauaaTa

Mo TemaTuLM Kojom ce HaBe, CBU pafoBM KaHAMAaTa MOry ce noaennTtu Ha cheaehe uenunHe:

e Hucko AMMEH3MOHU CUCTEMHU
¢ [lonamame MaTpujaja 1Mo BUCOKMM MPUTUCKOM U IPUMEHE Y acTpOPHU3ULIN
e Craructuuka Qpusrka

Y nepuogy 2015.- 2020. Ha Koju ce 04HOCU OBaj U3BELITAj, KAHANAAT ce HajBMLe 6aBMo
HUCKOAMMEH3MOHMM CUCTEMMMA. 33 OBE MaTepujane 3aMHTEPECOBAO Ce joL Y Nepuoay Kaja je Kao
cTuneHaucta bopasmo y PpaHuyckoj. Oa Taaa je y oBoj 06,1acTv NoCTMrao BaxkHe pesynTaTe.

MN3Beo je n3pas 3a xeMujcKM NOTEHUMjaN eNleKPOHCKor raca y 1/1,Koju ce yknana y nosHaTte pesysTtarte 13
NMTepaType,a Koju omoryhasa fa ce yame y 0631p 3aBUCHOCT 04, NPUTUCKA,A0NMNParba U TemnepaType.
N3Beo je M3pas 3a enekTpuyHy NpoBoas/bMBOCT 1/, cuctema, M HaWao jeaocTaBaH HayWMH 3@ HEroBo
npowmnperse Ha 2/[], cucteme. baBmo ce onTMykMm ocobuHama 14 vn 2/[1 cuctema, 1 nokasao ga je moryhe
TEOPWjCKM NpeaBUAETUN 3aBUCHOCT KoeduumjeHTa pedaeKkcnje oBUX maTepujana oL, HUXOBUX MeP/bUBUX
napameTtapa.

KaHaupaT ce Ha MoO4YeTKy Kapujepe 6aBMO WCTparkMBakbeM MNOHallakba MaTepujana no BMCOKUM
NPUTUCKOM. Y KacHujum ¢pasama pafa 3aMHTEPECoBaOo ce 3a Npobsiem Nopeka T3B. CyAapHMX KpaTepa u
moryhHocT oapehuBatba 0cobMHa MMMNAKTOPa Ha OCHOBY Mep/bUBMX NapameTapa TMX KpaTepa. CyaapHu
KpaTepu cy pesynTaT ygaa O NoBpLMHY 3em/be Manux Tena. KaHaMaaT je nokasao Aa je Kopwuctehu
CTaHZApAHY OU3MKY KOHAEH30BaHOT CTatba U mepeHe nogatke, moryhe gohu fo Hekux ocobuHa Tena
KOja Cy yaapvma HanpaBsuna Te KpaTtepe.llopes 4YMCcTO Hay4yHOr, OBM PagoBN UMajy M BEMK MPaKTUYHK
3Hauaj, jep nocToju moryhHOCT A4a ce Aecu TakaB yaap Yy rycto Haces/beHy obacT.


http://publications.aob.rs/96/pdf/063-070.pdf
http://publications.aob.rs/96/pdf/063-070.pdf

EnemeHTH 33 KBAHTUTATUBHY aHa/ U3y paga

OcTBapeHu 6oa08BuU

Kateropuja | M 6ogoBa | bpoj pagosa | YKynHo 6o408Ba
no paay
M13 7 3 21
M21 8 1 8
M22 5 1 5
M23 3 4 12
M24 2 1 2
M31 3.5 2 7
M32 1.5 1 1.5
M61 1.5 1 1.5
36up 58

ITopeheme 3axTeBaHUX M OCTBapeHUX 00JI0Ba MpuKazaHo je y cienehoj tadbenu. 13 we ce Buau
Jla KaHJIMJAT UCIymaBa yclIoB O moTpedHoM Opojy M 0OonoBa,a Takohe u n1a ucrymaBa Opoj
060710Ba U3 00e 06aBe3He KoMOUHaIMje 600Ba KOje Mopa Jia uMa.

Nma | Tpeba

YKynHo M noeHa 58 16

M10+M20+M31+M32+M33+M41+M42 | 53 10

M11+M12+M21+M22+M23 25 6

EnemeHTH 3a KBaIMTaTUBHY OLICHY pajia KaHAWaaTa



3.1 Keamuter
3.1.1 Hayynu HUBO M 3Ha4aj pe3yJiTara

N3 cBake op, Tpu 061acT Kojuma ce KaHamMAaT 6aBno, M34BajaMo HEKO/IMKO PaoBa 3a Aasby aHanusy. Y
M3BeLWTajHOM nepuoay objaBuo je ykynHo 11 pagoBa pasnnuntmx Kateropuja,on pagosa y
MOHorpadujama 4o abcTpaKkTa caonwTera Ha KoHdepeHuMjama.

Mo BaXKHOCTM u3aBajamo cnegehmx net paaosa KaHAMAATa y U3BeLITajHOM nepuoay,nopehaHmx
XPOHO/IOLIKMU:

1. V. Celebonovi¢: Hubbard model in material science: electrical conductivity and
reflectivity of models of some 2D materials izaslo kao poglavlje u knjizi “Advanced 2D
Materials”, ed. by A. Tiwari et al., pp.115 -144 Wiley-Scrivener Publishing LLC, USA
(2016) ISBN 978-1-119-24249-9.

2. M. D Rabasovi¢, B. D Muri¢, V. Celebonovi¢, M. Mitri¢, B. M Jelenkovi¢ and M. G. Nikoli¢ :
Luminescence thermometry via the two-dopant intensity ratio of Y203:Er3+, Eu3+ J. Phys. D:
Appl. Phys. 49 (2016) 485104 (6pp) doi:10.1088/0022-3727/49/48/48510 |F=2.829

3. V. Celebonovié: The Hubbard Model:Some Applications to Nanomaterials, in: Advances
in  Nanotechnology,vol.22,pp.83-98,Ed. by Z.Bartul and J.Trenor,Nova Science
Publishers,New York (USA) (2019),ISBN 978-1-53615-558-7

4. V.Celebonovié,J.Pesi¢,R.Gaji¢, B.Vasi¢ and A.Matkovi¢: Selected transport,vibrational and
mechanical properties of low-dimensional systems under strain.J.of Appl.Phys., 125 154301
(2019). https://aip.scitation.org/doi/10.1063/1.5054120  |F=2.328

5. V.Celebonovi¢: The origin of impact craters:some ideas.
Bulgarian Astronomical Journal.,33,21 (2020)

http://astro.bas.bg/All/issues/n33/VCelebonovic.pdf

Pan 6poj 1 je mpuka3 pesynarata Koje je KaHIUIAT TOCTUTA0 Y MPETXOJHE JIBE
nernennje. ['oBopu ce o XabapaoBoM MOJAENy, HETOBO] NMPHUMEHHW Ha KBa3u jeIHO
JTUMEH3MOHE OpraHCKe IMPOBOJHUKE, pa3MOTpeH je mpena3 ca 1/[ ma 2] martepwujane,
3aBHCHOCT €JEKTpUYHE NPOBOJJBMBOCTH O] TapameTapa wmarepujana. OOpahen je
npoOneM m3padyHaBama KoedunujeHTa pedekcrje MaTepHjayia, U MOKa3aHo je Ja je
Moryhe MemaTtu ra mpoMeHama mapameTapa Matepujana. [lo HameM MUNIUBE®HY, 0Baj paj
MpeJCTaBiba OJJIMYaH 3a0KpYy)KeH yBOJ y TpoOieMaTnky XabapIoBOT Mojena H
HErOBUX MPUMEHA.


https://aip.scitation.org/doi/10.1063/1.5054120
http://astro.bas.bg/AIJ/issues/n33/VCelebonovic.pdf

Pan Opoj 2 je ekcnepumeHTtannu. HcrnutuBaHa je (oTOMyMHHECHCHIH]A Y
dynkiujn  temnepatrype Y,0,:Er®,Eu*". Llwmb je 6uO yTBpAMTH MOXe IIM OB3j

MaTepujal Ja c€ KOPUCTH Kao CEH30p TemmpaType. Y3o0piu cy moOyhuBaHu Jlacepom
tanacHe ayxuHe 532mm y temneparypHoMm uHTepBany 303 < T[K]<573. [TokazaHo je

Ja peNaTHBHA OCETJFMBOCT OBOI ceH3opa u3HocH 1.4%K 'Ha [omoj TrpaHMIH
UCIUTHBAHOT WHTEpBaja TEMIEpPaTypa,liTO I'a YWHU YINOTPEOJBHMBUM y OHOJIOIIKUM
EKCTICpUMECHTUMA.

Pag O6poj 3 je monoBo Teopujcku. Cagpu Tperiiell OCHOBHUX pe3yliTara o
XabapioBOM MoJielly W MOTYhHOCTH HETOBE INMPHMEHE Y TEOPHjCKOM MOJICIIOBABY
MyATH(QYHKIMOHATHUX HAHO Marepujaia. Baxno je ucrahm ma je y OBOM pamy
Npe/UIoKeHa TEeOMETpHjcKa HIgja 3a pauyHame CIIEKTPUYHE TMPOBOJHBHBOCTH
JBOJMMEH3HOHHUX MaTepHjaja 4rja jeAMHUYHA herja Huje mpaBoyraoHa.

Pag Opoj 4 je mnperyieaHu,HAcCTa0 Kao pe3ysiTaT capajme KaHAumaTa ca
capagaunuma JlaGoparopuje 3a rpadern y Huctutyry 3a ¢usmky. OOyxBatwo je
Teopujcke mpopauyHe (XabGapmoB momen u JDT)Hymepuuke M EKCIIEPUMEHTAIHE
pesyarare. Cse je paheno ysumajyhu y o03up Hampesame (Strain) xkome je marepujai
nonBpruyT. [loka3aHo je Ja KpUTHYHA TEeMIepaTypa 3a Ipeia3 y CYINCINOBOJHO CTarbe
pacte ca MOpacTOM Hampes3ama. Pan je ouemeH BeoMa 100po M OJ MOMEHTa
o0jaBsbuBama (ampui 2019. ) 3akspyuno ca 19.07 2020. TpakeH je Ha cajTy 4acomuca 4ak
608 myTta.O WHTEpecoBamy KOje je OBaj paj M3a3Ba0 CBEIOYHM M UYHUIHCHUIA J]a MY je
Awmepuukn uHCTUTYT 32 ¢usuky (AlP) MOCBETHO TIOCEOHO CAOMINTeHE 3a
jaBuocr.https://publishing.aip.org/publications/latest-content/strain-enables-new-
applications-of-2d-materials/ .

VY pany 6poj 5 kaHauaar je obpaano mo3HaT mpodiaeM u3 00JacTU acTPOHOMH]E
aJIi Ha MOTIYHO HOB HauMH. /[yro ce 3Ha Jja Ha NOBPIIMHU 3eMJbE€ MOCTOj€ KpaTepH KOjU
Cy pe3yiTar yjaapa O TMOBPIIMHY T3B. MalMX Teja,Jakie je3rapa KOMeTa WM JIeJIoBa
actepousia. OBH KpaTepu ce YIIaBHOM aHaIU3HMpajy KOpUCTEhH CKaaupame, TaKiie
MIOBE3Yjy ce ca KpaTepuMa HacTaJMM y BEIITauyKd M3a3BaHUM EKCIIO3Wjama, I/ie Cy CBH
ycioBu mno3Hatu. Kangunar je oOpamuo mpobiem kopucrtehu cranmapiHy (GU3MKY
KOHJICH30BaHOT cTama. MeToJ KOju je pa3paano TNPHMEHHO je Ha HEKe IO3HAaTe
cllydajeBe W JOOWO pEaJMCTUYHE pe3yJsTaTe, y carylacHOCTH ca mo3HatuM.Ilo HOBOM
MeTony, paspal)eHOM y JeTajbe, OBaj H-ETrOB pajl MIPBHU Y HAIIOj 3€MJbHU,a jeJlaH O]l PETKUX
y CBETYy.
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1. Luminescence thermometry via the two-dopant intensity ratio of Y,03:Er3*, Eu®*


https://publishing.aip.org/publications/latest-content/strain-enables-new-applications-of-2d-materials/
https://publishing.aip.org/publications/latest-content/strain-enables-new-applications-of-2d-materials/

Mihailo D Rabasovi¢!, Branka D Murié!, Vladan Celebonovié?, Miodrag Mitri¢?, Branislav M
Jelenkovié! and Marko G Nikolié?

Published 7 December 2016

Journal of Physics D: Applied Physics, Volume 49, Number 48,485104

citirano u:

2. Improved photoluminescence, thermal stability and temperature sensing performances of K+
incorporated perovskite BaTiO3: Eu3+ red emitting phosphors

DK Singh, K Mondal, J Manam - Ceramics International,43,(16),13602 (2017) .

3. Effects of temperature and pressure on luminescent properties of Sr2Ce: Eu3+ nanophosphor

A Vlasic, D Sevic, MS Rabasovic, J Krizan... - J. of Luminescence, 199,285 (2018)

4. Orange-Reddish Light Emitting Phosphor GdVO4: Sm3+ Prepared by Solution Combustion
Synthesis

MS Rabasovic, J Krizan, S Savic-Sevic, et.al,- Journal of Spectroscopy,article id 3413864,(2018) (2018) -
hindawi.com

5. Luminescence and energy transfer in B-NaGdF 4: Eu 3+, Er 3+ nanocrystalline samples from a room

temperature synthesis

G.Tessitore, AVMudring, KW Kramer - New journal of chemistry, 42,237 (2018) -

6.Luminescence thermometry using Gd»Zr.O7:Eu*

MG Nikolic, MS Rabasovic, J Krizan... - Optical and Quantum Electronics,50,258 ..., (2018)

MF Volhard, T Justel - International Conference on ..., 2017 - pdfs.semanticscholar.org


https://iopscience.iop.org/journal/0022-3727
https://iopscience.iop.org/volume/0022-3727/49
https://iopscience.iop.org/issue/0022-3727/49/48
https://www.sciencedirect.com/science/article/pii/S0272884217315006
https://www.sciencedirect.com/science/article/pii/S0272884217315006
https://www.sciencedirect.com/science/article/pii/S002223131731921X
https://scholar.google.com/citations?user=eR8WJRMAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=iq4hmq0AAAAJ&hl=en&oi=sra
https://www.hindawi.com/journals/jspec/2018/3413864/abs/
https://www.hindawi.com/journals/jspec/2018/3413864/abs/
https://scholar.google.com/citations?user=iq4hmq0AAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=xdXjheUAAAAJ&hl=en&oi=sra
https://pubs.rsc.org/en/content/articlehtml/2018/nj/c7nj03242k
https://pubs.rsc.org/en/content/articlehtml/2018/nj/c7nj03242k
https://scholar.google.com/citations?user=EFMzNcIAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=1wofyBoAAAAJ&hl=en&oi=sra
https://link.springer.com/article/10.1007/s11082-018-1529-6
https://scholar.google.com/citations?user=iq4hmq0AAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=k6ffOVsAAAAJ&hl=en&oi=sra

7. Near Infrared-to-Near Infrared Excited-State Absorption in LaPO4: Nd3+ Nanoparticles for

Luminescent Nanothermometry

K Trejgis, K Maciejewska... - ACS Applied Nano Mater., 3(5),4818 (2020)

[PDF]_unigoa.ac.in

8. Preparation, Characterization and Material Studies on Spinel Ferrites and Mixed Rare Earth Oxides

CC Naik - 2019 - irgu.unigoa.ac.in

http://irgu.unigoa.ac.in/drs/bitstream/handle/unigoa/5987/naik ¢ c 2019.pdf?sequence=1

9. YVO4: Eu3+ nanopowders: multi-mode temperature sensing technique

D Sevic, MS Rabasovic, J Krizan... - Journal of Physics D53,015106, 2019

https://doi.org/10.1088/1361-6463/ab499f

10. Phosphor thermometry instrumentation for synchronized acquisition of luminescence
lifetime decay and intensity on thermal barrier coatings

Q Fouliard, J Hernandez, B Heeg... - Measurement Science and Technology,31,054007 (2020)

https://doi.org/10.1088/1361-6501/ab64ac

11. Carlos Zaldo Lanthanide-based luminescent thermosensors: From bulk to nanoscale

Advanced Nanomaterials,pp.335-379 (2018)

12. Some possible astrophysical aplications of diamond anvil cells



https://pubs.acs.org/doi/abs/10.1021/acsanm.0c00853
https://pubs.acs.org/doi/abs/10.1021/acsanm.0c00853
https://scholar.google.com/citations?user=hSiTHcIAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=O9TTdowAAAAJ&hl=en&oi=sra
http://irgu.unigoa.ac.in/drs/bitstream/handle/unigoa/5987/naik_c_c_2019.pdf?sequence=1
http://irgu.unigoa.ac.in/drs/bitstream/handle/unigoa/5987/naik_c_c_2019.pdf?sequence=1
http://irgu.unigoa.ac.in/drs/bitstream/handle/unigoa/5987/naik_c_c_2019.pdf?sequence=1
http://irgu.unigoa.ac.in/drs/bitstream/handle/unigoa/5987/naik_c_c_2019.pdf?sequence=1
https://iopscience.iop.org/article/10.1088/1361-6463/ab499f/meta
https://scholar.google.com/citations?user=eR8WJRMAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=iq4hmq0AAAAJ&hl=en&oi=sra
https://doi.org/10.1088/1361-6463/ab499f
https://iopscience.iop.org/article/10.1088/1361-6501/ab64ac/meta
https://iopscience.iop.org/article/10.1088/1361-6501/ab64ac/meta
https://doi.org/10.1088/1361-6501/ab64ac
https://scholar.google.com/scholar?cluster=4641477949889364679&hl=en&as_sdt=2005&sciodt=0,5

astro-ph/9812374

Wyzga,P.: 2015, Influence of the sintering conditions on selected properties of TiN-TiB2
composite, Works of the Institute of Advanced Manufacturing Technologies. Science notebooks,
vol.91,p.125
https://yadda.icm.edu.pl/baztech/element/bwmetal.element.baztech-bc866b66-5057-43a0-a231-
899273ad9d88

13. V. Celebonovié,J.Pesié, R.Gajié¢,B.Vasi¢ and A.MatkoviéSelected transport, vibrational,

and mechanical properties of low-dimensional systems under strain

J.of Appl.Phys., 125,154301 (2019) https://doi.org/10.1063/1.5054120

Zbigniew Koziot!, Grzegorz Gawlik? and Jacek Jagielski*? ,2019, Chinese Physics,B28,
(9),096101.

Basic notions of static high pressure experiments

14. V.Celebonovi¢, The Hubbard model and optics: reflectivity of 1D and 2D systems,
J.Phys.:Conf.Series,398,012009 (2012)

dato kao "further reading" u
van den Brink, J. Travels in one dimension. Nature Mater 5, 427-428 (2006).

15. V.Celebonovi¢ and M.G.Nikoli¢, Theoretically choosing multifunctional
materials,J.Phys.:Conf.Ser.,1186 012001 (2019).

dato kao "further reading" u Giamarchi, T. A firmer grip on the Hubbard model. Nature 545,
414-415 (2017).

16 V.Celebonovié¢, The Hubbard model: basic notions and selected applications,J.of
Optoelectronics and Advanced materials, 11,1135 (2009)


https://yadda.icm.edu.pl/baztech/element/bwmeta1.element.baztech-bc866b66-5057-43a0-a231-899273ad9d88
https://yadda.icm.edu.pl/baztech/element/bwmeta1.element.baztech-bc866b66-5057-43a0-a231-899273ad9d88
https://aip.scitation.org/doi/abs/10.1063/1.5054120
https://aip.scitation.org/doi/abs/10.1063/1.5054120
https://doi.org/10.1063/1.5054120

citirao Luka Pavesi¢, 2018, Simulating the Bose-Hubbard model in optical lattices, Univerzitet u
Ljubljani,

http://mafija.fmf.uni-
lj.si/seminar/files/2017 2018/Pavesic Luka Simulating the Bose Hubbard model in opti
cal lattices.pdf

17. Mihailo D Rabasovié¢t, Branka D Muri¢!, Vladan Celebonovié?, Miodrag Mitri¢?, Branislav
M Jelenkoviét and Marko G Nikoli¢!

Journal of Physics D: Applied Physics, Volume 49, Number 48,485104
citirali ga

D.Sevic.M.S.Rabasovic,J.Krizan,S.S.Sevic,M.D.Rabasovic,B.Marinkovic,
M.G.Nikolic, "Effects of temperature on luminescent properties of Gd203:Er,Yb nanophosphor”
2020 Optical and Quantum Electronics, vol52(5),232 (2020)

DOI: 101007/s 11082-020-02348-y

18. . Mihailo D Rabasovié¢!, Branka D Muri¢!, Vladan Celebonovié!, Miodrag Mitri¢?, Branislav
M Jelenkovié¢!t and Marko G Nikoli¢?
Journal of Physics D: Applied Physics, Volume 49, Number 48,485104

citirali ga

M.G.Nikoli¢,M.S.Rabasovi¢,J.Krizan,S.Savi¢
Sevi¢,M.D.Rabasovi¢,B.P.Rabasovi¢,B.P.Marinkovi¢,A.Vlas§i¢ and D.Sevi¢ Luminescence
thermometry using Gd,Zr,07:Eu®*

Optical and Quantum Electronics 50,258 (2018)

19. M.D.Rabasovi¢,B.D.Murié,V.Celebonovié et al.,2016

D.Kumar,S.Kanchan,M.J.Manam,Effects of temperature and pressure on luminescent properties
of Sr,Ce04:Eu®* nanophosphor

Ceramics International,43(16),13602 (2017)



http://mafija.fmf.uni-lj.si/seminar/files/2017_2018/Pavesic_Luka_Simulating_the_Bose_Hubbard_model_in_optical_lattices.pdf
http://mafija.fmf.uni-lj.si/seminar/files/2017_2018/Pavesic_Luka_Simulating_the_Bose_Hubbard_model_in_optical_lattices.pdf
http://mafija.fmf.uni-lj.si/seminar/files/2017_2018/Pavesic_Luka_Simulating_the_Bose_Hubbard_model_in_optical_lattices.pdf
http://mafija.fmf.uni-lj.si/seminar/files/2017_2018/Pavesic_Luka_Simulating_the_Bose_Hubbard_model_in_optical_lattices.pdf
https://iopscience.iop.org/journal/0022-3727
https://iopscience.iop.org/volume/0022-3727/49
https://iopscience.iop.org/issue/0022-3727/49/48
https://iopscience.iop.org/journal/0022-3727
https://iopscience.iop.org/volume/0022-3727/49
https://iopscience.iop.org/issue/0022-3727/49/48
https://link.springer.com/journal/11082
https://www.sciencedirect.com/science/journal/02728842

20. K.Trejgis,A.Bednarkiewicz and L.Marciniak Engineering excited state absorption based
nanothermometry for temperature sensing and imaging

Nanoscale,12,4667 (2020)

21. YVO4: Eu3+ nanopowders: multi-mode temperature sensing technique

D Sevicl?, M S Rabasovic!, J Krizan?, S Savic-Sevict, M G Nikolict, B P Marinkovic! and M D
Rabasovic?

2019, J.Phys.D., 53(1),015106

22 . Phosphor thermometry instrumentation for synchronized acquisition of luminescence

lifetime decay and intensity on thermal barier coatings Q Fouliard?, J. Hernandez!, B. Heeg?, R.
Ghosh! and S. Raghavan? ,2020
Measur.Sci.Technol,(31)5 054007 s

23. Luminescence and energy transfer in B-NaGdF 4: Eu 3+, Er 3+ nanocrystalline samples
from a room temperature synthesis

New J. Chem., 2018, 42, 237-245
G.Tessitore,A.-V.Mudring and K. W. Kramer

Near Infrared-to-Near Infrared Excited-State Absorption in LaPO4: Nd3+ Nanoparticles for
Luminescent Nanothermometry

K. Trejgis, K. Maciejewska, A. Bednarkiewicz, L. Marciniak*

Acs.Appl.Nano Matter., 3 (5) 4818 (2020)

https://doi.org/10.1021/acsanm.0c00853

24. Jonathan Hunt, James Martin, Vanessa Rosing, Josh Winner and Henry E. Montgomery, Jr.*

Pressure-induced lonization of Hydrogen: A Computational Project



https://pubs.rsc.org/en/content/articlehtml/2020/nr/c9nr09740f
https://pubs.rsc.org/en/content/articlehtml/2020/nr/c9nr09740f
https://iopscience.iop.org/article/10.1088/1361-6463/ab499f/meta
https://iopscience.iop.org/article/10.1088/1361-6501/ab64ac/meta
https://iopscience.iop.org/article/10.1088/1361-6501/ab64ac/meta
https://iopscience.iop.org/article/10.1088/1361-6501/ab64ac/meta
https://iopscience.iop.org/article/10.1088/1361-6501/ab64ac/meta
https://iopscience.iop.org/article/10.1088/1361-6501/ab64ac/meta
https://pubs.rsc.org/en/content/articlehtml/2018/nj/c7nj03242k
https://pubs.rsc.org/en/content/articlehtml/2018/nj/c7nj03242k
https://doi.org/10.1039/1369-9261/1998
https://pubs.acs.org/doi/abs/10.1021/acsanm.0c00853
https://pubs.acs.org/doi/abs/10.1021/acsanm.0c00853
https://doi.org/10.1021/acsanm.0c00853
https://www.researchgate.net/profile/Henry_Montgomery3/publication/318913224_Pressure-induced_Ionization_of_Hydrogen_A_Computational_Project/links/5984dd1a0f7e9b6c852f4ff3/Pressure-induced-Ionization-of-Hydrogen-A-Computational-Project.pdf

Chem. Educator,19, 384—-389 (2014)

http://chemeducator.org/bibs/0019001/19140384.html

25. The Hubbard model: basic notions and selected applications

A Navarro Gallinad - 2017,https://ddd.uab.cat/record/202564

26. Nikolic, M.G., Rabasovic, M.S., Krizan, J. et al. Luminescence thermometry using
Gd2Zr,07:Eu®". Opt Quant Electron 50, 258 (2018). https://doi.org/10.1007/s11082-018-1529-6

citirali J.Phys.D,2016



27. Sevi¢, D., Rabasovi¢, M.S., Krizan, J. et al. Effects of temperature on luminescent properties of
Gd,0s:Er, Yb nanophosphor. Opt Quant Electron 52, 232 (2020). https://doi.org/10.1007/s11082-020-
02348-y

citirali J.Phys.D,2016

28. Nemes-Incze, P., Kukucska, G., Koltai, J. et al. Preparing local strain patterns in graphene by atomic
force microscope based indentation. Sci Rep 7, 3035 (2017). https://doi.org/10.1038/s41598-017-03332-
5

Further reading:

o Selected transport, vibrational, and mechanical properties of low-dimensional systems
under strain
e V. Celebonovic,J.Pesic,R.Gajic,B.Vasic,A.Matkovic

Journal of Applied Physics (2019)

29. Engineering excited state absorption based nanothermometry for temperature sensing and
imagingt

K. Trejgis, A. Bednarkiewicz and L. Marciniak

Nanoscale, 2020,12, 4667-4675

citirali J.Phys.D 2016

30. YVO4:Eu®* nanopowders: multi-mode temperature sensing technique

D Sevic®, M S Rabasovic?, J Krizan?, S Savic-Sevict, M G Nikolic, B P Marinkovic! and M
D Rabasovic! Published 15 October 2019 « © 2019 IOP Publishing Ltd
Journal of Physics D: Applied Physics, Volume 53, Number 1



https://doi.org/10.1063/1.5054120
https://doi.org/10.1063/1.5054120
https://pubs.rsc.org/en/content/articlelanding/2020/nr/c9nr09740f/unauth#fn1
https://pubs.rsc.org/en/results?searchtext=Author%3AK.%20Trejgis
https://pubs.rsc.org/en/results?searchtext=Author%3AA.%20Bednarkiewicz
https://pubs.rsc.org/en/results?searchtext=Author%3AL.%20Marciniak
https://iopscience.iop.org/journal/0022-3727
https://iopscience.iop.org/volume/0022-3727/53
https://iopscience.iop.org/issue/0022-3727/53/1

citirali J.Phys.D,2016

31. José Daniel Lago da Silva Neves Gouveia

Propriedades magnéticas de sistemas electrénicos

guanticos com geometrias nao-triviais

Magnetic properties of quantum electronic

systems with non-trivial geometries

Tese apresentada a Universidade de Aveiro para cumprimento dos requisitos

necessarios a obtenc¢do do grau de Doutor em Fisica, realizada sob a orientacdo

cientifica do Doutor Ricardo Assis Guimaraes Dias, Professor Auxiliar do

Departamento de Fisica da Universidade de Aveiro.

Universidade de Aveiro Departamento de Fisica (2017)

https://pdfs.semanticscholar.org/b48a/6cb7c327521d5fe33ba3f9e4731853869462.pdf

citirao: V.Celebonovi¢,).Optoel.Adv.Materials,11,1135 (2009)


https://pdfs.semanticscholar.org/b48a/6cb7c327521d5fe33ba3f9e4731853869462.pdf
https://pdfs.semanticscholar.org/b48a/6cb7c327521d5fe33ba3f9e4731853869462.pdf

32. S.Fazzini,L.Barbiero and A.Montorsi
Low energy quantum regimes of 1D dipolar Hubbard model with correlated hopping
J.Phys.:Conf.Series,841,012016 (2017)

"You may be inteested in":

V.Celebonovi¢:Some calculational improvements in applying the Hubbard model to nanomaterials
J.Phys.:Conf.Series,794,012008 (2017)



Selected transport, vibrational, and
mechanical properties of low-dimensional
systems under strain ©

Cite as: J. Appl. Phys. 125, 154301 (2019); https://doi.org/10.1063/1.5054120
Submitted: 29 August 2018 . Accepted: 15 March 2019 . Published Online: 16 April 2019

V. Celebonovic [, 3. Pesic (7, R. Gajic, B. Vasic, and A. Matkovic ®

COLLECTIONS

o This paper was selected as Featured

(7))
R
(7))
>
(TR
on
T O
O
| \—
50
0Q
RE- ¢

Pradny f
L 1|
v 1
G ~F
View Online Export Citation CrossMark

ARTICLES YOU MAY BE INTERESTED IN

Terahertz monolithic integrated waveguide transmission lines based on wide bandgap
semiconductor materials

Journal of Applied Physics 125, 151616 (2019); https://doi.org/10.1063/1.5083097

Inter-valley phonon-assisted Auger recombination in InGaAs/InP quantum well
Journal of Applied Physics 125, 155703 (2019); https://doi.org/10.1063/1.5085493

A perspective on topological nanophotonics: Current status and future challenges
Journal of Applied Physics 125, 120901 (2019); https://doi.org/10.1063/1.5086433

ANALYTICAL

IDEN Instruments for Advanced Science

T

Gas Analysis Surface Science Plasma Diagnostics Vacuum Analysis

5 i + dynamic measurement of reaction gas streams » UHVTPD » plasma source characterization » partial pressure measurement and control
£ info@hiden.co.uk ¥ catalysis and thermal analysis » SIMS. » etch and deposition process reaction of process gases
» molecular beam studies » end point detection inion beam etch kinetic studies » reactive sputter process control

» dissolved species probes imaging i
CLICK TO VIEW our product catalogue ’ i s paolq pr ) . » elemental i - surface mapping » analysis of neutral and radical species : :zz:: :m;szt; e moritorig

J. Appl. Phys. 125, 154301 (2019); https://doi.org/10.1063/1.5054120 125, 154301
© 2019 Author(s).



http://oasc12039.247realmedia.com/RealMedia/ads/click_lx.ads/test.int.aip.org/adtest/L16/1097019308/x01/AIP/Hiden_JAP_PDF_2019/28628-BANNER-AD-GENERAL-1640x440.jpg/4239516c6c4676687969774141667441?x
https://doi.org/10.1063/1.5054120
https://aip.scitation.org/topic/collections/featured?SeriesKey=jap
https://doi.org/10.1063/1.5054120
https://aip.scitation.org/author/Celebonovic%2C+V
http://orcid.org/0000-0003-1841-5514
https://aip.scitation.org/author/Pesic%2C+J
http://orcid.org/0000-0002-8600-7187
https://aip.scitation.org/author/Gajic%2C+R
https://aip.scitation.org/author/Vasic%2C+B
https://aip.scitation.org/author/Matkovic%2C+A
http://orcid.org/0000-0001-8072-6220
https://aip.scitation.org/topic/collections/featured?SeriesKey=jap
https://doi.org/10.1063/1.5054120
https://aip.scitation.org/action/showCitFormats?type=show&doi=10.1063/1.5054120
http://crossmark.crossref.org/dialog/?doi=10.1063%2F1.5054120&domain=aip.scitation.org&date_stamp=2019-04-16
https://aip.scitation.org/doi/10.1063/1.5083097
https://aip.scitation.org/doi/10.1063/1.5083097
https://doi.org/10.1063/1.5083097
https://aip.scitation.org/doi/10.1063/1.5085493
https://doi.org/10.1063/1.5085493
https://aip.scitation.org/doi/10.1063/1.5086433
https://doi.org/10.1063/1.5086433

Journal of
Applied Physics

ARTICLE scitation.org/journalljap

Selected transport, vibrational, and mechanical
properties of low-dimensional systems under

strain

Cite as: J. Appl. Phys. 125, 154301 (2019); doi: 10.1063/1.5054120

Submitted: 29 August 2018 - Accepted: 15 March 2019 -
Published Online: 16 April 2019

© th ®

View Online Export Citation CrossMark

V. Celebonovic,’? {2 3. Pesic,?

R. Gajic,” B. Vasic,” and A. Matkovic**®

AFFILIATIONS

TLEX Laboratory, Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
?Graphene Laboratory, Center for Solid State Physics and New Materials, Institute of Physics, University of Belgrade, Pregrevica

118, 11080 Belgrade, Serbia

*Institute of Physics, Montanuniversitat Leoben, Franz Josef Strasse 18, Leoben 8700, Austria

a\/ladan@ipb.ac.rs

ABSTRACT

The aim of the present paper is to discuss some recent results concerning the behavior of low-dimensional materials under strain. This con-
cerns the electrical conductivity calculations of 1D structures under strain, within the Hubbard model, as well as ab initio investigations of
phonon, electron-phonon, and superconducting properties of doped graphene and MgB, monolayer. Two different experimental approaches
to strain engineering in graphene have been considered regarding local strain engineering on monolayer flakes of graphene using atomic
force microscopy and dynamic plowing lithography technique as well as the effects of mechanical straining on liquid phase exfoliated

graphene and change of sheet resistance of graphene films.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5054120

1. INTRODUCTION

Strain engineering is widely used in materials science to tune
various properties of materials and eventually enhance the perfor-
mance of devices. Engineering of strain in low-dimensional materi-
als promises to revolutionize the field of nanotechnology with the
possibility of creating new artificial materials. Two-dimensional
materijals are a remarkable ground to study the influence of strain,
as they can sustain very large deformations without breaking. The
unique mechanical properties of graphene present an excellent
opportunity for research of strain-induced modifications; for
example, graphene is the strongest 2D material ever measured, with
Young’s modulus of 1'TPa and an intrinsic strength of 130 GPa.'
What is more important is its ability to sustain reversible elastic
tensile strain as large as 25%' and this allows the possibility for
strain engineering in order to modify or tune graphene properties
for specific applications. Since its discovery in 2004 with the size of
a micrometer,” graphene has attracted increased attention. It is a
truly two-dimensional (2D) plane of sp,-hybridized carbon atoms
arranged in a honeycomb lattice. The unit cell has two identical

carbon atoms giving rise to electronic linear dispersion near the
Fermi level and peculiar massless electron dynamics governed by
the Dirac-Weyl relativistic equations.™ This unique lattice of gra-
phene leads to many extraordinary properties that include excep-
tionally high charge carrier mobility,> high mechanical strength
and elasticity, optical transparency,”” and a wide variety of possi-
ble chemical modifications.”'" All of these properties make gra-
phene an ideal material to investigate not only fundamental
scientific problems in condensed matter physics, but also practically
a wide variety of applications including flexible electronics,"'™"*
optoelectronics,'™'® sensors, and transistors.'”'® The outstanding
stretchability of graphene has made it suitable for application in
flexible electronic devices as well as in superconducting electronics
based on 2D materials since the electron-phonon (e-ph) coupling
is greatly enhanced by the biaxial strain causing the change of
superconducting critical temperatures.'”™*

In this paper, we study and discuss selected transport, vibra-
tional, and mechanical properties of low-dimensional systems
under strain with the main focus on strain-induced changes on

J. Appl. Phys. 125, 154301 (2019); doi: 10.1063/1.5054120
Published under license by AIP Publishing.

125, 1543011
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conductivity. In Sec. II, we present theoretical approaches for strain
engineering in low-dimensional systems. Section II A discusses the
effects of the application of strain on conductivity studied in the
one-dimensional Hubbard model. Section II B presents the ab
initio study of the effects of the biaxial strain on doped graphene
and isostructural new material MgB, monolayer, namely, both
materials are considered superconducting,z/l’% and here it is dem-
onstrated that biaxial strain can cause softening of the phonons,
affecting the total electron-phonon interaction and resulting in a
significantly higher critical transition temperature. These two-
dimensional materials not only share a similar structure, a hexago-
nal structure with an adatom in the center of a hexagon, but also
have a similar electronic structure, and very interestingly, both are
electron-phonon mediated superconductors.””**" Engineering of
strain in those materials opens the road to new artificial structures
with the improved electron-phonon coupling and higher critical
temperatures.

Application of the strain in graphene and 2D materials is an
intensively studied topic, both theoretically and experimen-
tally; """ for example, application of the strain on graphene can
induce changes in the vibrational properties,"”*’ in the electronic
bandgaps*“** and significant changes in conductivity at both local
and macroscopic levels.""™** The type of the strain is a very impor-
tant feature, since the graphene lattice symmetry determines its
band structure. The breaking of the hexagonal symmetry will
modify the band structure of graphene,*”” causing the opening of
the bandgap and many other effects.”"”

In intercalated graphene, it is known that not all types of
intercalant atoms produce superconductivity or significantly
increase T.. In Li-intercalated graphene (Li-GIC), a strong confine-
ment for electrons along the z-axis exists and it prevents the occu-
pation of the interlayer state. In the monolayer,”*” there is a
significant reduction of a charge transfer that is beneficial for
superconductivity. The charge transfer from the interlayer state
formed by the presence of the adatom is a crucial ingredient.
Though it is necessary, the completion of the charge transfer is del-
eterious for the enhancement of the superconductivity.”*”” For
example, in the Li-GIC, a strong confinement along the z-axis
exists and it prevents the occupation of the interlayer state. When
the quantum confinement is removed as in the monolayer, it
results in the reduction of charge transfer which is beneficial for
the superconductivity. In Sec. 111, we discuss the effects of strain, as
shown above, on the most prominent example of low-dimensional
materials, graphene.

We present two different experimental approaches to strain
engineering in graphene. In Sec. III A, we discuss local strain engi-
neering on monolayer flakes of graphene produced by microme-
chanical exfoliation using atomic force microscopy (AFM) and
dynamic plowing lithography (DPL). In Sec. III B, we present the
effects of mechanical straining on the liquid phase exfoliated gra-
phene and the change of sheet resistance graphene films obtained
in that way. These two techniques are diametrically different, both
in results and in the procedure. Micromechanical exfoliation is a
clean technique where high-quality, well-defined monolayer
samples are produced using the Scotch tape method." However,
samples produced this way though very pure, ideal monolayer
without vacancies, are small in scale (maximally, hundreds of
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micrometers), making this technique excellent for state-of-the-art
nanodevices and fundamental research. Nonetheless, for applica-
tions, especially macroscopic ones, this kind of production tech-
nique is not applicable. Liquid phase exfoliation (LPE) is an
alternative where solution processing of graphite flakes breaks van
der Waals forces creating liquid graphene dispersion. Samples pro-
duced from this dispersion can be very large in scale, macroscopic;
however, they are not monolayers, but few-layer graphene flakes
overlap in between forming graphene films.””** We study how
strain can be engineered in both samples, where in the first experi-
mental section we focus more on a fine technique for the induction
of the local strain in monolayer samples, and in the second one,
where strain can be induced and engineered in a much more
simple way (since we can work with macroscopic samples), the
spotlight is on the effect of the strain quality of the film and even-
tually on sheet resistance, hence conductivity. Straining the mono-
layer graphene sample shows that a high enough local pressure
induced by an AFM tip will result in protrusion at a neighboring
point. The generated local strain introduced in this way is well con-
trolled, and it is expected to affect conductivity along protrusion.
The other presented case, the sample of which is produced in LPE,
shows the change of resistivity with the application of strain, as it is
presented that this is not the intrinsic strain of single graphene
flakes but is more of a macroscopic effect. The small flakes that the
film consists of are deposited onto the elastic substrate, and when
mechanical strain is applied, the substrate surface stretches but
individual flakes do not get strained. The total resistance of LPE
films comes from the points of the overlap between neighboring
flakes, and stretching the LPE graphene film results in effective
pulling apart of individual flakes, and thus an increase in the sheet
resistivity of the whole film (and vice versa).

Il. THEORY

A. Effects of strain on the conductivity in 1D system—
The Hubbard model study

Toward the middle of the last century, the metal to insulator
transition was one of the outstanding problems of condensed
matter physics. A general model of the metal to insulator transition
was proposed by John Hubbard, in a series of papers starting from
Ref. 29. Apart from the metal to insulator transition, the Hubbard
model has found applications in studies of transport processes in
1D and 2D correlated electron systems. These calculations have
often been performed using the memory function method. A
detailed review is available in Ref. 30, while the main results are
given in the following.

The initial point for a study of the transport properties of any
system is the knowledge of its Hamiltonian. Using the second
quantization formalism, the Hamiltonian of the 1D Hubbard
model has the following form:

N
H=—tY (100 + Cptivne) + U Y mgmy. (1)

i=1,0 1

The symbols N, t, and U denote the number of nodes in a lattice,
the mean kinetic energy of the electrons (the so-called hopping
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energy), and the interaction energy of pairs of electrons with
opposing spins on the same lattice node; ¢ stands for the electron
spin. The symbols in the parenthesis denote the creation and anni-
hilation operators.

Calculations of the electrical conductivity have been per-
formed using the memory function method.” These basic expres-
sions are

Kap =< A5 B>= i < (A0, BO) > dr. )
0
O'(a)):iw—;x 1—& 3)
4z 2(0)]"
The symbol a)f, = % denotes the square of the plasma frequency
42.49916 78.2557
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= le

and y, is the zero frequency limit of the dynamical
susceptibilityi

Expression (2) is the general definition of the linear response
of a physical quantity corresponding to operator A to the perturba-
tion by another physical quantity described by operator B. A(t)
denotes the Heisenberg representation of operator A. Inserting
A = B = [j, H], with j denoting the current operator and H the
Hamiltonian, leads to the definition of the current-current correla-
tion function. Details of the calculation of the electrical conductiv-
ity are presented in Ref. 30. The final result is

1 [@? 1 Ut\ 2
or(wy) = (%) (f) w—g — (bt)z <ﬁ) xS,

where S denotes the following function:

4

bt 4.53316 24.6448

:(1 +exp[f(—u— 20)])? + (14 exp[B(—p+2t)cos (1 +m)])? +wo +bt |(1+exp[B(—u— 2t])2 + (14 exp[B(—p+2t)cos (1 +m)?]°

The symbol pdenotes the chemical potential of the electron gas on
a 1D lattice, given by the following (Ref. 30 and references therein):

_ (Bt)°(ns — 1)|¢|
1.1029 + 0.1694(8t)* + 0.0654(8t)*

u (6)

The practical calculation of the conductivity: Inserting values of
material parameters into Eqgs. (4)-(6) leads to the electrical conduc-
tivity expressed as a function of these parameters. Some examples
of such calculations have been discussed in Refs. 32-35 and refer-
ences therein.

As this paper focuses on nanomaterials under strain, this section
considers the problem of treating the material under strain within the
Hubbard model. This problem is not only of academic, but also of
practical, interest. There already exist examples of stretchable electron-
ics (some examples are given in Refs. 31 and 33). By changing an
initial material length from Iy to I, the strain is defined as

I—1

L (7)

If a material is subdued to nonzero strain, the overlap between wave
functions of electronic wave functions in adjacent atoms changes,
leading to changes in the hopping energy and all material parameters
which contain the lattice constant. The dependence of the hopping
on the interatomic distance is represented by’

1
=ty X {l—l—r—o—grz}exp[—r], (8

where the distance is expressed in Bohr radii.

)

All expressions used in the calculations discussed in this
section are analytically tractable but too long to be explicitly stated
here. Therefore, only a few resulting graphs are presented (Fig. 1).

Figure 1 shows the electrical conductivity of a 1D Hubbard
model expressed as a function of the strain to which it is
exposed. The data are normalized to 1 at n=1.25,¢=0.01,
T =116, =0.
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FIG. 1. Normalized conductivity of 1D HM as a function of strain.
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FIG. 2. Normalized conductivity for T=150K and T =250 K.

Figure 2 taken from Ref. 31 shows the behavior of the conduc-
tivity for two values of the temperature T. It could be objected here
that extending the value of the strain up to £ =3 in Fig. 2 is
unphysical, as no real material can withstand such a large value of
strain. Indeed, this should be understood just as a mathematical
extension. The values of various constants needed for the calcula-
tion leading to Fig. 2 are given in Ref. 31.

Figure 3 shows the normalized conductivity for a fixed value
of the strain, £ = 0.05 and the band filling factor, n = 0.9. The
conductivity is normalized to 1 at T=116 K, n=1.25.

Note that there is a big difference in the behavior of curves
presented in Figs. 2 and 3. The curve in Fig. 3 changes sign at a
certain point (at T = 100 — 110K).
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FIG. 3. Normalized conductivity for strain 0.05.
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This result has considerable theoretical importance. Namely,
practical attempts in applications of stretchable and flexible elec-
tronics may require such changes of material characteristics for
different sets of material parameters. Therefore, results presented
here, and some more which are forthcoming, can contribute to the
development of various applications.

B. Strain effects on vibrational properties in 2D
structures—Ab initio calculations

In this section, we study the effect of strain on vibrational
properties and electron-phonon coupling in two-dimensional mate-
rials. The low-dimensional materials are characterized by strong
covalent in-plane bonds and weak interlayer van der Waals interac-
tions which give them a layered structure. An application of
homogenous strain in bulk materials would be practically impossi-
ble outside of the theoretical discussion, and in low-dimensional
material, it is rather simple.

Based on this concept, we present computational study within
the density functional theory framework of the effects of the (equi)
biaxial strain on the two isostructural two-dimensional materials,
Li-intercalated graphene and magnesium-diboride monolayer. We
used Quantum Espresso software package’ with both local-density
approximation (LDA) and generalized gradient approximation (GGA)
Perdew-Burke-Ernzerhof (PBE) functionals and vibrational properties
and the electron-phonon interaction is calculated using density func-
tional perturbation theory implemented in this software package.

Here, it is shown that tensile biaxial strain causes softening of
the phonons, affecting the total electron-phonon interaction and
resulting in significantly a higher critical temperature. In particular,
in Li-doped graphene, the in-plane phonons will be dramatically
softened, whereas the out-of-plane ones will be less affected.” By
application of strain, we achieve the increase of the density of states
at the Fermi level and softening of the modes.”*”> Without drasti-
cally modifying the structure, this results in great effects on the
electron-phonon coupling constant.”>”® In principle, both these
effects can be achieved rather easily in low-dimensional systems.

In order to strain the LiCs-mono and increase the lattice cons-
tant, the in-plane distance between C atoms is increased leaving the
hexagonal symmetry unaffected. The Li adatom is placed above the
H site in graphene (the center of a hexagon). The modification of
the lattice constant does not interfere with the Li adatom position
which remains fixed in the center of the hexagon, leaving the sym-
metry unbroken. Due to the expansion of the carbon atom dis-
tances and the invariance of the hexagonal symmetry the Li
adatom shifts only along the z-axis. The change in the distance
between the carbon plane and the Li adatom is presented in
Table I. The obtained results are in agreement with other similar
studies and experimental results.”***>*

The effects of several values of the strain, which increase the
lattice constant by 3%, 5%, 7%, and 10%, are studied. Larger strains
are not applied due to the instabilities that occur after the attempt
of geometrical optimization and relaxation.”” The distance between
the Li adatom and graphene decreases with the strain, as the Li
adatom moves down deeper toward graphene. When the strain is
applied, the distance between neighboring C atoms increases and
the graphene pi bonds repulse the Li adatom less, which then
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TABLE I. Changes of bond lengths in Li-doped graphene with application on tensile
equibiaxial strain.

Strain Distance between Li adatom  Carbon-carbon bond
% and carbon layer (A) length (A)
0 1.80 1.42
3 1.69 1.46
5 1.64 1.49
1.61 1.52
10 1.54 1.57

moves down along the z-axis. The small shift of the Fermi level is
observed with the strain.

In the phonon dispersion spectrum of doped graphene,
the three regions can be distinguished: the adatom-related modes
are associated with low-energy regions (0-400 cm™"), where 300~
400 cm™" are Li modes mixed with the out-of-plane carbon modes
(C,), the midregion(400-900 cm™!) can be associated with C,
modes and the high-energy region with carbon-carbon stretching
modes.'

The main contributions to lambda come from the low-energy
lithium modes and the carbon vibrations along the z-axis, with an
additional contribution from the C-C stretching modes (in agree-
ment with Refs. 24 and 35). When strain is applied, significant soft-
ening of phonons occurs, as shown in Fig. 4. In green color, phonon
dispersion is depicted for the 3% strained LiCs-mono and in red for
10%. The softening of the high-energy C-C stretching modes is
strongly present with a larger strain. In addition, the consequent
increase of the phonon DOS in the low-energy region occurs as well.
Although the low-energy modes slightly move upwards in energy,
the main effect on the electron-phonon coupling is the softening of
graphene high-energy C-C stretching modes.

At the same time, with stretching of C-C bonds, another
structural change occurs. For the small strain, the Li adatom drops

0 and 3% strain
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down toward the center of a hexagon and its orbitals overlap more
with the carbon n orbitals. That causes an increase in charge trans-
fer and emptying of the interlayer band, which reduces A. When
more strain is applied, the carbon bonds are elongated and the ©
orbitals move away, both from each other and the center of the
hexagon. The orbital overlap is reduced, and after the certain criti-
cal value, A increases, following the strain. Figure 5 presents the
effects of the different strain on electronic localization function
(ELF).

The significant changes for the large strain are presented,
depicting the above-described effects. For ELF at 10% of the strain,
the electron localization region is greatly lowered as graphene and
adatom separate one from another and as a C-C bond are elon-
gated. The critical temperature is enhanced with straining of struc-
ture, up to T. =29 K where the electron-phonon coupling constant
is 0.73.”" It is important to stress that this increase in T, achieved
by the described mechanism, can be experimentally realized. A
pristine graphene is experimentally confirmed to be elastically
stretchable up to 25%' making here considered strains feasible.

Following structural and electronic similarity we explored the
effect of the biaxial strain on the MgB, monolayer.”” As in gra-
phene the application of the biaxial strain leaves the symmetry of
the system unchanged, yet a tensile (compressive) strain moves
boron atoms further (closer) from (to) each other in the same
proximity, allowing the Mg atom to move along the z-axis. This
causes a change in the charge transfer from the magnesium atoms
to the boron plane increasing (decreasing) DOS on the Fermi level.
The other effects concern the softening (hardening) of modes of
the boron atoms due to an elongation (compression) of the B-B
bonds.

We compare phonon dispersion for nonstained MgB,-mono
with compressively and tensely strained ones (Fig. 6). Significant
softening (hardening) of high-energy modes is present with elonga-
tion (compression) of bonds between boron atoms, following
the general trend for phonons, as distances between atoms increase,
the interatomic bonds become less stiff, resulting in a decrease

0 and 10% strain
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FIG. 4. Phonon dispersion for the LiCs-mono; black lines are for the nonstrained LiCs-mono, and green and red for the 3% and 10% tensile biaxial strain, respectively.
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FIG. 5. ELF (electron localization function) for the LiCe-mono without (a) and with strain [5% (b) and 10% (c)] (first image in pair ELF on the xy direction, second, ELF on

the xz direction).

of phonon frequencies (and vice versa). In electron-phonon
coupling strongest contribution to coupling comes from E, optical
mode.””**

In Fig. 6, a significant shift of E, mode is visible, it changes
frequency for almost 100cm™ with the application of strain.
However straining of structure results same as in graphene, not
only in a variation of B-B bonds occurs but as well position of Mg
adatom above the center of boron hexagon changes. As the distance
between B atoms increases (i.e., for tensile strain) Coulomb repul-
sion is reduced allowing Mg atom to sink deeper towards the
center of the hexagon. For compression opposite situation occurs.
The repulsion is stronger and the Mg atom gets more remote. This
has an effect on charge transfer from Mg to B layer.

To investigate this we study electron localization function
(ELF). It is noticeable that straining not only affects ELF in the B
layer but as well on the Mg layer. For both compressive and tensile
strain in the Mg layer, ELF becomes denser than in the non-
strained case. Due to the closing of B atoms in hexagon ELF
increases B plane increases for compression (and vice versa)
(Fig. 7). As in LiCs mono application of the biaxial strain dramati-
cally increases critical temperature, more than 30 K.”>*°

o (cm™)

K M

FIG. 6. Comparison of phonon dispersion for nonstrained MgB, (violet) and
compressively (green) and tensely (red) strained (for 3% each).

The question of the reduction of dimensionality of supercon-
ducting materials to its limit, a truly atomic-scale 2D system and
the consequence of this®’ = are highly relevant not only to funda-
mental science but to nanotechnology and it will be crucial for the
production of superconducting devices in future. Engineering of
strain in such systems could lead to significant improvements in
their superconducting properties and pave the way toward new
applications.

lll. EXPERIMENT

A. Local strain engineering of graphene by atomic
force microscopy

A typical way to introduce a local strain into graphene is its
transfer on a prepatterned substrate, containing, for example, arrays
of nanopillars.”” Atomic force microscopy (AFM) based lithogra-
phy offers additional possibilities for graphene reshaping and pat-
terning at the nanoscale. The typical curvature radius of AFM tips
is around 5-10 nm making them appropriate for the fabrication of
various graphene nanostructures, based on either AFM scratching”
or AFM based local anodic oxidation.®*~°® In a similar way, a local
strain can be introduced into the graphene lattice by applying a
local pressure from AFM tips without graphene tearing.””*®

Our approach to generating a local strain in graphene is based
on the AFM dynamic plowing lithography (DPL),** employing the
so-called tapping AFM mode. In this mode, the AFM cantilever
oscillates above a sample during scanning. The amplitude of the
cantilever oscillations, represented by the amplitude set-point, is
kept constant during scanning in the tapping mode. In order to
hold constant the interaction between the AFM tip and the sample,
the AFM scanner together with the sample moves up and down, in
the z-direction according to the sample topography. Then, the
scanner movement in the z-direction is proportional to the sample
topography. On the other hand, during DPL, it is necessary to
increase the mechanical interaction between the AFM tip and the
considered sample in order to induce local changes in morphology.
For this purpose, in order to increase a tip-sample interaction
needed for graphene deformation, the free oscillation amplitude of
the employed AFM cantilevers is first increased by around 10
times. The tip-sample interaction, controlled by the amplitude set-
point in the tapping AFM mode, is then additionaly increased by
decreasing the set-point by 10-100 times compared to ordinary

J. Appl. Phys. 125, 154301 (2019); doi: 10.1063/1.5054120
Published under license by AIP Publishing.

125, 154301-6


https://aip.scitation.org/journal/jap

Journal of
Applied Physics

ARTICLE scitation.org/journalljap

FIG. 7. Electron localization function (ELF) for MgB,-mono nonstrained and compressively (left) and tensely (right) strained. Top: 3D projection of ELF with focus on the

Mg layer. Bottom: ELF projection on the B layer.

AFM imaging. Benefits of using DPL instead of more traditional
AFM scratching lithography stem from the fact that the AFM canti-
lever is vibrating and not in continuous contact with a sample
surface, as in the case of the static plowing (AFM based scratching
lithography) employed using the AFM contact mode. As a result,
the lateral and friction forces between the AFM tip and the sample
surface are minimized, so there is no undesirable dragging,
pushing, and pulling of graphene sheet during DPL. At the same
time, the AFM cantilever during DPL is free from a torsion caused
by lateral forces, which facilitates the fabrication of nanostructures
with well-defined edges. AFM imaging and DPL were done using
the NTEGRA Prima measuring system, manufactured by NT-MDT
(www.ntmdt-si.com). Since the lithography is based on the
mechanical tip-sample interaction, we used robust and wear resis-
tive diamond coated DCP20 probes from NT-MDT.

The selected nanostructures fabricated by DPL of graphene
are presented in Fig. 8. All graphene samples were made by the
standard mechanical exfoliation onto the Si/SiO, substrate. The
local strain in graphene can be generated along straight and curved
trenches as depicted in Figs. 8(a) and 8(b), respectively, whereas
more complex structures can be made by overlapping basic pat-
terns, as presented in Fig. 8(c). DPL can be also used for the fabri-
cation of point-like deformations of graphene, as shown in Fig. 8(d).
These deformations were made by local amplitude-distance curves in
the tapping mode, with an increased free oscillation amplitude of the
employed AFM cantilever and with decreased set-point in order to
increase the tip-sample interaction. During the measurement of the
amplitude-distance curves, there is no lateral movement and scan-
ning, just a vertical movement of the AFM scanner holding a
sample, which finally gives point-like local strain in graphene.

Common for all fabricated nanostructures is a smooth surface
without bumps, protrusions, or cuts, implying that the graphene
together with the underlying silicon-dioxide substrate is just locally
deformed and strained. The only exception is presented in Fig. 8(c)
where a small bump appeared parallel and next to the graphene
trench. This example shows that for a high enough local pressure,

500 nm

200 nm

FIG. 8. Local strain in graphene nanostructures generated by DPL: (a) straight
(z-height 3 nm) and (b) curved trenches (z-height 7 nm), (c) a more complicated
pattern obtained by crossing straight trenches (z-height is 11 nm), and (d) point-
like local deformation made by DPL during the measurement of amplitude-
distance curves in the tapping AFM mode (z-height is 3.5 nm).
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the sample compression at one point inevitably results in a
protrusion at an adjacent point.

The local strain generated in graphene sheet in percent can be
estimated according to the formula (L — Ly)/Ly x 100%, where L,
and L are the lengths of graphene segments before and after the
deformation by DPL, respectively. Therefore, Ly and L can be then
considered as the graphene trench width and perimeter, respec-
tively, and the values of which can be approximately calculated
from measured AFM topographic images (the perimeter can be cal-
culated from the measured trench width and perimeter). For the
typical trench widths and depths of around 50-100 nm and several
nanometers, respectively, the generated local strain in graphene is
in the order of 0.1%. The trench width is dominantly determined
by the AFM probe width. In the considered case, since we
employed DCP20 probes with a rather large tip radius curvature of
50-70 nm, probably it would not be possible to make narrower
trenches. Produced trenches in graphene could be an excellent plat-
form in order to study local changes in graphene conductivity
due to strain.””**

B. Axial strain in liquid phase exfoliated graphene
films

Many potential applications of graphene and other 2D materi-
als””**”" rely on continuous films, either polycrystalline or single
crystals. Chemical vapor deposition (CVD) techniques are com-
monly the fabrication methods of choice when large area graphene
is considered.”'””* However, CVD based films require a transfer
from a catalyst on which these are grown onto a targeted substrate
for their application. Usually, this step introduces many undesired
features in the films, such as cracks, wrinkles, and transfer residues,
and hinders intrinsic properties of graphene.”*”

A low-cost alternative to large area CVD graphene films is
based on solution processing of either graphene oxide or graphite
flakes.”™”*~*" In particular, LPE using solvers that do not covalently
bond with graphene sheets can result with graphene-based films
that are very promising for many applications—as strain gauges—
where coatings are needed on an industrial scale.”’ Since these
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coatings are made out of many overlapping small (100 nm-10 ym)
single-crystal sheets of graphene or multilayer graphene, their
response to strain is rather different from the case of continuous
films. Understanding the strain mechanisms in these complex
nanoscaled systems is crucial for their future applications. In this
section, we demonstrate how axial strain of the flexible support
affects the electrical properties of LPE graphene films, and similar
mechanisms are to be expected for the coatings and films of other
2D materials, fabricated via solution processes.

LPE graphene films were prepared following the route
described in Ref. 28. 500 um mesh high purity and high crystallin-
ity graphite powder was dispersed in N-methylpyrrolidone (15-20
mg/ml), sonicated in a low-power ultrasonic bath for 14h, and
finally centrifuged at 300 rpm. The top part of the resulting solu-
tion (with 0.3-0.4 mg/ml graphene concentration) was drop casted
on the water surface, and the film formed on a water-air interface
was transferred to substrates by the Langmuir-Blodgett technique.
Figure 9(a) shows an AFM topography of the film’s edge deposited
on a SiO,/Si substrate. The film thickness was estimated from the
AFM cross-sections [as presented in Fig. 9(b)]), giving (4.0 £ 1.5)
nm thick films (including also batch-to-batch variations). Typical
Raman spectra of the deposited LPE graphene films on a SiO,/Si
substrate are presented in Fig. 9(c), for comparison also showing
the spectra obtained from the starting graphite powder (measured
within a single graphite flake). Raman spectra were obtained using
a TriVista 557S&I GmbH spectrometer (A=532nm) under
ambient conditions. Intensity ratios of Raman active modes can be
used to estimate the quality of the film and to point out the types
of defects.””™ For the samples used in this study, the I(D)/I(G)
ratio was found to be (0.6 £ 0.1). In particular, the I(D)/I(D’) ratio
of (2.8 £ 0.4) was observed, indicating that mainly it is the edges of
the flakes that contribute to D mode intensity observed in the
spectra.”

In order to examine the influence of the uniaxial strain on the
electrical conductivity of these LPE graphenes—in the same
manner as described above—the films were deposited onto flexible
polyethylene terephthalate (PET) foils. Figure 10 gives an example
of how LPE graphene films commonly respond to axial strain.

(a) (®) 10+
é LPE graphene film
— ] >
N 3 AR AL A AL L S FIG. 9. 50 x50 um? (z scale 10 nm)
o 1302/Si substrate g of a LPE graphene film edge, depos-
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FIG. 10. (a) Scheme of the setup used for stretching of LPE graphene films. (b) Typical surface morphology of the films (5% 5 umz, z scale 40 nm). (c) and (d)
Normalized Raman spectra of graphene’s G mode without strain, and with 3% of axial strain, respectively. (e) Sheet resistance as a function of alternating axial strain
between 0.2% and 4.3%, showing five subsequent bending cycles. (f) Relative sheet resistance (with respect to nominal values) as a function of axial strain, averaged

over several LPE films used in this study.

The film was exposed to uniaxial stretching through bending of the
PET support, as schematically presented in Fig. 9(a). For this
purpose, a micrometer screw was used and controlled by an inte-
grated step motor with the precision down to 10 um, thus allowing
a precise control over the distance between the two fixed points of
the PET support. Axial strain that the LPE graphene film exhibits
in such a case depends on the bending curvature of the PET
support (expressed through geometrical parameters x, 1, and d) and
the thickness of PET (200 +20) um. The structure of the film
was investigated using atomic force microscopy [Fig. 9(b)],
showing how many small flakes overlap into a continuously con-
ducting film.

A clear fingerprint of stretching the hexagonal lattice of gra-
phene can be obtained from Raman spectroscopy.”” " However, in
the presented case when many small flakes are deposited onto the
PET substrate, the substrate surface stretches but individual flakes
are not strained. This can be clearly seen from the lack of both the
shift and broadening of graphene’s characteristic Raman active
mode at ~1580 cm™" (G mode).*””*” By measuring Raman spectra
of graphene on PET, while bending the support, effective axial
strain was introduced up to ~3%. Higher values of axial strain
during Raman spectroscopy measurements were not possible to
reach with a particular setup used in this study. Figures 10(c)
and 10(d) show examples of the G mode without and upon 3% of
axial strain. The presented spectra have been renormalized, and the
spectra of clean PET have been deduced. The G mode was fitted by
a single Lorentzian function [solid lines in Figs. 10(c) and 10(d)].
No significant shift (above local variations on the sample) or any

trend of either the mode frequency, intensity, or width was detected
within the applied stretching range.

Although individual flakes were not exposed to axial strain in
the bending experiments, sheet resistivity of the entire film exhibits
a strong dependence on axial strain. Since the main contribution to
the total resistance of LPE films comes from the points of overlap
between neighboring flakes,”® stretching the LPE graphene film
results in effective pulling apart of individual flakes, and thus an
increase in the sheet resistivity of the whole film. Figure 10(e) pre-
sents five repeated cycles of stretching and relaxing of the LPE gra-
phene film on PET.

Maximal axial strain applied to the films in the case presented
in Fig. 10(e) was estimated to be ~4.3%. Figure 10(f) shows the
dependence of relative sheet resistance increase (with respect to the
unstrained value) of the LPE graphene film as a function of axial
strain (€). The data were obtained by measuring in a two-point
probe configuration by considering several films, with the length of
the films varying between 10 mm and 20 mm. The width of the
films was fixed to 10 mm. Contact resistance was determined by
varying the length of the films and found to be negligible, com-
monly being over two orders of magnitude smaller than the resis-
tance of LPE graphene films. A strong increase of sheet resistivity
was observed upon stretching of the films, increasing linearly by
~10% for 1% of axial strain. These values are much larger than in
the case of CVD graphene,'' as expected, since the mechanism
behind the change in sheet resistance is fundamentally different.
Such a large change of resistance upon bending, with the opportu-
nity to further optimize the fabrication, opens up many possibilities
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to use LPE graphene films in sensing applications such as strain
. 8
gauges, pressure sensors, e-skin, and touch screens.™

IV. CONCLUSION

As we have outlined, strain engineering has an unprecedented
ability to manipulate the plethora of properties of low-dimensional
materials. Design of new materials with desired features, engineered
through the introduction of mechanical deformations, could lead
to the production of novel devices and the low-dimensional materi-
als offering a great possibility for manipulation and engineering,
especially with techniques that are not available in bulk materials.
As demonstrated in this paper, conductivity can be strongly
modified with strain. We have shown how electrical conductivity
can be tuned with the application of strain in one-dimensional
systems. For two-dimensional materials, we demonstrated a signifi-
cant effect of the biaxial strain on phonons and its drastic modifica-
tion of superconducting coupling in doped graphene and
isostructural MgB,-monolayer. We showed that critical temperature
of the superconducting state can be enhanced up to several times
by the application of strain in order to modify the electron-phonon
coupling. All proposed strains are within experimental reach;
however, they are beyond the scope of techniques used in this
research.

To further understand the effects of strain on realistic 2D
materials, we experimentally study an introduction of strain on gra-
phene samples. On two essentially different types of samples, we
demonstrate strain effects, both locally and macroscopically. This
concerns a possible strain engineering of monolayer graphene by
atomic force microscopy and the influence of an axial strain in
liquid phase exfoliated graphene films. Manipulation of properties
of these different nanomaterials in a controllable fashion through
strain engineering has been proven achievable and potentially
useful for the design of next generation devices. We showed that
AFM produced trenches in graphene could be an excellent platform
in order to study local changes in graphene conductivity due to
strain. Results of such a study could be related to our theoretical
prediction on the effects of strain on conductivity in the 1D-like
system. This opens the path for further research on this topic.
Application of strain of LPE films has a significant effect on their
predicted applications. The sheet resistivity in the entire LPE gra-
phene film exhibits a strong dependence on axial strain. Stretching
results in effective pulling apart of individual flakes, and thus an
increase in the sheet resistivity of the whole film. This could have a
significant impact on their use as flexible electrodes; however, it
will open the possibility for a new set of applications such as pres-
sure sensors and strain gauges.

All these results together indicate the effects of the application
of strain; tensile and compressive and uniaxial and biaxial strains
have significant effects on conductivity and have to be carefully
considered depending on the application or concept that we are
researching for.
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Abstract

The aim of this chapter is to present a self-contained introduction to the
Hubbard model (HM) and results of its applications in modeling some materi-
als. The chapter has four sections. The first part is devoted to the basics of the
HM. The Hamiltonian of the model is introduced, and its structure and limits
are explained. The method used for the calculation of the conductivity is intro-
duced. The second part contains results concerning the calculation of the elec-
trical conductivity. Expressions for the electrical conductivity of 1D systems
previously derived by the author will be extended. The possibility of broadening
the applicability of these results to 2D materials will be tested for rectangular 2D
lattices. Starting from standard optics and the expressions for the conductivity,
it becomes possible to calculate the reflectivity. Within the HM, it is dependent
on various experimentally measurable parameters, and for some values of these
parameters, it approaches zero. Physical implications of the reflectivity of a 2D
material approaching zero will be discussed. At the end, some ideas for future
work are briefly mentioned.

Keywords: Modeling materials, Hubbard model, memory function method,
electrical conductivity, reflectivity

4.1 Introduction

The fact that some materials are metals and some are not is known to
mankind for thousands of years. A logical consequence of this fact was
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to hypothesize that there must exist “some way” in which insulators and
metals can somehow undergo mutual transformations. At the end of the
nineteenth century, in 1897, the electron was discovered [1]. It was thought
at the time that metals contained electrons, which were free to move and
conduct electricity, while in insulators the electrons were “motionless” for
some reason.

A partially correct explanation was obtained in the early days of quan-
tum mechanics, when the Schrédinger equation was applied to a periodic
structure, and the existence of zones of allowed energies was discovered. It
then emerged that if the first zone is completely filled and the second one
is empty, the system will be insulating. For an account of early work on the
metal to insulator transition (M - I transition for short), see, for example,
[2]. A modern account is available in [3].

However, the first general model of the M > I transition is due to John
Hubbard [4]. The ideas that he started developing in [4] form the basis of
what is now called the Hubbard model (HM). Although it was proposed
a little more than 50 years ago, the HM is still very attractive with a broad
range of applications [5]. This is well illustrated by the number of papers
using it in work on various problems. Just as an example, a search at the
time of this writing (end of October 2015) at http://prola.aps.org/ with
the keywords “Hubbard model” gave 260 titles of papers containing these
words published in American Physics Society journals within the last year.
A search at http://www.google.com gave a huge number of approximately
16 million hits with the same keywords.

The aim of this chapter is to present a self-contained introduction to
the HM. With such a huge literature on the subject existing and readily
accessible, it would be impossibly ambitious to cover all aspects of the
model in a relatively limited number of pages. Therefore, this chapter will
present the basics of the model and its limits, the method for the cal-
culation of the electrical conductivity and reflectivity starting from the
Hamiltonian, and the applicability of these calculations to modelization
of 2D materials.

4.2 'The Hubbard Model

4.2.1 The Hubbard Model in 1D

Qualitatively speaking, the HM 1is seemingly very simple. It takes into
account some well-known facts: that a solid has a lattice structure; that
electrons can circulate within the lattice; and that in each node of the
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lattice, there are two electrons with opposing spins, which mutually inter-
act. According to basic principles of statistical physics, the behavior of any
physical system is specified by its Hamiltonian. The Hamiltonian of the
HM has a seemingly very simple form:

H=H +H, (4.1)

The first term denoted by H| is called the “kinetic energy term”, while
H, is the interaction term. Complications start to appear when attempting
to write this Hamiltonian explicitly, and even more if one tries to solve
the HM for spatial dimensionality of the system greater than one. When
interest in correlated electron systems arose, near the middle of the last
century, the prevailing opinion was that 2D materials were thermodynami-
cally unstable and accordingly could not exist. This was the result of work
of some of the greatest theoretical physicists of the time like Landau and
Peirels (quoted in [6]).

Their work was somewhat later extended by Mermin [7], and the results
were taken for granted for decades. Then, to the amazement of the con-
densed matter community, graphene was discovered as a 2D allotrope of
carbon in 2004. During the time elapsed since the discovery of graphene,
the situation has so completely changed that now the science and technol-
ogy roadmap for graphene is a publication of more than 200 pages [8].

In one spatial dimension (1D for short), and within the formalism of
second quantization, the Hamiltonian of the HM has the following form:

N
+ +
H=-t Z (Ci+1,acz’,a + Ci,aci+1,a) + Uz nan (4.2)
I

i=l,0

The symbols N, ¢, and U denote, respectively, the number of nodes of a
lattice, the mean kinetic energy of the electrons (also called the hopping
energy), and the interaction energy of two electrons with opposing spins
on the same node of the lattice, and o is the electron spin. The symbols in
parenthesis denote the creation and annihilation operators. Apart from ¢
and U, the third important parameter of the HM is the band filling n. The
band filling is defined as the ratio of the number of electrons in the band
and the number of lattice sites. For example, the symbol ¢, denotes the
operator that creates an electron of spin o at lattice site i.

The obvious question is can Eq. (4.1) be solved, and what physical
knowledge can be gained from it. From the purely physical point of view,
t and U can have arbitrary values. However, there exist two limiting cases
in which solving Eq. (4.1) is not very complicated; these are the so-called
atomic and band limits.
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The atomic limit corresponds to the t = 0, U # 0 case. This means that
electrons do not move, which further implies that there is no transport of
electricity. In practical terms, the atomic limit of the HM is not interesting
from the point of view of the transport properties, and therefore will not
be discussed.

The band limit corresponds to U = 0, t # 0; that is, electrons move
through the lattice, but there is no interaction of electrons on a given lat-
tice node. The system in this case has some finite electrical conductivity.
The Hamiltonian contains only the kinetic term:

= _tZ( H—l a i,o + Cz ch+1 0’) (4-3)

Fourier transforming the operators in Eq. (4.3) by relations of the form

ik,ls +

\/— Z (4.4)

where s is the lattice constant, after some algebra, one gets that the elec-
tron energy is given by

e(k) =-2t cos ks (4.5)

Solving the Hamiltonian of the HM in a general case, would mean find-
ing the ground-state energy, wave function, and chemical potential for
arbitrary values of U and ¢.

The limits discussed above could be called “the extremes”. In any real
material, both t and U will have non-zero values, and the obvious question
is how does one solve the HM in such a case.

A general solution of the HM in 1D was published in [9], where the
ground-state energy, wave function, and the chemical potential were
obtained. The system considered in [9] is a short-range one-band model, in
which electrons hop between the sites and interact with a repulsive interac-
tion energy when they the same lattice site. Two problems were especially
interesting: the existence (or non-existence) of a Mott transition between
the conducting and insulating states, with the increase in the strength of
the interaction, and the magnetic nature of the ground state.

The crystal studied in [9] contains N_lattice sites and N electrons. The
dimensionality of the system is arbitrary at the beginning of the paper,
and the Hamiltonian is given by Eq. (4.2). Paper [9] is too short, and the
calculations in it are too complex to reproduce them here. Assuming that
an equal number of spins point in the up and down direction, one gets that
the ground-state energy of the system considered is given by
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E=-4N T Jo (@)],()de

0 w|:1+exp(;a)U):| e

where ] and ], are Bessel functions and U is the interaction energy of
two electrons with opposite spins on the same lattice node.

The electrical transport properties are investigated in [9] by calculating
the chemical potentials, which are there defined as

4, = E(M+1,M;U)—E(M,M;U)

4 =E(M,M;U)—-E(M~-1,M;U) 47

where M denotes the number of spin-down electrons. If these two chem-
ical potentials are equal, the system is a conductor. If 4> u , the system
is an insulator [9]. It has been shown in [9] that in the case of a half-filled
band the ground state is insulating for any nonzero U and conducting for
U = 0. The chemical potential tends to zero for vanishing values of U. This
implies that there is no Mott transition for nonzero U. The paper of Lieb
and Wu is short but mathematically difficult. Due to limited space, many
details were not explained in sufficient detail. The authors realized it and
some time ago prepared a sequel [10].

4.2.2 The Hubbard Model in 2D

What about the HM in 2D? As can be expected, the situation is more com-
plex than in the 1D case. The Hamiltonian of the 2D HM is clearly more
complicated.

It has the following form

H=-3 St 1 % DM a0, wy

i,j o z]klacf

Lattice sites are denoted by Latin indices, o is the spin index, symbols
of the form c - denote second quantization operators creating an electron
with spin o at a lattice site 7. The hopping energy is denoted by #,, and v is
the coulomb interaction.

In the case of the HM in 2D, solutions “in the spirit” of [9] do not exist,
so work has to be performed numerically. The best-known method for such
studies is the so-called density matrix renormalization group (DMRG).
In short, DMRG is a numerical method designed to give the low-energy
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physics of quantum many body systems. It was invented by S.R. White
[11, 12] and has continued to develop ever since.

A serious problem encountered in quantum many-body systems is the
fact that the size of the Hilbert space in any given problem grows with the
number of degrees of freedom of the system. Just as an example, a chain of
length L of particles of spin 1/2 in 1D has 2" degrees of freedom, which can
easily become an impressive number. DMRG is a numerical method devised
with the idea of reducing the number of degrees of freedom of the system to
those, which are most important for the ground state of the system.

The method divides the system under consideration in two blocks,
which can be of inequal sizes and two sites in between the blocks. A set of
representative states is chosen for each block at the start of the procedure.
The two blocks and the two sites between them form a “superblock”. Using
the representative states of the blocks, the ground state of the superblock
can be found. A certain number of iterations will be needed in order to
obtain precise results.

The ground state of the superblock is then projected on the subspaces for
each block, and they are accordingly improved. The calculation advances
in “sweeps”. In the calculations, the size of the blocks increases. A sweep is
the number of steps needed for the blocks to become of equal sizes.

Since the appearance of the two founding papers by White, DMRG has
hugely developed. Thee exist many excellent reviews, examples of which
are [13-15]. Reference [15] is especially interesting, as it is devoted to the
use of DMRG in modeling 2D materials. The software needed for the cal-
culations is open source and can be freely downloaded. One of the web
sites is http://alps.comp-phys.org/. Another excellent source of informa-
tion on DMRG is at the University of Hannover: http://www.itp.uni-han-
nover.de/~jeckelm/dmrg/.

The present author has done a certain amount of work in studies of the
HM in 1D. The electrical conductivity of the HM in 1D was calculated and
applied to modeling of 1D materials. Attempts of extending the applicabil-
ity of these results to certain types of 2D lattices were also made. Broadly
speaking, the remainder of this chapter is devoted to a review and possible
extensions of these results.

The starting question in such work is the choice of the method of cal-
culation of the conductivity. Two possibilities were obvious: the formalism
developed by Kubo [16] and the memory function method (MFM) [17].

Paper [16] was prepared with the aim of developing a theory of the
calculation of transport coeflicients, and, in general terms, admittance of
the system when it is exposed to external forces. It ranks among the best-
known papers of modern statistical physics.
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The proclaimed aim of the paper has been fulfilled by setting up a
kinetic equation for the particle distribution function, and then solving it.
Such an approach is in line with the general principles of statistical physics.
Pursuing this reasoning, details of which can be found in [16], one gets the
following expression for the components of the conductivity tensor:

7= de,z< T, (=i A)] (1)) (4.9)
00
which can also be expressed as

7= nm%% o)+ j 0 (H)edt (4.10)

where
@, (t)=—iTr,0|:]v,]ﬂ(t):| (4.11)

and

Ju= §eixw (4.12)

is the total electrical current.

From the purely theoretical point of view, these equations give the result
for the electrical conductivity. However, they are inapplicable to any practi-
cal calculation pertaining to any real material. The reason is purely mathe-
matical. In order to calculate the commutators in Eq. (4.11), one needs the
expression for the total current, which in turn requires the knowledge of
the speeds of the conducting particles, and these are in practice not known.
Therefore, although the Kubo formulae are an important result in statisti-
cal mechanics, they are not practically applicable and will not be used in
this chapter.

The calculations that are discussed in the following have been performed
using the so-called MFM. The MEM is a result of the continuation of the
work of Kubo published by several authors. Broadly speaking, the aim of
the MFM is to express the response functions in terms of a holomorphic
memory function [17, 18]. A practical application of this development, in
view of calculations in material science, is available in [19].

The main equations for the calculation of the electrical conductivity
within the MFM are


Exeter
Rectangle
Please confirm whether both the symbols  should be same.
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Rectangle
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Aag = <<A;B>> - _iJeiZt <[A(t)’B(O)]> dt (4.13)

and

o) 122 (1

47z ;((0)

In these two equations, a)lz, = 47mee2 / m, is the square of the plasma
frequency; the symbols n, e, and m, denote the electron number density,
charge, and mass, respectively; x, = n/m_is the zero frequency limit of the
dynamical susceptibility.

Equation (4.13) is a general definition of the linear response of a physi-
cal quantity corresponding to operator A, to the perturbation by another
physical quantity described by operator B. The susceptibility is an analytic
function for all non-real frequencies z [19]. The Heisenberg representation
of the operator A is denoted by A(t). The explicit definition of the current-
current correlation function can be obtained by inserting into Eq. (4.13)
A = B = [j, H] with j denoting the current operator and H the Hamiltonian.

In early work such as [20], some objections were voiced against the
MEFM, on the grounds that it does not reproduce some standard results
for the conductivity. However, according to more recent works such
as [21], the MFM is described as a “tool of choice” for the calculation of the
conductivity.

Before embarking on the calculation of the conductivity, two problems
have to be solved: the “choice” of the theoretical model, which is to be
applied for the electron gas, and the calculation of the chemical potential
of the electron gas.

For the past 60 years, normal metals are theoretically described by the
Landau Fermi liquid theory (FLT). It is known that the FLT fails in 1D
systems. The reason for this is the fact that some vertices, which the FLT
assumes to be finite, diverge in 1D because of the Peierls effect [22]. Until
the past two decades of the preceding century, the question “FLT” or “a
replacement” in 1D systems was mainly of academic nature, as experi-
ments on low-dimensional systems were in their “infancy”. Such experi-
ments became possible when 1D or Q1D materials, such as the organic
conductors were synthetized. As a consequence, the question of the choice
of a theoretical model to be used in such studies regained importance.

Pure theory indicates that the Luttinger liquid model should be used
([23] and references given there). Later, development of the field showed
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that there are studies in which application of the FLT gives results in agree-
ment with experiments [24-27]. Accordingly, the FLM will be used in the
calculations, which will be discussed in the remainder of this chapter.

Before embarking on a detailed discussion of the electrical conductivity
within the HM and its use in modeling 2D materials, it is appropriate to
link the conductivity with the reflectivity of the HM. This link is important
for experiments—the reflectivity can be measured and/or used to estimate
values of various parameters of a material by comparing calculated values
of the reflectivity with experimental data.

The propagation of an electromagnetic wave through a non-magnetic
material is determined by the dielectric function ¢(w) and the refractive
index N (w), where N(a)) = /g(w) [29]. Both of these functions are com-
plex quantities, which means

&(w) = g,(w) + ie (w) (4.15)
N(w) = n(w) + iK(w) (4.16)

where the symbol K(w) denotes the extinction coefficient.
Reflectivity is defined as the ratio [28]

(n-1) +K?
R(w)="—7— (4.17)
(n+1) +K
It can be shown [28] that
g (w) =n* - K*and ¢ (w) = 2nK (4.18)
and also
Aro
e=1+i— (4.19)
w

Inserting Eq. (4.15) into Eq. (4.18), it follows that

27mo
n= R
Kw

(4.20)

470,

As &, (a)) =1- , some algebra leads to

2
27O 1 470,
( R) —-K*=1-— (4.21)
w K @
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or

4 ) 470, 27toy ’
K" +K"|1- - =0 (4.22)

w w

Equation (4.22) can be solved to give

1/2
4 _ 2i|: 4 T P 2]
o now- o | (dnoyo) (a) 7mla)) 23)

1,2

20°

Inserting Eq. (4.20) into Eq. (4.17) leads to the following expression for
the reflectivity

(272’0’R )2 — KC()I:47ZO'R — Ka)(l +K? )]
R =

(27Z0R )2 + Ka)l:47z0'R + Ka)(1+ K2 )] (4.24)

4.3 Calculations of Conductivity

This section is devoted to a detailed account of the electrical conductivity
of 1D and 2D rectangular lattices within the HM. The account of the cal-
culation of the conductivity will rely on previous work of the author, but
which will be somewhat extended here.

Calculating the conductivity within the MFM demands the knowledge
of the susceptibility and that, according to Eq. (4.13), requires the knowl-
edge of the commutator [j, H] where j is the current operator. For a system
with the Hamiltonian given by the HM in 1D (Eq. 4.2), the current opera-
tor has the form

. . + +
J= _IWZ (Cl,acl+l,o' - Cl+1,acl,a) (4.25)
Lo
The calculation of the commutator starts by a decomposition:
> Hl =[j, H,+ H] =[j, H] + [j, H] (4.26)
and then proceeds as follows

[j’HO ] = l_in(CZacl+l,a - C;:—l,a'cl,a)’_wZ(CZa'cHl,ﬁ + Cl:l,(icl,a')‘| (427)

Lo Lo
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Using the fermionic commutation relations the last expression can be
transformed into

[j’ HO :| = 21W2 2 (nl,a - nl+1,a) =0 (4.28)

Lo

The calculation of [j, H,] proceeds in a similar way, although it is a little
more complex

. . + +
i H, = =iw Y (6 = o J U A gm | (429)
Lo i

which can be transformed into

: . + +
[]’HI ]: —iwU Z |:Cl,a'cl+1,a' - Cl+1,(rcl,(7’ nj,Tnj,J, :I (430)
Lj,o

Using the fact that within the second quantization formalism 7, = ¢/'¢,
and the fermionic commutation rules, it can be shown that

A= []’H] :[j’HI ]: _iWUZ(CZJCl+1,J + Cﬁ—l,acl,a)(é}+l,j - éi,j )nj,—a (431)
Lo

where ¢ is the Kronecker delta.
Eq. (4.31) can be Fourier transformed by four relations of the form

ikls +

1 —iks
Cr. and Gr="T=2.€ "¢, 4.32
1,0 a \/ﬁkzl 10 ( )

1

4
G,=—=).e

N

which leads to

iwlU ik — i i i(les— i(ks—
Ak)=- - z o)l (e,klere zkzs)(el(k3 ky)s _l)el(k3 k4)ZSCZ1,,,Ck2)061?3,_,761(4,_,,
N” {ifie

(4.33)

Note that in Egs. (4.25-4.33), the hopping has been denoted by
w in order to avoid confusion with the time. The time evolution is
introduced by

i (t)= ei‘g(k)tc,zr and ¢, (f)= e_ig(k)tck (4.34)

Inserting these two transformations into Eq. (4.33), one can get the
expression for A(t). Using that result and the expression for A(k) one can
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finally get the expression for the dynamical susceptibility. The calculation

is long and demands a meticulous approach, and the final result for the
current—current correlation function is

T =o( -2 > O, 39

and

( 1 ) (2) (3) (4) — (eikss + e—ik6s)(ei(k7—k8)s_ 1)(eikls + e—ikzs)(ei(k3—k4)s_ l)eit(85—£6+£7—£8)
(4.36)

The symbols in Eq. (4.36) of the form e where n is an integer denote the
combination ¢, .

Inserting Eqs. (4.35) and (4.36) into Eq. (4.13), performing the integra-
tions, gives the following final expression for the dynamical susceptibility y
of a 1D HM. Note that the frequency, denoted by z, is here considered to be
a complex quantity, which means that z = z + iz,. Details of the calculation
are available in [24].

[ wUY o[k
;((2)2321(—1?) ;(nk4nk2 —nklnk3)><sm2|: 22 1s:|><|:cos(k1+k3)s+cos(k2—k3)s:|><W

(4.37)

where

z, +i(z, +a+b)
W= ; > (4.38)
z5 +i(z1 +a+b)

and

o =2w (cos k,s - cos k,s); b= 2w (cos ks — cos ks) (4.39)

Expressing the frequency as a complex quantity z = z, + iz, and z, =
az, into Eq. (4.14) and then separating the real and imaginary parts, leads
to the following results for the real and imaginary parts of the electrical

conductivity
2
47z, (1 +a ) 2o A0

2

@ +a

g = P 1 AR (4.41)
47z, (1+ az) Ao
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Both of these expressions become considerably simplified when « = 0,
that is when the frequency is a real function. Once the real part of the sus-
ceptibility is determined by the summation by Eqgs. (4.37-4.39), the imagi-
nary part can be calculated as [28]

w, ¢ el
Zi(@y)= 2P { %w)gdw (4.42)

where P denotes the principal value of the integral. Details of the calcula-
tion are available in [24]. The resulting expression for the electrical con-
ductivity of a 1D HM is

(et (ueY
JR(%)_(Z;(O}( = ]wg—(bt)z(Nz) o uw

42.49916 + 78.2557 + bt 4.53316 + 24.6448
(1 + 647/[720 )2 (1 + e,é’(f/1+2t)cos(l+7[) )2 ) +bt (1 + eﬁ’(—/l—zt) )2 (1 + eﬂ(*/l+2t)cus(l+iz) )2

and

S=

(4.44)

The symbol 4 denotes the chemical potential of the electron gas ona 1D
lattice, which is given by [29]

_ ()" (s =)l
1.1029+0.1694( )" +0.0654( /)"

(4.45)

The symbols #, s, t, and 3 denote, respectively, the band filling, the lattice
constant, the hopping, and the inverse temperature.

When performing the summation in Eqgs. (4.37-4.39), one gets a result
with more than 2000 terms [24]. This is obviously impractical, so the
expression for the real part of the conductivity was derived by using vari-
ous approximations; basically, the sum was limited to the first 32 terms,
and this was further analyzed. The obvious question is whether increasing
the number of terms being taken into account in the sums would be of
practical importance when trying to model 1D and 2D materials.

As a test, while writing this contribution, the first 40 terms in the sum-
mation in Eqs. (4.37-4.39) were analyzed. The result is mathematically
interesting but not very practical. Namely, the expression obtained in that
case for the real part of the susceptibility was obviously more complex than
when analyzing only 32 terms. This increased complexity diminished their
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practical applicability in modelization of materials. In the remainder of
this chapter, Eqs. (4.43-4.45) will be used.

Expressions (4.43-4.45), as they are, can be applied to 1D materials.
However, a simple calculation opens up the possibility of applying them to
2D rectangular lattices. Take as an example a 2D rectangular lattice of side
length « and denote the lattice sides by x and y. In that case, the current
flowing through the system is obviously given by

j=ié i, "

are the unitary vectors of the lattice axes. The total current

where €€,
is given by

i=[72+2]" (447

By definition j = oF where ois the electrical conductivity and E is the
electrical field. Assuming that the electrical fields along the two lattice axes
are equal, one finally gets that the electrical conductivity of a 2D rectangu-
lar lattice is given by the expression:

o=|2+a ]1/2 (4.48)

Two-dimensional materials can be modeled in two ways by using this
expression:

o One possibility is to carefully chose values of various param-
eters, which enter the expression for the conductivity ofa 1D
HM, and thus try to reproduce the experimental data;

o The other possibility treats the problem in the opposite way.
One takes the experimental data and attempts to derive val-
ues of parameters of the HM which, when inserted into the
expression for the conductivity fit as closely as possible the
measured data.

An expected step in modeling a 2D material would be to use expressions
derived earlier in this section for the electrical conductivity of a 1D HM,
and then insert them into Eq. (4.48). As a first step, modelization can start
by inserting Eq. (4.44) into Eq. (4.43), expanding and taking the first term.
In this way, one gets the following approximation

1 6.76395(tUc, )’
v e pEnd

ag

In

(4.49)
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where yu is given by (4.45). Using Eq. (4.49) for both lattice axes (practi-
cally, it means writing this expression with all the variables having index x
and then y), taking squares and summing, it follows that the conductivity
of a 2D rectangular lattice is given by

45.751(t, U )" 45.751(t,U, @ )4
ot - )\ 2 o V)V 2
(1)) N (- (o, ) (mﬁ( oy /y)) N4 (e~ (o))

(4.50)

Modeling a 2D lattice by using Eq. (4.50) consists of a choice of material
parameters in this expression, and a comparison of the calculated values of
the conductivity with experiments for various values of the parameters. In
the following, parameters were chosen in similarity with the values previ-
ously used for the organic conductors [24].

Eq. (4.50) can be simplified by introducing ratios of the values of various
parameters along the two lattice axes. Lett =at,, U =yU, B =f,N =0N,

= As, n, = On. All the ratios are posmve numbers. Insertmg the ratios
1nto Eq (4 50), 1t follows that

[ 1 )
(s )8 ] )

2 X[ e 1.1029+0.1694( 4,1, /> +0.0654( A, )
. . t . t
(wg—bzti) 1+e o o

7

n

45.751(t,U, @, )

7= 4
Na o | (@) 1
4
HMag-ven) ([, (fets)' it (Oings, )
Lie T L1029+0.1694( gt )P +0.0654(at 5, )

(4.51)

Eq. (4.51) has two singular points: w = bt_and w, = abt . Their existence
is due to the fact that Eq. (4.51) is the first approximation to the expression
for the electrical conductivity of a 1D HM, derived within the MFM.

Expression (4.51) gives the possibility of following theoretically changes in
conductivity with the change of various material parameters. Such calcula-
tions represent an aspect of modeling a material. The most common experi-
mentally variable parameter is the temperature to which a material is subdued.

As an example, the following values of the ratios in Eq. (4.51) were cho-
sen: & = 0.25, y = 0.25 and § = A = 6 = 1. Values of constants occurring in
Eq. (4.51) were chosen as follows: N_ = 150; y, = 1/3; b =-1.83879, w, =
2.8t, w,=12t, U =4t and _=11600/T.
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Inserting all these values into Eq. (4.51) and normalizing the conductiv-
itytoo=1latt =t =0.01,n =n =0.8and T =116 K, one gets the follow-
ing Figures 4. 1 and 4.2:

Another parameter interesting for experiments and modelization is the
band filling. Experimentally speaking, it can be changed by doping a speci-
men. Figures 4.3-4.5 show the dependence of the normalized electrical
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Figure 4.1 Normalized conductivity of a rectangular 2D lattice as a function of
temperature for two values of the band filling.
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Figure 4.2 Normalized conductivity of a 2D lattice, but for different values of the band
filling.
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conductivity of a rectangular 2D lattice as a function of the ratio 0 = n / n.
The values of various parameters were chosen as follows: N_ 150
X, =1/3,6=050a=05y=1,1=10 =28, w, —12t s, =1
and U_ = 4t_The conductivity was normahzed to 1 at the point t = O 03,
n, =09, T=120and 0 = 1.

Mathematically speaking, the parameter 0 is the ratio of the band fill-
ings along the two lattice axes. This ratio can experimentally be changed by
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Figure 4.4 Normalized conductivity of a 2D lattice as a function of doping for T= 130 K
and T=150 K.
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Figure 4.5 The conductivity as a function of doping for T =200 K.

doping the specimen, which directly opens up the possibility of changing
the characteristics of the material.

Figure 4.4 shows essentially the same function, but for two higher val-
ues of the temperature. The difference in behavior is obvious. The change
in the dependence of the conductivity on the doping is even more clearly
visible when comparing Figures 4.3-4.5. Judging from the three figures, it
can be concluded that the lower the temperature the quicker is the rise of
the conductivity.

In line with such a conclusion, the slope of this curve is the lowest for the
highest temperature that was chosen as an example, T = 200 K. In future
work, it will be attempted to verify the validity of this conclusion (prelimi-
nary at present) for a wider range of parameters of the HM.

Figure 4.6 shows an interesting result: the normalized conductivity
expressed as a function of the ratio y. Physically, this is the ratio of the
electron—electron interaction strength for pair of electrons in ions on the
lattice sites along the two lattice axes. A small influence of the temperature
is also visible on the figure.

All the calculations discussed so far contain a “hidden” assumption.
Namely, it is presumed everywhere that the lattice constant is indeed a con-
stant. However, under various circumstances, the lattice constant can vary,
and the obvious question is how does one take this variation into account.
The lattice constant can vary in two kinds of experimental situations: when
a material is subdued to high external pressure, or, in the opposite, when
it is stretched. Stretching a material may seem odd at first sight, but there
exist an increasing number of experimentally relevant situations when
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Figure 4.6 The conductivity as a function of the ratio y = U/U..

precisely that is being done. On the applicative side, stretchable materials
are extensively investigated in view of applications in medical electronics.
Examples of recent work in this direction are [30, 31]. The applicability of
the HM to stretchable materials has recently been studied in [25].

Any considerations of the change of the lattice constant demand the
introduction of the notion of strain . Applying a strain ¢ to an object of
initial length [ means that the length will become [ =1 (1 + ¢).

Before embarking on a calculation of the changes of conductivity
under the influence of stretching, one has to determine the changes under
stretching of two important parameters: the band filling » and the hop-
ping energy t. The band filling is in a 1D case defined as the quotient n =
N/L, where N denotes the number of electrons and L is the length of the
specimen. Because of the presence of strain, one can apply the defining
relation of the strain: L(e) = L, (1 + &) It follows that n(e) = n /(1 + ¢). The
hopping t is the physical consequence of the overlap of electronic wave
functions in atoms on adjacent lattice sites. As such, it can be expected
that any changes of the lattice constant leave “a trace” on the hopping
energy. A first approximation to the strain dependence of the hopping can
be expressed as

t=t (1-¢) (4.52)

A particular case of the application of this expression is illustrated in
Figure 4.7, taken from [25]. In refers to a 1D lattice for two different values
of the temperature. The calculation was performed by the MFM, and the
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Figure 4.7 The conductivity of a 1D lattice as a function of strain.

conductivity was normalized to 1 at the point n = 0.9; T = 116K. Thinking
in terms of a phase diagram, Figure 4.7 can be interpreted as meaning that
for € > 2 the material undergoes a phase transition from the conducting to
an insulating phase. Other figures can also be interpreted in a similar way.
Theoretical conclusions about the phase diagram of a material can thus be
obtained.

Expression (4.52) is obviously simple. The strain dependence of the
hopping energy is due to the overlap of the electronic wave functions on
adjacent ions in a lattice. Determining this overlap for arbitrary ions on a
lattice would be a complex quantum mechanical problem. A somewhat
simplified but realistic approximation to the overlap can be found in stan-
dard quantum mechanics, which gives

1 _
t:t0|:1+r+gr2:|><e ’ (4.53)

where ris the distance expressed in the Bohr radii. Inserting the definition
of strain in this relation, and then developing into series in ¢ it follows that

t=0.86¢, (1-0.2866¢) (4.54)

Figure 4.8 shows the conductivity of a 2D rectangular lattice as a func-
tion of the applied strain. Note that Figures 4.7 and 4.8 have been obtained
by the full expression for the conductivity, given by Eqs. (4.43), (4.44), and
(4.48) of the present chapter. The simplified form, given by Eq. (4.49), was
used in the present contribution in order to render the calculations some-
what simpler.
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Figure 4.8 The conductivity of a 2D lattice as a function of applied strain.

4.4 The Hubbard Model and Optics

The basic equations that describe the reflection of an electromagnetic wave
from a surface have already been discussed in this paper around Eq. (4.20).
However, an important but so far unanswered question concerns the
motivation for such calculations. Is it purely theoretical, or there is also a
“hidden” experimental motivation.

As the reader may already “feel’, there is an important experimental
motivation for calculating the reflectivity and attempting to link it with the
conductivity. Namely, it is easier to perform a measurement of the reflec-
tivity then to measure the conductivity. On the other hand, there are more
situations in condensed matter physics and material science where values
of conductivity are needed. This illustrates the necessity of establishing
some form of a theoretical link between the values of the reflectivity and
conductivity of a material.

Human beings and optical instruments detect cold solid objects by
detecting light from some kind of a source which they reflect. It is not
important if the “cold solid object” is a crater on the Moon or a laboratory
object on Earth. The principle is always the same.

The possibility of “somehow” achieving invisibility of various objects
has occupied writers for a long period. Although the literature on the
adventures of “the invisible man” was a very interesting, real scientific
research work on the subject is relatively recent. One of the main centers of
research on invisibility is the group of Sir John Pendry at Imperial College
in London, which is very active in work on invisibility cloaks. For details
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about the work of this group, see http://www.cmth.ph.ic.ac.uk/photonics/
Newphotonics/research.

Reflectivity of any material depends on a subset of the set of all of
its parameters. Logically then, a material designed with a chosen set of
parameters, on which the reflectivity depends, should lead to a predictable
value of the reflectivity. However, in order to enable such material design,
one must have some model of the material, which of its parameters are
important and a possible way of influencing and controlling them [33].
The model that will be used here is of course the HM. It will be shown that
values of reflectivity can be related with values of various parameters of the
HM, and ultimately with the electrical conductivity.

Reflectivity of any material can have a value between 0 and 1, where
1 means that incident light is completely reflected and 0 that there is no
reflection at all. As objects are visible due to reflection of light, it follows
that an object with reflectivity 0 is invisible. It will be attempted in the
continuation to find values of the HM parameters for which reflectivity
becomes as close as possible to zero.

Expressions for the calculation of reflectivity are given in Egs. (4.23) and
(4.24). Using the fact that

1—ax — ! I
(-0 21 () 459

it can be shown that the reflectivity R can be expressed as the following

series:
K KoY 3(Ke, Y
1) , ,
R=1-2—2+42] —2 | == —| +-- (4.56)
7oy 7oy 2\ 7oy

As it is formulated, Eq. (4.56) does not directly involve the dimension-
ality of the system under consideration. However, dimensionality enters
indirectly, through the functions K and ¢,, because they depend on the
dimensionality.

Figure 4.9 represents the dependence of the reflectivity of a 1D HM on
the temperature. The band filling and hopping energy were chosen arbi-
trarily. The conductivity, which had to be calculated at first, was normal-
izedto o, = 1fort=0.005eV; T'= 116 K [34].

Note an interesting detail on this figure. For sufficiently low temperatures,
the reflectivity becomes low, while for higher temperatures it is only slightly
below 1. This means that with the decrease of T it becomes more difficult to
see the object. It would be interesting to verify this conclusion for several
pairs of values (1, t), but this can be performed by the interested reader.
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Figure 4.9 Reflectivity as a function of temperature for a 1D HM.

A 2D HM is a physically more interesting system. The reflectivity of
this system could (in principle) be determined by starting from the 2D
HM and calculating the conductivity and reflectivity by using their respec-
tive definitions. Another, easier way, applicable to rectangular lattices is to
introduce a change of variables: , — ;2 + -

Inserting this change of variables in Eq. (4.56) leads to

2 3
2K,

7\ O + Tk, 7o, + o

R=1- +-- (4.57)

Now assume that the conductivities along the two lattice sides are mutu-
ally independent, and introduce their ratio

a,
LT (4.58)

Taking that the imaginary component of the conductivity is zero, some
algebra leads to the following result for the function K

Kiz— 2 20) \/a)o 47[600) (1+F2)a‘2 (4.59)

The real component of the conductivity is a function of a certain number
of parameters of the HM and the temperature. Introducing Eq. (4.59) into
Eq. (4.57) would give a result for the reflectivity of a 2D HM on a rectangu-
lar lattice, as a function of parameters of the lattice sides, the temperature
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and the ratio of conductivities along the two sides. This amounts to open-
ing the possibility of modeling a 2D material with a rectangular lattice.

As the easiest example, take that I' = 0. This means that one of the lattice
sides is not conducting, and the problem reduces to a 1D HM.

What would the conductivity be if the system is highly anisotropic, for
example, if I' = 0.1? Practically speaking, this would mean that the conduc-
tivity along the y axis is 10 times smaller than along the x axis of the lattice.
Details of the calculation are available in [34], and the final result is shown
in Figure 4.10.

Note on Figure 4.10 that for low temperatures the value of R tends to
zero. This again points to the same conclusion as the one reached after
Figure 4.9—that the lower the temperature, the more difficult it becomes
to see an object.

Figure 4.11 shows the reflectivity of a 2D lattice expressed as a func-
tion of the temperature for the case when the ratio of conductivities along
the two axes is 1/2. It is interesting to note that the only change between
Figures 4.10 and 4.11 is the value of reflectivity around the point T'= 60 K.

An interesting problem, having potential applicability is the dependence
of the reflectivity on doping. Especially in the case of the 2D HM, any such
dependence could have direct implications on the manufacture of various
kinds of optically active planar surfaces.

The series in Eq. (4.56) is convergent under the condition that
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Figure 4.10 Reflectivity of a 2D rectangular lattice for I' = 0.1.
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Figure 4.11 Reflectivity of a 2D rectangular lattice for I' = 0.5.
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Figure 4.4 gives the dependence of the conductivity of a 2D lattice on
the parameter denoted by 6 = 7 /n . This parameter describes the variation
of band filling of one lattice axis with respect to the other, which amounts
to variation of doping. Take arbitrarily two points at T = 150 K as repre-
sentative: 0 = 0.4; 6 = 0.8. Making all the calculations, it follows (up to
first order) that for 8 = 0.4; R = 0.496 and for the second chosen point
R =0.5288. A graph of this dependence for the temperature T = 150 K is
shown on Figure 4.12.

The ratio 0 is defined as the quotient n/n . A simple inspection of
Figure 4.11 shows that reflectivity increases with the increase of this ratio.
This further means that (up to first-order) Hubbard plains made up of
rectangular lattices are more reflecting the more their axes differ in band
fillings.

4.4.1 HM and Invisibility

Rendering and object invisible basically means making “somehow” its
reflectivity equal or close to zero. In a multitude of recent papers, it is
attempted to achieve this by enclosing the object under study in various
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Figure 4.12 Reflectivity of a 2D lattice as a function of 8 for T =150 K.

kinds of cloaks. Some years ago, the present author became interested in a
simpler theoretical approach to the problem. The logic of this approach is
extremely simple.

Imagine that there exists a (somehow derived) theoretical expression for
the calculation of the reflectivity and that it contains a certain number of
material parameters. Then it should be possible to invert the calculation:
that is to choose the parameters so as to obtain a value of the reflectivity
arbitrarily close to zero. This would mean theoretically achieving invisibil-
ity within a particular model of a material. In the present chapter, this was
attempted within the HM.

First results are presented on Figures 4.10-4.12, which give the reflec-
tivity as a function of various material parameters: the temperature and
(essentially) doping along the two lattice axes. It can be seen on Figures
4.10 and 4.11 that the reflectivity drops to values close to zero at T = 60
K. Figure 4.12 shows the dependence of the reflectivity on the ratio of
the band fillings of the two axes, for a fixed temperature. It shows a steep
decrease of reflectivity with the decrease of the parameter 6.

Analytically, a simple estimate can be made of the position of the point
at which R = 0. Impose the condition R = 0 on Eq. (4.56) and solve for the
value of Kw /ma,. It follows by a simple calculation that

K,
R=0& =0.7449 (4.61)
7oy

Reflectivity is a function of a set of material parameters. All of them
can be tuned in experiments, but the one which is easiest to tune is the
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temperature. This presents another possibility to theoretically achieve
invisibility of an object. The reflectivity can be expressed as

R(T)=R(T,)+ a—R(T ~T,) (4.62)
oT
where
OR JR doy
3T 9o, 9T (4.63)

All the derivatives in Eq. (4.63) can be determined using the results of
the present chapter. The temperature at which reflectivity becomes close to
zero can be calculated from Eq. (4.62) as

-1
T=T,- (3—1;) R(T,) (4.64)

4.5 Conclusions

The aim of this chapter was to present a self-contained introduction to the
HM and some of the possible applications. The choice of the applications
was influenced by the research experience of the author. The model was
introduced and its basics explained by using known literature approaches.
Concerning the calculations, the MFM was introduced and its main equa-
tions presented. The DMRG method was described and some of the main
references given. The MFM was applied to the calculation of the electrical
conductivity of the 1D and 2D rectangular lattices. Variation of the param-
eters led to interesting results of the conductivities, and this was explored
to some extent. In this way, modelization of materials became possible.

The reader has probably noted that the calculations were performed for
2D square rectangular lattices, but without any kind of explanation. The
motivation is that there is general belief that such lattices capture the essen-
tial physics of high-temperature superconductors. This idea was initiated
by P.W. Anderson back in 1988.

It would be exaggerated to pretend that this chapter is a “complete”
treatment of the HM. This chapter goes into considerable detail in sev-
eral aspects of the HM: the basics, methodology of calculation, use of the
calculated transport properties in modeling 1D and 2D materials. As a
difference with various other reviews of the HM, the present chapter con-
siders the problem of reflectivity of the HM in some detail. Apart from the
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calculation of reflectivity, this chapter contains a brief consideration of the
problem of invisibility within the HM.

Calculations discussed in this chapter are methodologically correct, but
the numerical results are only approximate; various developments have
been pursued only to lowest order. In any future work on the HM, it will be
attempted to improve several aspects of this text or add some which were
not considered at all.

All the developments will be pushed to a higher number of terms.
Expressions thus obtained will be used in actual calculations. The results
discussed in this chapter represent a form of the phase diagram of the HM,
both in 1D and 2D. These considerations will be generalized in the future.

A very interesting aspect of the HM has not been considered at all in
this text. This is the application of the gauge-gravity duality to research in
condensed matter physics [37]. A very attractive aspect of this duality is
that it opens the possibility of linking research in gravitation theory with
work in condensed matter.
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Abstract Mutual collisions and impacts of solids occur in systems of widely different
scales. The aim of this paper is to present a calculation of the change of temperature
which a solid target undergoes when hit by a solid impactor. As a test, the equations
derived are applied to examples of laboratory experimental data, and the results are
physically plausible.
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1 Introduction

Mutual collisions of solid objects with different masses occur in nature on scales
ranging from impacts of “small bodies” into planetary surfaces to impacts of small
projectiles and atoms or molecules into surfaces of solids in laboratory experiments.
One of the expected consequences of such collisions is heating, and, under favorable
circumstances, melting of the target at the point of impact.

The aim of this paper is to develop the basics of the theory of impact heating and
melting. General expressions for the speed of the projectile needed to heat up the
target will be derived, and then tested for a particular form of the critical stress needed
to fracture the material of the target. Testing will be performed on a recent set of
experimental data. This is a continuation and extension of earlier work on the subject
by one of the authors [1].
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2 The Basic Equations

Imagine a projectile heading for impact into a solid surface. It has some kinetic energy,
Ey, which upon impact will be divided into two: a part, denoted by E y will be used
for fracturing the target, and the remainder Ey will “go” on heating and ultimately
melting the target. Therefore,

Eszf+EH. €))

The kinetic energy is determined by the mass and speed of the projectile and Ex by
the specific heat and volume of the material.

Assuming that the impactor is a sphere of radius r;, made up of a material with
mass density p1, moving with speed v», its kinetic energy is given by

2
E, = ?plr?v%. 2)
According to standard solid-state physics, the energy needed for making a fracture in
a solid material of volume V is given by

Ef=ocV, 3

where o is the critical stress needed for fracturing a solid. Finally, the energy needed
to heat a volume V of a material from an initial temperature 7 up to a temperature 7}
is

Ey =Cy x V x (I — To), “)

where Cy is the specific heat of the material. Inserting Eqs.2—4 into Eq. 1, it follows
that in order to heat the target to some temperature 77, the speed of the incoming
projectile must be given by the following:

2 30'0V CV
vy, = 3 X 1+— (T —Ty)|. (5)
2mp1r; oc

This is a general result, independent on the particular form of o¢ and Cy.
The energy needed to heat a volume V,,, of a material up to the melting temperature
T is
Ey =Cy x Vi x (Tyy — To) (6)

and it follows that in this case

3o0cV CyV,
2 oc X[1+ vV Vm
ocC \%4

- — ’”(Tm—To)] ™)
TP
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In expressions 5 and 7, the symbol V denotes the volume of the crater formed as a
result of the impact, and V,, is the volume of the melted material of the target. It is
assumed here that in an impact in which melting of the target occurs, the volume of
the melt can be different from the geometrical volume of the impact crater.

The volume of a crater depends on its shape; modeling it as a half of a rotating
ellipsoid, the volume is V = %nabc, where a and b denote the dimensions of the
“opening” of the crater and c is the depth. In order to render these two results applicable,
one needs either “practical” expressions for the specific heat Cy and the critical stress
for fracturing the target o, or their measured values.

2.1 The Specific Heat and Critical Stress

Standard condensed matter theory shows that the specific heat of a crystalline solid at

temperature 7 is [2]
1 (6p\°
Cy = 3Nvkp x [1 -5 (TD) } , (8)

where v is the number of particles in the elementary crystal cell, N is the number of
elementary crystal cells in the specimen, and kp is Boltzmann’s constant. It can be
shown that the ratio 8p /T is given by [3]

0p i N3 rap\'?
2T <« (=) . 9)
T kgT 4V ap

The symbols P and p denote the pressure and mass density of a material, and V is
the volume. The ratio 8p /T obviously depends on the expression for the equation of
state of the material.

There exist in the literature various estimates of the critical stress needed to fracture
a solid. One of the first is the result due to Griffith, [4], who showed that

2E5\'?
UC:( ) . (10)

TVZ

The meaning of various symbols is as follows: o is the surface tension of a material,
E is Young’s modulus, v is Poisson’s ratio, and z is the half length of the focal line of
a crack preexisting in a material.

It follows from Eqs. 8—10 that

c 1/2 1 { & \>/9Nv\?aP
—Vz3NukB((””Z)) wlio L) (22 )R g
oc 2Eo 20 \kgT 47V a0

Inserting Eq. 11 into Eqs. 5 and 7, it is possible to obtain expressions for the impactor
speeds needed for heating and melting the target at the point of impact.

@ Springer



Int J Thermophys (2015) 36:2916-2921 2919

2.2 The Difference Cp — Cy

The calculations discussed in the present paper require the knowledge of Cy, while
experiments sometimes give the value of C p. The conversion can be performed by the
well-known thermodynamical identity

Kr x (Cp—Cy) =TVa3, (12)
where K17 = %(g—ﬁ)T, oap = %(g—‘r/)l,, T is the temperature, and V is the volume.
Clearly K7 = BLO, where By is the bulk modulus of the material. It follows that

TV , BT  (0V)?
CP—CV:K—TXO[PZTVBOXO(P:TX ﬁ . (13)
As 3 = —%g—‘T’,one finaly gets
c 1 90\ 2
P—Cy:BQTVX?X 3T =T xV x By x K7. (14)

This relation means that for systems with small volumes or large densities, the differ-
ence of specific heats tends to zero.

3 Possible Applications

Equations derived in the preceding section are applicable to impacts of solid projectiles
into solid targets in laboratory and possibly natural situations. They give the possibility
of addressing two kinds of problems: determining the heating of the target in the impact
by a projectile with given physical parameters and speed, and determining the speed,
density, and radius of the impactor needed to produce a given thermal effect in a given
material (for instance to melt the target).

As an illustration of a laboratory application, take the study of Suzuki et al. [5].
In this experiment, projectiles of various masses, kinetic energies, and chemical com-
position were fired into different targets, and the properties of the resulting impact
craters were measured. Their paper contains the data, which can be used to test the
applicability of the equations derived here.

Completely arbitrarily, the experimental run H Y 04 was chosen for analysis. In this
particular run, a projectile of mass m = 3.98 x 10~%kg, diameter D = 10~>m, and
density p; = 7930kg-m~ was fired into a calcite target with the impact velocity
v = 3.6km-s~!. The volume of the resulting crater was V = 9.90 x 108 m? and
the area of the crater S = 1.1429 x 10~* m?

The chemical formula of calcite is CaCO3. Various parameters of this material
have the following values. The molecular mass is M = 100.09, the mass density
under standard conditions is 2710 kg~m_3, and the volume of the unit cell is Ve =
3.6785 x 10728 m3. The melting temperature is 7;, = 1167 K [7]. The Poisson ratio
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is v = 0.309 [8] and the surface energy is o = 0.347 J-m~2 [9]. The molar volume is
Vol = 31.2 x 107%m?> [10]. Finally, at T = 300K Cp = 84J-mol-K~! [11].

Application of Eq.5 gives 71 — Tp = 100K. Physically, this means that the tem-
perature of the target increased for approximately 100K at the point of impact. The
obvious question is how long did this increase of temperature last, and did it change
the “macroscopic” parameters of the target? This time interval can be estimated by
dividing the diameter of the crater with the speed of the impactor, and in this case it is
3 x 107%s. In such a short time interval, no change of the “macroscopic” parameters
of the target is expected to occur.

As another “real life” example, take the run HY 14 from [5] . The projectile used
there had a mass of m = 1.46 x 107° kg, diameter D = 103 m, density p =
2500kg-m~3, and the impact velocity of v = 7.1 km-s~!. The volume of the crater
was V = 9.24 x 1078 m3 and the area of the crater § = 1.17 x 10~* m? . Performing
the calculation as in the preceding example gives 77 — Top = 140K and the effect of
this heating will last approximately 9 x 107 7s.

If a projectile used in the preceeding case impacts into an iron target, what speed
should it have in order to melt the target at the impact point? All the parameters
of iron needed for such a calculation are available at http://www.periodictable.com.
Take, purely as an illustration, that the volume of the impact crater is V = 1077 m?.
Assuming that V,,,/V = 0.25, it follows from Eq. 7 that vy, = 8.17 km-s—.

Inverting the calculation gives the possibility of estimating the ratio V,,,/V for
different values of the impactor speed. It thus follows that for the parameters given
above and an impact speed of 10km-s~!' | V,,/V = 0.377, while for the speed of
15km-s~!, one gets V,,/ V = 0.854 .

4 Discussion and Conclusions

Mutual collisions and impacts of solid bodies occur in various situations, and one of
the expected consequences is the heating and in some cases melting of one or both of
the objects. In this paper, we have developed a simple theory of heating and melting
in impacts. The approach proposed here is based on the law of conservation of energy,
and it is “simple” because it takes into account only the two main components on
which the kinetic energy of the impactor is partitioned.

The results of the calculations were applied to three examples of impacts of pro-
jectiles into solid targets; two of these were taken from a real recent data set, while
the third is an extension. Physically plausible results were obtained for the amount
of heating of the target and for the speed of the projectile needed to melt the target.
In the first example, it was shown that at the point of impact, the target heats up by
~100K. This heating does not have any visible macroscopic consequences because it
lasts only ~107%s.

The present paper is a continuation and extension of [1]. In that paper, it was
assumed that the temperature to which the target heats up in an impact is smaller
than the melting temperature, which was in turn calculated by a particular form of the
Lindemann rule, and a possible allowed interval of various parameters of the impact
was obtained.

@ Springer


http://www.periodictable.com

Int J Thermophys (2015) 36:2916-2921 2921

Two approximations, deliberately made in the present work, will be corrected in
the future. It was assumed here that the difference Cp — Cy tends to zero, and that
one can use the measured value of Cp of the target material.

No account was taken of the possibility that in the moment of impact, some pieces of
the target material get launched some distance away, carrying some kinetic energy. In
the future, the calculation discussed here will be continued by invoking the result for the
melting temperature of solids obtained in [6]. Another open possibility for application
of this work is heating and melting under geophysically relevant conditions.
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In this work we investigated the photoluminescence properties of Y,05:Er*t, Eu’t as a
function of temperature and the possibility to use this material as a temperature sensor.
Photoluminescence emission measurements with 532 nm laser excitation were recorded

in the temperature range from 303 up to 573 K. The measured intensity ratio of erbium

4S5, — *;s0 and europium Dy — ’F, emission lines was used for determination of the
temperature calibration curve. These emission lines are intense, narrow and well defined. The
distance between the lines, being 47 nm, can be easily measured even with a low-resolution
spectrometer. The calculated relative sensitivity of the temperature sensor was 1.4% K~! at
303 K, in the physiological temperature range, meaning that it could be successfully applied in

biological studies.

Keywords: luminescence thermometry, temperature sensor, Y,05:Er*t, Eu?t

(Some figures may appear in colour only in the online journal)

1. Introduction

The measurement of temperature is important for the con-
trol and understanding of the behavior of various processes
in engineering and science. Luminescent thermometry has
recently become a very interesting topic in the field of sci-
entific research, which has been shown by the significant
number of works dealing with this topic [1-4]. This measure-
ment technique is noninvasive and precise, working remotely
by way of an optical detection system. It can be applied to the
measurement of temperature of fast moving objects [5], and
for temperature measurements in strong electric and magn-
etic fields as well as in devices where heating is achieved by
microwaves [6]. It is possible to make very small submicron
particles of phosphor materials that can be used as temper-
ature sensors [7]. Traditional liquid-filled thermometers, ther-
mocouples, pyrometers, and thermistors are generally not
suitable for temperature measurements on scales below 10
pm [8]. In order to improve this method there is a rising need
for new thermophosphors with better characteristics, such
as, higher sensitivity, greater quantum efficiency and wider
temperature region of applicability.

0022-3727/16/485104+6$33.00

Rare-earth luminescent phosphors represent an important
group of materials since they have a very high luminescence
quantum yield [9]. They have applications in many areas such
as optics [10], bioimaging [11], high-energy physics [12],
thermometry [13] etc. Rare earth oxides have high refractive
index, large band gap, low phonon energy, chemical stability
in high-temperature environments and do not react with harsh
chemicals.

The luminescence intensity ratio method for temperature
measurements is based on temperature dependence of a ratio
of two emission line intensities in a photoluminescence spec-
trum. Two lines are considered appropriate for these meas-
urements if they both have strong emission intensity in the
entire temperature range and if their intensity ratio gives high
temperature resolution. In the case of one dopant, the intensity
ratio of two emission lines originating from different upper
levels is used for temperature measurement (for example, see
the works of Nikoli€ et al, Lojpur et al, Dacanin et al [14-16]).
The main difficulty with this method is the low intensity of
the emission line from the higher excitation level. In the case
of Eu®* ions, this is the emission line which corresponds to
the transition °D; — ’F;, which can be seen in the work by

© 2016 IOP Publishing Ltd  Printed in the UK
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Dacanin er al [16]. In order to eliminate this problem and
increase the intensity of measuring emission lines, we used
two different dopant ions Er** and Eu’*.

These two dopant ions are chosen, because they have dif-
ferent luminescence properties as a function of temperature.
The difference in the position of energy levels of these two
RE*" ions leads to different dependence of luminescence
intensity as a function of temperature. The big difference
in energies between the ground state and excited states in
Eu’* indicates that the main process of temperature lumines-
cence quenching will occur at higher temperatures through
the charge transfer region. In the case of the Er’" ion, the
energy gap is several times lower than in the Eu®* ion and
the temperature luminescence quenching will be dominant at
lower temperatures through a process of multiphonon relaxa-
tion. This leads to the conclusion that in the case of Er** and
Eu’* dopants, with their different temperature dependences of
luminescence, high intensity ratio changes will be observed.

Furthermore, Er** and Eu** dopant ions have upper levels
very close to the energy of the 532 nm photon, and laser exci-
tation at 532nm can be very efficient for both dopants. The
concentration of dopant ions is determined in such a way that
the emission line intensities are easily measured in the full
desired temperature range. Emission lines are narrow and
well defined, approximately 47nm apart, and can easily be
resolved even with a low-resolution spectrometer.

Applications of luminescence thermometry with two dif-
ferent dopants are discussed in publications of several authors.
Combination of Tb?* and Eu** dopant ions can be found in
the work of Brites ef al [17]. Maximum sensitivity of this ther-
mophosphor was 4.9% K~! at 150K, with a region of appli-
cability from 100 to 200K. Another group of authors have
also used the same dopant ions, Tb’* and Eu**, where they
obtained the relative sensitivity of 2.85% K~! at 14K. This
thermophosphor can be used in the temperature interval from
14 to 320K [18]. Rai et al and Dey et al have shown in their
works that Y,03:Eu**, Er¥*, Yb** phosphor can also be used
for temperature measurement [19, 20]. In these papers authors
are using 980nm excitaton and the intesity ratio of two Er**
emission lines. In the work of Ishiwada et al Y,05:Tb>*,
Tm3* thermographic phosphor is used for high-temperature
thermometry up to 1100K [21].

When two dopants are used, their homogeneous distribu-
tion in the matrix is crucial for intense and uniform lumines-
cence signal response. We already pointed out the advantages
of soft chemistry methods, such as spray pyrolysis and hydro-
thermal synthesis, in the synthesis of such particles [22, 23].
Along with them, the polymer complex solution combustion
method is proved to be simple and efficient for the synthesis
of nanometric size particles [24-26]. The simplicity and
easiness to control the particle size of the products enables
synthesis of well crystallized nanoparticles sized from 20
to 100nm, which can be easily functionalized towards bio-
logical application [27] or converted in transparent ceramic
which retains good optical properties of the starting nano
powders [26]. In this study we used the same method for the
synthesis of Y,03:Er’*, Eu’* phosphor particles and corre-
sponding synthered specimens in order to investigate their
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Figure 1. XRD patterns of the Y,03:Er’*, Eu** sample, indexed
according to space group Ia-3 (no. 206).

potential application as a temperature sensor in the physi-
ological temperature range (25-45 °C). It is well-known that
temperature plays a crucial role in determining cell division
rates, affects structure of the biomolecules and its monitoring
could be used for early detection of many diseases. Today,
various optically active nanosized crystals have attracted con-
siderable attention because of strongly size-dependent optical
properties. To be applicable for such a purpose they should
be nontoxic, stable under specific light irradiation and hydro-
philic. To accomplish the latter, RE** doped Y,0O; particle sur-
faces were usually functionalized with amino groups (which
do not deteriorate luminescence) via a reverse microemulsion
[28] or the Stober method [27]. A review of bulk ceramics
already used luminescent probes and sensors for temperature
measuring, see Wang et al [29].

2. Materials and methods

A sample of Y,03:Er**, Eu®* with a concentration of 3 at.%
Er** and 1 at.% Eu®" ions, was prepared by the polymer com-
plex solution combustion method. The sample powder was
pressed (200MPa) into a pellet and sintered at 1200 °C for
three hours.

The phase structures of the sample were measured by the
powder x-ray diffractometer type Philips PW 1050 instru-
ment, using Ni filtered Cu K 1.2 radiation in a 26 range from
10-100 counting for 5s in 0.05 steps. X-ray diffraction anal-
ysis confirms that Y,03:Er**, Eu’* powder samples crystal-
lize in a cubic bixbyite type and measured diffraction peaks of
the sample are presented in figure 1. The diffraction peaks are
indexed according to space group Ia-3 (no. 206).

The experimental setup for luminescence measurement as
a function of temperature is shown in figure 2. The photolu-
minescence emission spectra measurements were performed
under continuous excitation light of the 30 mW diode pumped
solid state cw laser at 532nm and collected by the Ocean
Optics USB 2000 spectrometer. Temperature of the sample is
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Figure 2. Experimental setup for temperature measurements

by luminescence: 1—furnace; 2—temperature control unit;
3—quartz window; 4—microscope objective 4 x; 5—beam splitter;
6—band-stop filter at 540 nm; 7-532 nm laser; 8—optical fiber;
9—spectrometer; 10—sample; 11—thermocuple.

controlled by a home-made furnace. The luminescence exci-
tation measurements were performed at room temperature on
the Spex Fluorolog spectrofluorometer system with C31034
cooled photomultiplier, utilizing 500 W Xenon lamp as the
excitation source.

3. Results and discussion

The excitation spectra of the sample are shown in figure 3.
They are recorded at wavelengths of 565 and 611 nm which
correspond to the positions of the most intense emission lines
of the Er** and Eu* dopant ions. It can be seen that the exci-
tation laser wavelength of 532nm is at the same position as
the absorption lines 5 — 2H, 1 of Er** and 'Fy — D, of
Eu’t.

The luminescent emission spectrum of Y,04:Er’t, Eu’t
is shown in figure 4(a). Intense narrow lines in the emission
spectrum are a result of the 4f — 4f transition. Schematic dia-
gram of Er*" and Eu*" energy levels and the main transitions
are presented in figure 4(b).

The green emission line at 564nm is the result of the
4S5/, — ;5 transition in Er’*. The red emission at 611 nm is
the transition "Dy — "F, in Eu>* and the luminescence line at
661 nm is the result of a transition “Fo;, — *I;55 in Er* ™.

In the luminescence intensity ratio method for temperature
measurements we used the intensity ratio of Er* "S5, — ;5.
and Eu’*°Dy — 'F, emission lines. Emission spectra as
a function of temperature (normalized to the Eu’* line at
611nm) are presented in figure 5(a). These two emission lines
have high emission intensities in the whole temperature range
from 303 to 573K. Sharp and strong peaks can eliminate
problems of optical noise and black body radiation at high
temperatures, so that the emission intensities at line peaks

Intensity [a.u.]

T T T T T T T

T .
350 375 400 425 450 475 500 525 550

T : T ! T !
Wavelength [nm]

Figure 3. Luminescent excitation spectra of Y,03:Er**, Eu’*. The
red excitation spectrum is measured at 611nm (Eu** emission) and
green was measured at 565 nm (Er’* emission).

are easily measurable. The dependence of Er***S;, — 17,
and Eu3"Dy — ’F, emission line intensities in Y,O3:Er’™,
Eu’* as a function of temperature are shown in figure 5(b).
The intensity of the Eu>*>Dy — "F, emission line slightly
decreases from 300 to 375K, starting to increase up to 500K
and then decreases once more. In contrast, the intensity of the
Er**4S3,, — )5, emission line was reduced by around seven
times in the same temperature interval.

There is a clear distinction between the intensity temper-
ature dependence of the Eu*™Dy — F, line in Y,03:Er’t,
Eu** compared to Y,03:Eu’*. This emission line intensity
in Y,03:Eu’* is constantly decreasing in temperature range
from 300K up to 1000K, which can be seen in the work of
Bosze et al [30]. The process of energy transfer occurs from
Er’t (*Hy1p0, #S3p) to Eut Dy, °Dy) in Y,03:Er*t, Eu?t due
to the fact that there is a small difference between energy
levels of Er’** and Eu*. This effect leads to the growth of °D
energy level population and the Eu®™ line intensity increase as
a function of temperature. The energy transfer from Er’* to
Eu’* in Y,03:Eu**, Er**, Yb* is also presented in the work
of Rai et al [19].

In addition to this effect, in complex systems with two dopants
many other parameters, such as different probabilities of non-
radiative transitions in two dopants or different probabilities of
the excitation light absorption, can also influence the temper-
ature dependence of the emission intensity ratio. According to
Riseberg and Moos [31] a non-radiative process (multi phonon
relaxation) is the transition from an excited level to a lower level
with the energy being dissipated into phonons. The probability
of this non-radiative relaxation depends strongly on the energy
gap between the excited level and the energy level beneath
them, AE, and phonon energy, Aiw. For Er** and Eu** ions in
Y,0; values of AE are 3.07 - 10> cm™" and 12.49 - 10’ cm ™',
respectively [2]. The phonon energy is the same for both
dopants since they are in the same the Y,O3 matrix. It can be
concluded that the non-radiative processes in Er** ions (with
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Figure 5. (a) Emission spectra as a function of temperature normalized to the Eu?* line at 611 nm; (b) Y,03 Er’t4Ss, — “Iysp and

Eu’*Dy — ’F, emission line intensities as a function of temperature.

smaller AE, see figure 2(b)) will occur at lower temperatures
than in Eu®* ions, and this leads to strong temperature changes
of luminescence emission of Er** relative to Eu**. Broadening
and shift of dopant absorption lines, due to the increase of the
temperature, can also influence the emission intensity ratio.
The change in the absorption probability, which is a function of
temperature, can induce changes in populations of the excited
levels. Furthermore, changes in the dominant phonon energy of
the matrix, as a result of an increase in temperature, can induce
changes in the probabilities of non-radiative processes in the
different dopants with different energy AE.

A small peak in the intensity of emission lines
Er’*S3, — 15, and Eu’™ Dy — F, at a temperature of
413K can be seen in figure 5(b). It is caused by some acci-
dental variation in experimental conditions during the meas-
urement (increasing of excitation laser power, motion of the
sample or furnace due to the rise of temperature, etc). The
intensity ratio method is insensitive to these changes. Using
this method, a number of errors arising from fluctuations in

excitation intensity and deviation of optical conditions can
be eliminated. In figure 6(a) it can be seen that the meas-
ured intensity ratio of Er’***S3, — ;55 and Eu**°Dy — "F,
values are monotonic in the entire temperature range and do
not have the deviation from the fitted curve at a temperature
of 413 K.

In order to apply the intensity ratio method in thermometry,
it is required to calculate a calibration function of each phos-
phor sample that will be used for temperature measurements.
Fitting the measured intensity ratio IR = Ig/Ig, values was
performed by using the empirical function: IR = A + C - e~ T
[18], where T is temperature in K, and empirical constants
obtained through fitting of measured data are A = 0.394,
C=1398.9and o = 0.0155K"".

The relative thermal sensitivity of this sensor Sg is deter-
mined using formula:

R =

Lar
IR dT
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Figure 6. (a) The intensity ratio of Er**S;,, — 1,5, and Eu**3 Dy — "F, emission lines (black squares) and temperature calibration curve
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Figure 7. (a) Measurement repeatability. Black squares show the results during the heating and the red circles are the results during sample
cooling; (b) CIE chromaticity diagram showing the temperature dependence of the (x, y) color coordinates.

and it has a maximum value of 1.4% K~ at 303K, and it is
shown in figure 6(b). This relative sensitivity is among the
highest recorded for inorganic thermographic phosphor for
this temperature (see for comparison the comprehensive list
of relative sensors sensitivity presented by Brites ef al [7]).

The important parameter for any measurement is repeat-
ability and as well for materials which can be used for
temperature measurement by the luminescence intensity ratio
method. The intensity ratio of emission lines of Y,05:Er’t,
Eu*t (Er’**S3, — 115, and Eu’t°Dy — 7F,) as a function
of temperature is shown in figure 7(a), in processes of the
sample cooling and heating. The presented results show a
high repeatability and very low hysteresis which is a good
characteristic of this material for applicability in temperature
measurement.

The resulting spectra at different temperatures were used to
calculate the changes in the color of the sample as a function of
temperature by the calculus of the Commission Internationale
d’Eclairage (CIE) (x,y) color coordinates (figure 7(b)). In
the temperature range of 303—573 K, the color of the sample
changes from yellow to orange red.

4. Conclusions

The intensity ratio method was used for Er**, Eu** doped Y,0;
samples in order to examine the potential applicability of this
type of phosphor as a temperature sensor. The variation of the
emission intensity with increasing temperature is monitored
for the main transitions of Er** ions: *S3» — “I;sp» and Eut
ions: Dy — "F,. Measurements recorded from 303K up to
573 K show that Y03 doped with 3 at.% Er** and 1 at.% Eu**
has the relative sensitivity of 1.4% K~! at 303 K. This material
has the ability to fine-tune the emission color as a function of
temperature. The accomplished results demonstrate the per-
formance of high sensitivity thermographic phosphors and the
fact that the measurements can even be performed with low
cost equipment. Furthermore, this thermographic phosphor is
a good candidate for biological applications due to the fact
that it has high sensitivity at a temperature of 303 K. Besides,
it can be prepared in the form of nano and micro particles. We
have also taken into account that the wavelength excitation is
not in the field of invasive UV radiation. Based on all of the
shown characteristics, this thermographic phosphor clearly
represents a good candidate for phosphor thermometry.
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Abstract Piezoresistivity was discovered in the nineteenth century. Numerous appli-
cations of this phenomenon exist nowadays. The aim of the present paper is to explore
the possibility of applying the Hubbard model to theoretical work on piezoresistivity.
Results are encouraging, in the sense that numerical values of the strain gauge obtained
by using the Hubbard model agree with results obtained by other methods. The calcu-
lation is simplified by the fact that it uses results for the electrical conductivity of 1D
systems previously obtained within the Hubbard model by one of the present authors.

Keywords Hubbard model - Electrical conductivity - Piezoresistivity -
Strain gauge factor

1 Introduction

Piezoresistivity was discovered by Lord Kelvin around the middle of the nineteenth
century, in an analysis of the changes of resistivity of underwater telegraph cables [1].
It was reported for the first time in [2] that Si and Ge had a “large” piezoresistive shear
coefficient, and a couple of years after that first measurements of the strain gauge
factor were taken. This was a “trigger” for various applications of this effect in many
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kinds of sensors; there have also been some extremely interesting medical applications.
Contemporary applications include accelerometers, strain gauges, pressure Sensors.
For some recent examples see [3—7], and for historical details see [8].

The sensitivity of a sensor based on piezoresistivity is given by

_—180

= ey

o de

where o is the conductivity and € the strain.

Calculating the value of G for areal 3D material is a task of considerable complexity.
A suitable example is [9]. In the present paper the function G will be calculated
for materials having 1D and rectangular 2D lattices. Knowing the Hamiltonian of a
system enables the calculation of its transport properties. One of the methods for such
calculations is the so-called memory function (MFA), developed in the 1970s as a
consequence of previous work of Kubo. The calculation will be performed by using
the Hubbard model (HM).

The remainder of this paper is divided into several sections. The next section con-
tains the main equations of the HM, the memory function method and the resulting
expression for the electrical conductivity of a 1D system. The third section is devoted
to the derivation of an expression for the function G. Section 4 contains results of the
calculation of G for 1D and rectangular 2D systems, while Sect. 5 discusses the case
of strain-dependent hopping. The final part contains the conclusions.

2 Theory

The Hamiltonian of the HM in 1D, expressed in the formalism of second quantization,
has the following form

H=— wz (Clt,cl+l,o + Clt—l,oclya) +U ann]ﬂ \: 2
l,o j

where w denotes the hopping and U is the interaction energy of a pair of electrons
having opposite spins on a lattice site j. Symbols of the form Cl—t_a denote a creation
operator for an electron having spin o on lattice site /. ¢, o is the annihilation operator
for an electron at lattice site / + 1 with spin o. The current operator is

: , + +
J=—tw Z (Cl,gcl—&-l.,o - CH_],gcl,o) (3)

l,o

The MFA is extensively discussed in the literature. A few examples of such publications
are ([10-13]). The crucial equations of the M F A are

xAB(w) =<< A; B >>=

—i/ expiowt < [A(t), B(0)] > dt 4)
0

@ Springer



J Low Temp Phys (2018) 190:191-199 193

and

2
_op [ x@
o) =gt [1 x<0)} )

Expression (4) is a general definition of the linear response of a physical quantity
represented by the operator A to the perturbation by a physical quantity described by
an operator B. A(t) denotes the Heisenberg representation of the operator A. Inserting
A = B =[j, H] into Eq. (4) can give the current—current correlation function.

The following symbols have been used: j is the current operator, H is the Hamilto-
nian, and << .. >> is the mean value of the time-ordered product of operators A(¢)
and B(tr = 0), o denotes the electrical conductivity, z is the complex frequency, wp is
the plasma frequency, x (z) is the frequency-dependent susceptibility, and y (0) is the
static susceptibility. The time-ordered product of operators is defined in such a way
that every operator in it has later operators to the left and earlier operators to the right
(see, for example, [14]).

As z is the complex frequency, it can be expressed as z = z1 + iz2 = z1 + iwzy,
where o > 0. The complex conductivity o (z) can be separated into a real og and
imaginary components o7y. It can be shown that

2
w
R = _@pXI (6)
4171 X0
and 5
o] = r_ (1 — ﬁ) (7
471 X0

The final result for the electrical conductivity is given by [12]

-1
or (@) = (1/250) (0} /7) [@f = Gw)? | Wuw/ND? x5 ®)
and the symbol S denotes the following function

S = 42.49916 x (1 + exp(B(—u — 2w))) >
+78.2557 x (1 + exp(B(—u + 2w cos(1 + 7)))) "2
+ (bw/(wo + bw)) x (4.53316
x (14 exp(B(—p — 2w))) >
+24.6448(1 + exp(B(—u + 2w cos(1 4 7)) 72))) )

The symbol u denotes the chemical potential of the electron gas on a 1D lattice [12]

_ (Bw)(ns — 1) |w|
T 1.1029 + .1694(Bw)? + .0654(Bw)*

5 (10)
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3 The Strain Gauge Factor

In order to calculate the strain gauge factor G, as defined by Eq. (1), one needs
explicit expressions for the electrical conductivity and the strain, as well as some
assumptions concerning the dependence of the hopping energy on the strain. As a first
approximation, it will be assumed in this section that the hopping is strain independent.
A later part of the paper will explore the influence of the strain dependence of the
hopping on G. The strain € is defined as

se = so(1 —€) (11)

where 5o denotes the value of the lattice constant at zero strain. Inserting Eq. (11) into
Egs. (8)—(10) and then using Eq. (1) one gets the result for the strain gauge factor.
The expression thus obtained is too long to be written here. Expanding the sums and
products, and taking only the first term, one finally gets the following approximate

result for G.
Gz 2explB(2w— wlnsow’st (12)
(1 + exp[B(—2w — w)(1.1029 + - - )
and B denotes the inverse temperature. Generalizing, the function G can be expressed

as a power series in strain €:

K
G=) G (13)
=0

where K denotes the number of terms taken into account. Taking as an example K = 3,
it follows that the coefficient G is given by

_ 2nsow®B7|w|explB(—2w + - )]
T (1 +explB(—2w + w)(1.1029 + - - -)

Go (14)

This implies that apart from the strain € the function G depends on various material
parameters.

4 Examples of Applications

In this section, the expression for G derived in the preceding part of this paper will
be applied for various values of material parameters. The parameters will have the
same values as in [12], but for convenience they are given here. For the meanings of
various symbols see [12]. Therefore, b = — 1.83879; 59 = 1; N = 150; U = 4w;
wp = 12w; wp = 2.8w; xo = 1/3. The band filling n, electronic hopping energy w
and the temperature 7" were assigned arbitrary but physically realistic values. All the
figures were normalized to 1 at the same point: n = 1.1;¢ = 0; T = 116K.

Note in Fig. 1 that an increase of the strain from € = 0.1 to ¢ = 0.2 leads to a
drastic increase of G. Increasing the temperature and keeping n and ¢ constant gives
drastically smaller values of G (Fig. 2). Figure 3 shows the behavior of G but for a
system at a higher temperature. All the other parameters are kept constant.
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Slightly changing the parameters of the problem and repeating the calculation for
two values of the temperature gives Fig. 4. All the figures were normalized to 1 at the
same point: n = 1.1; ¢ = 0; T = 116K.

4.1 The Simplest 2D Case

The calculations discussed so far refer to the 1D case. In the case of a 2D rectangular
lattice, the expression for G can be derived in an extremely simple way. As shown in
[12], the conductivity of a rectangular 2D lattice is given by

o’ = 03 + 0}2, (15)
where the suffixes x and y denote the two lattice axes. In the simplest case o, = oy,
which means that o = o,+/2. Applying Eq. (1) leads to the following result for a
rectangular 2D lattice:

Gip=——-" =G, (16)

The same result is obtained in the case oy = a0y , where « is a real number.

5 The Strain Dependence of the Hopping

All the equations concerning the electrical conductivity of the Hubbard model contain
the hopping energy ¢, which depends on the overlap of the electronic wave functions
on adjacent nodes of the crystal lattice. Physical intuition dictates that the value of
t decreases with the stretching of the lattice, that is, when the strain € is positive. A
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complete quantum-mechanical expression for the distance dependence of the hopping
can be found, for example, in Hubbard’s second paper [15]. Performing such a calcu-
lation would be prohibitively complicated for this paper. As discussed to some extent
in [16] using the standard quantum-mechanical form for the overlap integral and for
simplicity retaining only terms of first order in €, the strain dependence of the hopping
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in the case of lattice stretching can be expressed as
t = 0.8619(1 — 0.286¢) (17)

where #( denotes the hopping energy when the strain is zero. Figures 5 and 6 show
values of G calculated for the band filling of n = 1.1, the hopping energy #p = 0.015
and two values of the temperature 7. The values of all the constants are the same as
in Sect. 4, as is the point at which the curves were normalized to 1.

6 Discussion and Conclusions

Several conclusions can be drawn from the calculation presented in this paper. A
bibliographical search performed in the middle of September 2017 on the Web site
http://scholar.google.com/ with the keywords “Hubbard model and piezoresistivity”
gave zero result. A partial explanation of this can be found in the fact that the electrical
conductivity of a 1D Hubbard model has been calculated within the memory function
approach only relatively recently [12]. This implies that the present paper is the first
attempt of using the Hubbard model in work on piezoresistivity.

Examples of values of the function G obtained for a set of values of the input
parameters are shown in the figures. Figure 1 shows that the highest value of G
obtained for the indicated values of the parameters is around 250. Results for G
obtained in [9] are somewhat higher and go up to G 1000. A similar comparison could
be made with [17]. It can be concluded that the order of magnitude similarity between
results of the present paper and those in [9,17] has been achieved. A closer agreement
could certainly be obtained by varying the parameters taken into account in the present
paper. Comparing Figs. 1 and 5 illustrates the influence of the strain dependence of
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the hopping ¢ on the strain €. Clearly, for ¢ < 0.3 the trend of G on both figures is
the same, but the numerical values of G are smaller in Fig. 5. This shows that the
dependence of ¢ on the strain influences the function G. It would be interesting to
repeat the same calculation but with more terms taken into account in 7 (€).

Another interesting result is the fact that the shape of the function G (¢) is temper-
ature dependent. A limited literature search shows that this is in qualitative agreement
with existing results. Examples of results on this aspect are [ 18, 19]. There is however a
difference of possible importance between this paper and [18,19]. That is the fact that
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in the present paper we have obtained a change of sign of the derivative dG/de on the
curves G(€) at a fixed temperature, while the experimental curves do not show such
a point. For example, a material called modco, which is a N-Cr alloy, has a negative
temperature dependence of G [19]. It will be attempted to explore the origin of this
point in the future.

Purely mathematically, equations used in the present work are not very complicated
and can be used analytically, which is a clear advantage. However, the whole approach
is limited to 1D and 2D systems, while standard considerations of piezoresistivity do
not have such a limitation. This points to the region of possible applicability of this
approach, and these are high-temperature superconductors and organic conductors.

The strain gauge factor G calculated here characterizes the sensitivity of various
sensors. The results obtained can be used in two ways. One can choose the parameters
of the system (i.e., some material) calculate G and perhaps vary the parameters until
a more satisfactory G is found. The other possibility is to fix the maximal value of the
strain € for a given material and then calculate the corresponding value of G. Details
will be discussed in the future.
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Abstract. John Hubbard proposed ”his model” (H M) nearly sixty years ago, and one could
be tempted to expect that everything (or almost so) about it is well known. Quite to the
contrary, the HM is still arising interest and its applicability seems to be rising. The aim of this
paper is to discuss several examples of new or already existing but improved results concerning
the 2D HM and its applicability to nanomaterials. The following issues will be discussed:
increasing the number of terms in various expressions used in calculating the conductivity;
introducing the strain in these expressions ( which is important for experiments under high
pressure); defining the pressure in a 2D system and calculating the reflectivity but taking into
account the imaginary part of the conductivity.

1. Introduction

Towards the middle of the last century, one of the outstanding problems of condensed matter
physics was the metal to insulator transition (M) . John Hubbard tried to contribute to finding
an explanation of the M transition by proposing what later became known as the Hubbard
model - HM [1]. In spite of the time elapsed since Hubbard’s proposal, the H M is still attracting
considerable interest.

The publication of the HM greatly helped launch the study of correlated electron systems.
There exists a semi-documented detail, illustrating this point: Mr. Hubbard was sitting and
reading a book on many body theory, when his mother in law passed by and asked him what
was the book about. To which Hubbard replied ” A murder mystery”[2].

It is common knowledge that the behavior of a physical system is determined by its
Hamiltonian H from which all the thermodynamical functions can be derived.The Hamiltonian
of the HM is apparently simple. It contains only two terms,one describing the hopping of
electrons within the lattice, and the other the interactions of a pair of electrons with opposite
spins on a lattice node. The equations are avaliable in the literature, for example [3]. The fact
that the HM is only apparently simple becomes clearly visible when attempting to solve it. The
HM was solved in the 1D case [4], while work on solving the 2D case is ongoing within the
Density matrix renormalisation group (DMRG) approach [5]. This kind of work is of course
extremely interesting from the point of view of mathematical physics, but the obvious question
is the applicability of 1D and 2D H M in material science.

In the years around 1980 and for some time after if was thought that the so called Bechgaard
salts were materials which could be described by the 1D HM and that they were the simplest
cases of strongly correlated electron systems. Applying the HM to these materials gave results
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agreeing with experiments, but they have not been as helpful as expected in understanding the
high T, materials. See, for example, [6].

Nanomaterials in 2D present a much wider field of possibilites for the application of the
HM. To name just a few examples,these include organic electronics [7], stretchable electronic
materials [8], photothermal cancer therapy [9].

There exist numerous publications on various aspects of the HM, including some by the
present author [10] . What is the aim of another paper on the HM? The main aim of the
present paper is improving the results obtained in previous papers. In practical terms, this
means increasing the number of terms taken into account in various developments into series,
and taking into account the fact that the imaginary conductivity is different from zero. It will
be attempted to introduce a sitable definition of pressure in 2D systems. In that respect, it
will be a distinct improvement over previous results. A detailed comparison of the experimental
results with the predictions of these ”improved” calculations will be performed in the future.

1.1. The method

The calculations to be discussed in the remainder of this paper were performed using the so called
memory function method. It uses the idea, known in statistical mechanics, that knowledge of
the Hamiltonian of a system gives the possibility of calculating its electrical conductivity. For a
recent review see, for example, [11]. The essential equations of the method are

Yap(w) =<< A; B >>= —i/ooo expiwt < [A(t), B(0)] > di (1)

where A = B = [j, H], j denotes the current operator, H the Hamiltonian and

_ Wk x(2) )
=i [l — =] (2)

4z x(0)

where o denotes the electrical conductivity, z is the complex frequency, wp is the plasma
frequency, x(w) is the frequency dependent susceptibility and x(0) the static susceptibility.
As z is the complex frequency, it can be expressed as z = z1 + i20 = 21 + taz1, where a > 0. It
can be shown that

o(w)

— ®
47T2’1X0
and
wh XR
o = m(l - %) (4)

2. Calculation of the electrical conductivity

2.1. FExisting results

The Hamiltonian of the HM in 1D, expressed in the formalism of second quantisation, has the
following form

H=—-t Z(cl_t_o_(jl_l'_l’o' + Cﬁlﬁcl’g) + UZ ning, (5)

l,o J

where all the symbols have their standard meanings,and the current operator is

= =it (el = i) ©)
l,o
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Using these two expressions it becomes possible to calculate the commutators A = B = [j, H],
to take into account their time dependence and obtain an expression for the current-current
correlation function. All these steps are discussed in [12], and the final result is

x(2) = Y (32i(1/[(1 + exp[B(—p — 2t cos[g]))) (1 + exp[B(—p — 2t cos[k])))] —
P:9,k,q

—1/[(1 + exp[B(—p — 2t cos[p]))) (1 + exp[B(—p — 2t cos|q])))]
(Ut)*(azy + i(z1 + 2t(cos[q] + cos[p] — cos[g] — cos|k])))
(cos(p +g)/2)(cos((q + k)/2))(cosh(g — p) — 1)

(N*((oz? + (21 + 2t(cos(q) + cos(p) — cos(g) — cos(k))))?)

X
X
/
)
(7)

The symbol N denotes the number of lattice sites, u is the chemical potential and the summations
are limited to the first Brioullin zone. The chemical potential y of the electron gas on a 1D
lattice is given by [13]

_ (Bt)ﬁ(na — 1)|t| (8)
H= 11029 + 0.1694(5t)2 + 0.0654(5)

where [ denotes the inverse temperature, a the lattice constant and n is the band filling.
Summation of eq.(5) taking into account the smallest possible number of terms has been
published in [12]. The result was an expression for the electrical conductivity of a 1D system of
correlated electrons, which was applied to the Bechgaard salts, and the results obtained were in
reasonable agreement with experiments.

The purely mathematical aim of the present calculation is to increase the number of terms
taken into account in eq.(7),and in the subsequent calculation of the electrical conductivity. On
the physical side, it will be attempted to take into account the dependence of the conductivity
on the strain. This result will have applications in studies of nano materials under high external
pressure.

2.2. New results for the conductivity

The starting point for this calculation is the summation in eq.(7). In order to take into account
the influence of the external pressure (that is, the variability of a),one has at first to insert a > 1
in eq.(7), and after that introduce a change of variables in this expression. This has to be of
the form k — z/a; g — y/a ; p — r/a ; ¢ — w/a. Introducing all these changes in eq.(7),
and summing over the variables (k,y,r,w) € (—m,m),one gets the following expession for the
susceptibility

1

X ~ (322'((1 +exp[B(2t — pu)(1 +exp(B << 1>>))

1
(14 exp[f << 1 >>])(1+exp(f << 1 >><< 1 >>)))(tU)2
(az1 + (1 + 26(cos[1] — cos[2]))) cos|= (* - 2 - T

2
)+ (TN (a? + (o1 + 28(eos(1] — cosl2]))?)) +

32i << 6 >> (—1+cosh(==22)— << 1>>)a
NA((zm10)? + (z1+ << 1 >>)))?

(—1 + cosh]

)+ << 3736 >> 9)

Numbers in parenthesis << .. >> denote the number of terms omitted. This long expression
for y is impractical in any real calculation.
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An applicable expression can be obtained by a relatively simple procedure. Multiply out the
products and powers in eq.(9), and express the result as a sum. This is a well defined operation,
the end result of which is a huge sum of more than 30000 terms, which is far from applicable.

However, take the first 10 terms of this huge sum, expand it and take only the real part of
he frequency into account (as done in [12] but for a small number of terms). One thus gets an
expression for the real part of the susceptibility of a 1D HM. So, what is the improvement of
this result compared to [12]7 The number of terms taken into account in various developments
into series has been doubled. The result for xr,taking into account only the first 7 terms is

. 192exp[36u + 26t]t3U? cos[1/2] y 1
XRE = T (expBu] + exp[2t8])2 N(w + 4t(sin[1/2])2)2
1 128 exp[38u + 28] (tU)*w cos[1/2]

" (explBu] + exp[2tB cos[1]])? (exp[Bu] + exp[251])?
1 1

NT(w + 4t(sin[1/2) D)2 (exp[Bu] + exp[2t5 cos[1]])2

(10)

Inserting eq.(10) into expression (4) one can obtain the imaginary part of the electrical
conductivity. Using the Kramers-Kronig relations [12],[14] it becomes possible to determine
the imaginary part of the susceptibility as the following integral .

i(wo) = —2713/ w2 o (11)

where P is the principal value of the integral. The final result for the electrical conductivity of
a1lD HM is

s w? " 1536 exp[2t3 + 2Bu]t*Uw3 sin[1/2] sin[Q]]
drwyxo (exp[2t5] + exp[uf])

: 1 : 12
“Nig S (exp[2tB] + exp[Bu]) X (wg — 162(sin[1/2])%)* + ... (12)

The advantage of this expression, compared to the one previously presented in [12] is in the
increased number of terms taken into account in various developments into series. This should
allow a more precise comparison with experimental data on the conductivity.

A more complicated case is the 2D lattice, the simplest of which is a square lattice of side
length a which can be treated as an extension of these results. If the lattice sides are denoted
by x and y,the electric current flowing through such a system can be expressed as

J = Jali + Gyey (13)
where €; and ¢, are unitary vectors of the two lattice axes.The total current is given by
.2 .9 .2
3T =17z + 7y (14)

By definition j = o F where o is the electrical conductivity and E the electric field,and assuming
that £, = E, = FE, it finally follows that

= o2+ (1)

The conductivities along the two axes are assumed to be mutually independent.
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3. Compressing and stretching a material

The calculation of the electrical conductivity of the HM discussed in the preceeding section reffers
to standard pressure. However, in nature, applications and various experiments, situations occur
in which a material is subdued to variable pressure. The obvious effect which increased pressure
has on a material is a decrease of its characteristic dimensions and of all the characteristics of
the material which depend on it. Therefore the question is how can one take into account the
influence of external pressure on the conductivity of the HM. The consequences of stretching
on the conductivity of a material, within the H M, have been discussed to some extent in [3].

3.1. The 1D HM
Mathematically speaking, in the case of a 1D material, the function chracterizing the influence
of high pressure on the conductivity would be the ratio

do
% (16)

where o is the conductivity and a the lattice constant. The influence of external pressure on a
material is characterized by the strain e. The strain applied to an object of initial length [y so
that it achieves length [ < [y is defined by € = (lop —1)/ly. Therefore, eq.(16) can be transformed
in the form

do  Oo ,0a

- = -1
da  Oe ( Oe )
The conductivity depends on the strain only indirectly, through the chemical potential, so that

(17)

9o 9o da,_y 0o du da

-1
el = 18
da 86(86) 8,[1,86(86) (18)
Using expression (8) for the chemical potential and the definition of the strain, it turns out
that the product (0pu/0¢€)(0¢/0a) does not depend on a, which means that it does not depend
on external pressure. However, the conductivity itself depends (among other factors) on the
external pressure. It can be shown, performing some algebra on eq.(12), that

do , 1152exp[26(t + p)]t*U? Bwowp ... (19)
op Nir2yow(exp[26t] + exp[Bu])?...

Inserting eqgs.(8) and (19) in full form into eq.(18), one could obtain an explicit expression for
the strain dependence of the conductivity.

3.2. The simplest 2D case

A more complex, and more interesting case is the 2D HM. The simplest possible case of a 2D
lattice is a rectangular lattice, with sides of length a and b. If the external pressure is acting
within the plane of the lattice, its effect will be to reduce the surface of the elementary lattice cell.
Denoting this surface by S, it follows that the influence of external pressure on the conductivity
will be characterized by the derivative 0o /05S.

Changes of the dimensions of the lattice cell under pressure enter the calculation through the
change of its sides. In the case of a rectangular lattice, the surface of the elementary lattice cell
is given by

S =ab (20)

As a =ap(l —€) and b = by(1 — €), where € is the strain, it follows that

S = Sp(1 —¢)? (21)
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It follows that
do 0o & _Jdo ELM 875’

= = = -1 22
0S  0e0S 8/“96(86) (22)

Clearly % =—-25(1—¢€), so ) ' .
99 _ _ g9 9k (23)
08 2S50(1 —€) O Oe
How do we approximate the chemical potential of the electron gas on a 2D rectangular lattice?
This was solved in [15], where it was shown that

1 2t, 2t
= — |1 —exp[—p/To(=)Io(F2 24
n =g |1 = expl—p/THo(=)o(=) (24)
where n is the filling factor and Iy the modified Bessel function of the first kind of order 0.
Developing into series, taking ¢, and ?, as small parameters, and limiting the development to
lowest order terms, one gets the following result

1 —2nab
eXp[_M/T] = t%+t2 t%tQ
T+ (=) + ()
Taking the natural logarithm of both sides, developing and retaining only the lowest order
terms, one gets the following approximate result for the chemical potential of the electron gas
on a 2D rectangular lattice:

(25)

taty 2+ t2
Gl Gea)?) 20

1= kpT[2abn + 2(abn)? + (g)(@bn)3 + ((

Introducing the strain € in eq.(26) by a = ag(1 — €) and b = by(1 — €), it becomes possible to
determine the derivative du/de. The derivative do /Je can (in principle) be calculated from the
previously defined and calculated conductivity of the 2D rectangular lattice. Combining those
partial results, one gets the final approximation for do /9SS, which describes the influence of high
pressure on the conductivity of this particular 2D lattice.

Equation (24) gives the possibility of determining the region (or point) in phase space in
which the chemical potential of a 2D electron gas becomes approximately equal to zero. In 1D

problems, the point 4 = 0 corresponds to a half-filled band, and experimentally to a ”‘clean”’
specimen. Inserting p = 0 into eq.(24) it follows that
1 — Io(2ty/T)1o(2t,/T) — 2Son(1 — €)* =0 (27)
which can be solved to give
1—Ig(2t,/T)1o(2t,/T
_ 1 1Iy(2te/T)Io(2t,/T) (28)

250(1 - 6)2

This is the value of the filling factor for which p = 0, expressed as a function of various lattice
parameters and the strain provoked by the application of pressure.

It would be interesting mathematically to determine if a point for which do/0S = 0 exists
in principle, or for some particular combination of material parameters. From the experimental
point of view, the existence of such a point would imply that a material is not sensitive to applied
pressure.
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4. Optics,invisibility and the HM
The electrical conductivity of a material is linked to its reflectivity. This theoretical result is
known for decades and it has very interesting experimental consequences. Namely, the existence
of this link opens up the possibility of calculating the conductivity from the measured values
of the reflectivity. The only”’ingredient” of such a calculation is some theoretical model of the
material under study; in this paper we shall discuss to some extent the HM. Full details of this
calculation have recently been discussed in [10], but some possibilities for improvement shall be
presented here.

Two parameters characterize the propagation of an electromagnetic wave through anon-
magnetic material. These are the dielectric function €(w) and the refractive index N(w), with
N(w) = /e(w) [10]. It is known from theory of optics that

€ = ep(w) +ier(w)
N(w) =n(w) +iK(w) (29)

K (w) denotes the extinction coefficient. Reflectivity of a material is defined by the following
quotient [10]

_ (n—1)?+K?

R = e & (30)

Algebraic manipulation, discussed in [10], leads to

4 2
K4+K2><[1— 7;‘”]—( 7T:R)Zzo (31)
The final expression for the reflectivity is [10]
2noR)? — Kw X [drop — Kw(l + K2

R(W) _ ( 7TO_R) w X [ TOR w( + )] (32)

(2moR)? 4+ Kw X [drop — Kw(1 4+ K?)]

This is the expression linking the reflectivity with the real and imaginary parts of the electrical
conductivity of a material. Inserting the appropriate expressions for o and o; would lead to
a long equation expressing the reflectivity as a function of various material parameters, which
are experimentally measurable. This equation would be the ”bridge” between the transport and
optical parameters of a material. In general form, without making any reference to the HM,
this equation is

—4n(0? 4+ 0%) + wor — on/-]

R=
47‘(0’% — oW+ ...

(33)

Equations (4),(10),(11),(12) and (15) lead to the functions or and oy for the case of a 2D
rectangular lattice. Inserting these results into the full expression for R, would give the
dependence of the reflectivity on various measurable parameters of a material.

This opens up the possibility of calculating the value of the reflectivity for various values of
material parameters. Turning the reasoning ”‘upside down”, it also gives the opportunity of
finding the values of material parameters for which reflectivity will have any given value. The
final implication is that it thus becomes possible to find values of material parameters for which
reflectivity will become zero,or have any arbitrarily small value.

The importance of this conclusion is clear. We see ( by microscope, telescope or any other
instrument) non-radiating objects due to the fact that they reflect light (from some source)
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which is incoming on their surfaces. Logically, if the reflectivity is small, the object in question
will be hardly visible, and ultimately will become invisible. The conclusion is that invisibility,
or visibility with difficulty of an object, can be achieved by a carfeul choice of the parameters
of its material, and not only by various forms of cloaking.

The experimental parameter which can be controlled most easily is the temperature of the
material. This fact opens another possibility of theoretically reaching the situation of R =2 0. It
is clear that the following expression holds:

OR
R(T) = R(To) + ((‘TT)(T —To) (34)
with OR 0RO
_ Uit 00R
T~ dop OT (35)

All the functions in his equation can be calculated using results presented in this paper.The
reflectivity becomes zero at the temperature given by

T=T)- (%)_13@0) (36)

5. Conclusions

The preparation of this paper was started with a double aim: to present improvements in
calculations on the HM performed by the present author (reviewed recently in [10]) , and to
apply those improved results to some 2D nano materials.In the course of writing, this plan
was somewhat changed, to ”just” presenting several mathematical improvements to previously
performed calculations.

The improvements discussed are as follows: In the calculation of the electrical conductivity,
the number of terms which intervene in various developments into series was drastically increased
compared to [12]. This was made possible by improvements in computing technology compared
to what was avaliable back in 1997. The physical motivation for this calculation was enable the
comparison between the experimental data and the theoretical predictions with ann increased
precision. The calculation of the conductivity of a 2D rectangular lattice was made possible by
a simple change of variables.

The influence of external pressure on the conductivity of this 2D lattice was characterized by
the derivative do/0S. This function was calculated, and the mechanical strain was introduced.

Finally, the link between the HM and optics was discussed to some extent. In this discussion
we have touched the problem of invisibility, and pointed out that it can be achieved without
cloaking.

It is hoped that in the future all these improvements will be used in real calculations pertaining
to nano materials.
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Abstract. The aim of this paper is to discuss the possibility of theoretically engineering
multifunctional nanomaterials. The calculations were performed for 1D and 2D nanomaterials
by using results obtained within the Hubbard model (HM). The main results of the HM
are briefly reviewed. The conclusion is that the approach taken in this paper is a distinct
improvement over those in the literature.In the present paper results of applications of the HM
are directly used in examples of engineering nanomaterials. On the other hand, in the literature
calculations were performed by ab initio methods and then fitted to the form of the Hamiltonian
of the HM.

1. Introduction

This paper is devoted to the problem of theoretically predicting values of parameters
of multifunctional materials. It seems appropriate to start by defining these materials.
Multifunctional materials can be defined as the materials which perform multiple functions
in a system to which they belong [1]. They can exist naturally, but they can also be artificially
synthetized. The probably best known natural multifunctional material is the human skin.

Multifunctional nanomaterials offer interesting possibilities for applications.A recent list [1]
shows as much as 11 areas of human activity in which multifunctional materials have important
impact.

Just as an illustration,note that applications of multifunctional nanomaterials in medicine are
particularly interesting. A recent example is a drug called Kadcyla produced by the chemical
industry Roche. In it,two materials in the form of nanoparticles which are separately known to
be cancer-toxic (called transtuzumab and DM1) are joined together and sent to find and destroy
HER2 positive cancer cells. Details are avaliable at http://www.roche. com.

In the example just mentioned, and in principle in any atempt of applying nanomaterials,
there arises a practical question: how does one choose parameters of a multifunctional material?
Experimentally, one could proceed by the ”trial and error” method until reaching a satisfactory
result.There is also the theoretical approach of modeling a material within some particular
model. The calculations to be presented in this paper will be performed within the Hubbard
model (HM).

Before embarking on the calculations, there are two questions which should be tackled to some
extent.In view of the fact that large calculational projects, such as NOMAD (Novel Materials
Discovery) (http://nomad-coe.eu), exist is it useful to perform small scale calculations like
those to be presented here? Another big material science project is the Materials Genome
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Initiative (http://www.mgi.gov). Concerning the Hubbard model, is it applicable to modeling
of materials?

Concerning NOMAD, the answer is positive. It is true that NOMAD garantees high precision
in treatment of any problem in material science. However, attempting to achieve the same goal
by using any particular model is certainly easier as it bypasses problems related to access to
NOMAD. Therefore, calculations discussed here can be treated as a first approximation to
work possible by using NOMAD. A similar conclusion applies to MGI, which also has a data
repository.

A bibliographical search concerning the applicability of the Hubbard model to modelling
materials gave encouraging results. A search with the keywords “hubbard model material”
on http://prola.aps.org published ”anytime” performed begining October 2018 gave 9218
results. The clear implication is that this model can be applied to modelling materials. Classified
as "most relevant” in this list is [2]. In this paper, the authors used ab initio electronic structure
methods to design a material whose Hamiltonian matches as closely as possible that of the single
band Hubbard model. Another interesting paper from this list is [3]. That paper is devoted to
the computation of the ground-state phase diagram of the Hubbard model.

The next two sections contain a brief reminder of the main results of the HM needed in
this paper, while the rest of the paper is devoted to the application of the HM in the choice of
parameters of multifunctional nanomaterials.

2. The Hubbard model
This is a reminder of the main equations of the HM, while the reader interested in details is
referred to [4,5]. See also [6].

The basic point for the study of any physical system is its Hamiltonian. For a 1D system,
within the second quantisation formalism, the Hamiltonian has the following form

H = —wz Clacl+10+cl+1 Clo) +UZ”JT”J¢ (1)

l,o J

The following symbols have been used: w denotes the hopping and U is the interaction energy
of a pair of electrons having opposite spins on a lattice site j. Symbols of the form cl denote a
creation operator for an electron having spin o on lattice site I, while ¢; 1, is the annihilation
operator for an electron at lattice site [ + 1 with spin ¢. The current operator is

j=—iw Z(C;:O_Cl_i_l’a— — cl':_LUcl,g) (2)
l,o
Knowing the Hamiltonian of a system enables the calculation of its transport properties. One
of the methods for such calculations is the so called "memory function” approximation (MFA),
developed in the 1970s as a consequence of previous work of Kubo. The MFA is extensively
discussed in the literature (some references are given in [4]). Without repeating this discussion,
we shall just state the final result for the electrical conductivity of a 1D system [4].
The final result for the electrical conductivity is given by

or(wo) = (1/2x0)(wp/m)[wg — (bw)’] ™ (Uw/N?)%S 3)
and the symbol S denotes the following function

S = 42.49916(1 + exp(B(—p — 2w))) 2 + 78.2557(1 + exp(B(—p + 2w cos(1 + 7)))) 2

+ b7w(4.53316 x (1 +exp(B(—p — 2w))) 2
wo + bw
+ 24.6448(1 + exp(B(—p + 2w cos(1 + 7))))) ~2). (4)
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The symbol p denotes the chemical potential of the electron gas on a 1D lattice [6], n is the
filling factor of the lattice, N the number of sites in the lattice, b a numerical constant,

_ (Bw)®(ns — 1) |w|
H= 11029 1 0.1694(Bw)? + 0.0654(fw)?

()

3. Optics
Relations between the electrical conductivity and reflectivity of solids are known since the middle
of the twenties of the last century. These are the so called Kramers-Kroning (KK) relations.
Detailed considerations on the KK equations can be found, for example, in [6,10]. In the context
of this paper, there is one logically arising question: can these relations be used in theoretically
choosing a nano-material? The answer is, as the reader may suppose, positive.

Skipping the details of the calculation (see [6] for example) it can be shown that the reflectivity
is given by

(2moR)? — Kwldnog — Kw(l + K?)]

R= (2moR)? + Kwldnog + Kw(1 + K?2)] (6)

and
Arwor — w? £ [(dnwog)? + (w? — drwoy)?]H/? -
2 )

where the symbols w,or and o7 denote the frequency, the real and imaginary components of the
conductivity. These two expressions are applicable to 1D materials. Their applicability can be
extended to 2D materials by a change of variables: o = [02 + 05]1/ 2 [9].

The KK relations can be applied in several ways in engineering a nanomaterial. For example,
what parameters a nanomaterial must have in order to have reflectivity close to zero? Or, if a
material has a particular value of ¢, what value of ¢, must it have in order to have a particular
value of the reflectivity?

2
Kiy=

2w

4. Choosing multifunctional materials

Every part of any system performs a certain task within the domain of possibilities of the system
as a whole. If a part of a system, or the system as a whole can perform multiple tasks, it is
called a multifunctional system. Going a step further,a nanomaterial is called a multifunctional
nanomaterial if its behavior can be controlled by the application of various external fields [8].

4.1. 1D material under a thermal field

One of the parameters of a material is the chemical potential of the electron gas. In the 1D
case,it is given by eq.(5),and discussed in more detail [4,6]. It was shown by Lieb and Wu [7]
that the chemical potential is zero for half filling, regardless of the temperature. Speaking from
the experimental point of view, the half-filled case means that the material is pure (not doped)
and that it is not a conductor of electricity [6].

Taking into account the fact that in real experiments materials are at some non-zero
temperature, the obvious question is: can the chemical potential become close to zero for the
lattice filling factor n different from one? A positive answer to that question would have some
interesting consequences in the applications of the HM.

Take equation (5) and arbitrarily normalize the chemical potential to p = 1 at the point
n=1.1,7 = 116K and t = 0.02. Repeating the same calculation for n = 1.3, and then plotting
the two graphs, one gets figure 1. Figure 1. shows that for 7" > 180 K, the chemical potential
tends approximately to zero.

This is a difference with the standard results of the HM, which state that the chemical
potential and the electrical conductivity are zero for n = 1. In fact, this means that the
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Figure 1. The chemical potential of 1D electron gas for n = 1.1 and n = 1.3

material becomes electrically neutral at values of temperature above some limiting value of
the temperature. In the context of choosing a nano-material this can be taken to imply that
designing an electrically neutral material can be achieved by heating it above a limiting value
of the temperature.

4.2. the conductivity of a 1D material under a thermal field

As described in the preceding section, a prerequisite for the calculation of the electrical
conductivity of any physical system is the knowledge of its Hamiltonian. A frequent choice for
such calculations is the memory function method. Applying this approach to the 1D Hubbard
model, and using the formalism of second quantisation, one gets expressions (3)-(4) for the
electrical conductivity.

The chemical potential,which contains the dependence on the doping and temperature, is
given by equation (5). It is generally agreed that equations (3)-(5) can be applied to 1D systems
of correlated electrons, such as low dimensional organic conductors and/or superconductors.
The following two figures illustrate the behavior of systems of 1D correlated electrons under the
control of a thermal field (i.e.,under variable temperature).

Figure 2 shows the characteristic shape of the o(7T) curve. As the position of the maximum is
sharp, this result opens up (in principle) the possibility of theoretically choosing a nanomaterial
which will have a predetermined position of the maximum conductivity in the (¢,7") plane.

Experimentally speaking, the filling factor n denotes the doping of a material. Figure 3 shows
that exposing a material to a varying doping field changes its conductivity in a characteristic
manner,and thus opens up the possibility of designing a material with a specified values of the
couple o, n.

Figure 4 is even more interesting, because it shows the behavior of the conductivity of a
material under the influence of two variable fields: the thermal field, and (what could be called)
the hopping field,under constant doping n. In the region T' < 180 K the relative differences of
the conductivities for the largest and smallest values of the hopping ¢ amount to as much as
50 per cent. Using calculations like those which led to this figure, one can theoretically design
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Figure 2. The normalized elect. conduct. of 1D electron gas for n = 0.9
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Figure 3. The normalized conductivity for three values of n for a 1D material

materials with predetermined values of the conductivity for certain values of the doping and/or
hopping. Practically, one would have to choose pairs of (n,t) values, or fix n and vary t and
then calculate the conductivity.

4.3. The two dimensional materials
The HM is at present solved only for the case of 1D [7]. In the special case of a 2D rectangular
lattice where the conductivities along the axes are mutually independent and denoted by o, and
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Figure 4. The normalized conduct. of a 2D rectang. lattice for 3 values of ¢

oy, the conductivity of the lattice can be expressed as
o= [0+ a2 (8)

Theoretically choosing the parameters of a system having such a link between the conductivities
of its parts may seem complicated. In fact, this 2D problem reduces to two 1D problems along
the two lattice axes.
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Figure 5. The normalized reflectivity of a 2D rectangular lattice for 2 values of T
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Figure 5 taken from [6] is an example of the influence of external fields on a rectangular 2D
lattice which is moderately useful for theoretically choosing a nanomaterial. It represents the
dependence of the normalized electrical conductivity of a 2D lattice on the ratio of the filling
factors along the two lattice axes. This ratio is symbolized by n,/n, = 6 and the parameters for
which this figure was calculated are avaliable in [6]. The point which could be useful in choosing
a nanomaterial is here the turning point of one of the curves.

4.4. designing the optical properties of nano materials

An interesting, but complicated way of engineering a nano material is to predict theoretically
the value of its reflectivity and link it to the values of various material parameters. It can be
shown ([6] and references given there) that the reflectivity can be expressed as the following sum

Kw Kw
0) Lo 0
TOR TOR

R=1-2( 2. (9)

This expression for the reflectivity implicitly depends on the dimensionality of the system
through o and K. An illustrative example of the temperature dependence of the reflectivity is
presented on fig.6.

Note an interesting detail on this figure, useful for theoretically choosing a nano material.
The derivative dR/dT drastically changes at the temperature of approximately 7'~ 70K. The
position of this point can be theoretically predicted, and it depends on the values of the hopping
t and the filling factor n. This means that fixing the temperature and which R changes, one can
theoretically determine the values of ¢t and n.
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Figure 6. The reflectivity of 1D HM for n = 0.8 ¢t = 0.01

The first step was the calculation of the electrical conductivity. It was normalized to
or = 1 for n = 0.8, t = 0.005 ¢V and T = 116 K. In the case of a 2D material, two
important ratios influence the results of calculations discussed here. These are the ratio of the
conductivities,denoted by ory,/0r, =I', and the ratio of the filling factors along the two lattice
axes, symbolized by n,/n, = 6. Note that all the 2D materials discussed here imply materials
with a square lattice.
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The dependence of the reflectivity under constant temperature of a 2D lattice on the
parameter 6 is shown on the following figure, taken from [6]. Note that the decrease of 6
leads to a decrease of the value of R. In practical terms, this means that decreasing the ratio
of filling factors along the two lattice axes leads to increasing difficulties in seeing the specimen.
This conclusion could have implications in work on invisibility cloaks.
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Figure 7. The reflectivity as a function of 6 for T' = 150K

5. Piezoresistivity under strain
In various situations, both in laboratory work and practical applications, the need may arise for
a material which becomes better conductor of electricity when exposed to a strain €. Such a
material can be chosen theoretically, but the situation is slightly more complex that in the cases
discussed so far.

Namely, in such a situation one has to take into account the dependence of the hopping ¢ on
the strain. Using results on the overlap of atomic wave functions,in [11], the dependence of the
hopping ¢ on the interatomic distance r was approximated as

t =to[l + 7+ (1/3)r% exp(—7) (10)

where 7 is measured in the units of Bohr radius.

As a practical application, in which theoretical choice of a material is needed,let us consider
an instrument based on piezoresistivity [4].In this case the problem we encounter can be stated
as "At a given temperature 7" what value of the hopping ¢t must the material have, in order to
achieve some chosen value of the sensitivity G?7”

The sensitivity of a sensor based on piezoresistivity is defined as

1 0o
=-2(37) (1)
where o is the conductivity and e the strain. The dependence of GG on the strain has been studied
in [4]. Clearly, the lower the temperature the more pronounced this dependence becomes.
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6. Compressibilities

What would be he result of atempting to engineer a nanomaterial under the influence of high
pressure? To render the problem more complex, immagine that the nanomaterial in question is a
compound, consisting of two specimen of nanomaterials with compressibilities of different signs.
This combination is in principle possible [12]. Imagine an experiment in which two materials
having different coefficients of thermal expansion are fixed together. If such a combination is
heated,it will bend to one side. A similar situation will occur if the two nanomaterials are
subdued to high pressure and have compressibilities of different signs [12].

The isothermal compressibility is defined as

br =G0 (12)

where all the symbols have their standard meanings. The pressure P and volume V of a
material are linked through the equation of state. Choosing an appropriate equation of state for
a given nanomaterial is a delicate research subject. See,for example,[13].

In the case of a nanomaterial distributed along a straight line, the problem returns to those
discussed earlier. However, if the materials are distributed along a curved line, the solution is
strongly dependent upon the compressibilities and their signs. A detailed consideration of this
problem is in preparation.

7. Conclusions

This paper attempted to answer an apparently simple question - is it possible to choose
parameters of a nano-material theoretically so that they have certain pre-selected values? This
choice of parameters is dependent on the theoretical model chosen to describe the material under
study.

The calculations discussed in the present paper were performed for 1D and 2D materials
within the Hubbard model.Calculations reported here are more direct than those in [2,3]. For
example, in [2] the calculations were performed by ab initio methods, and then the Hamiltonian
was matched to the Hamiltonian of the HM. On the other hand, in the present paper results
of direct applications of the HM and the memory function method were used to demonstrate
possibilities of engineering nano-materials, which is a distinct advantage. It was shown on
several examples that it is possible to engineer multifunctional nano-materials by calculating
their conductivity, reflectivity and sensitivity for piezoresistivity, making calculations within the
Hubbard model a viable way in theoretically modelling nanomaterials.
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Abstract. The surfaces of solid objects in the planetary system are dotted by impact
craters. From the viewpoint of condensed matter physics, the problem of the origin of these
craters can be expressed in the following way: in a material of given chemical composition,
there exists a hole of given dimensions. Assuming that this hole is a consequence of an
impact, what can be concluded on the impactor? This problem can be analyzed in two ways:
by using scaling laws and by the standard laws of condensed matter physics. The aim of this
paper is to present basic notions of the two approaches, and give some of the results.

Key words: impacts craters, condensed matter, scaling laws

1.Introduction

Observation, ranging from those performed by the earliest telescopes to cur-
rent work by space probes, shows that surfaces of many solid bodies in the
planetary system are filled with craters. A part of them are of volcanic origin
and they are outside the scope of this paper. The subject of this paper are
impact craters; that is craters which are due to impacts of smaller solid bodies
(often called impactors) in the surfaces of larger objects in the Solar system.
Some impact craters have halos (Bart et al.,2019). Physically, the impactors
are remnants from the epoch of formation of the Solar system (for example
Perryman, 2011,Carlson, 2019).

According to the data base kept at the University of New Brunswick in
Canada at http://www.passc.net/, at present there are 190 known impact
craters on the Earth. Due to their number, their purely scientific interest, but
also the possible dramatic consequences which an impact could have, the study
of impact craters has become a well developed sub-field of planetary science.

The most widely known impact crater is certainly the Barringer crater in
the Arizona desert,which is mentioned in publications ranging from elementary
school textbooks to scientific papers. A much less studied impact structure
seems to exist in the Falkland Plateau, north-west of the West Falkland island.
Seismic reflection profiles indicate the presence of a large roughly circular
basin with a diameter of approximately 250 km. The best explanation of this
structure is the presence of a large burried impactor (Rocca et al.,2016).A
much more recent impact event, which did not produce a crater, is the one
of 15 February 2013, when a small asteroid entered the atmosphere over the
city of Chelyabinsk in Russia. There were no victims, but a large number of
people have been injured by shattered glass.

Finally, at the time of this writing (July 2019) there appeared an analysis
concerning the possibility of Earth impact by asteroid 2009F D. The result,
obtained using recent astrometry and radar data, is that the main impact
possibility in 2185 is ruled out, but there remains a very small possibility in
2190 (DelVigna et al.,2019).

The aim of this paper is to present an introduction to two different theoret-
ical approaches to the problem of impact craters. The second section is devoted
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to the approach using scaling theory, while the third part uses standard con-
densed matter physics. Both approaches treat the same problem: having data
on the target and the crater, what can be concluded on the impactor and the
impact?

2. The scaling theory

Predicting the outcome of one event from the result of another is often called
scaling. The relation used in this predicting is called the scaling law ,and the pa-
rameters which change between the two events are named scaled variables. The
need for the application of scaling in the problem of impact craters is obvious:
impact craters in reality have diameters of the order of meters to kilometers,
while craters in terrestrial experiments are smaller (Holsapple,1993).

There exist three ways in which the form of scaling laws can be predicted:
these are impact experiments, analytical calculations and approximate theo-
retical calculations. The principle of impact experiments is simple, so it may
be imagined that they are simple to perform. There is, however, a problem
in impact experiments: currently accessible impactor velocities in laborato-
ries are smaller than theoretically expected collision velocities (for example,
Hibbert et al., 2017). In principle, projectiles of various mass and compo-
sition are fired with different speeds into targets of different composition.
The aim is to measure diameters of the resulting craters as a function of
the impact velocities and the chemical compositions of the target and the
impactor. A detailed presentation of one of the actual installations for im-
pact experiments, at the University of California in Davis, can be found at
http://geology.ucdavis.edu/read/stewart_shockwave.

Analytical calculations on the impacts are founded on the laws of balance
of mass, momentum and energy, with the addition of the equation of state
(EOS) of the material of the target and of the impactor. The problem with
this approach are the details in the knowledge of the (EOS) and thermody-
namic potentials of the target and of the impactor. Work in this direction will
be somewhat easier in the future, owing to results of big calculational projects
in material science. Examples of such projects are the Materials Genome Initia-
tive http://www.mgi.gov in the US and the mainly European project Novel
Materials Discovery http://www.nomad-coe.eu.

These projects give material characteristics as a function of various pa-
rameters. However, the choice of a material for any particular astronomically
interesting case is beyond their scope. In terrestrial applications it is (in prin-
ciple) possible to collect pieces of the impactor and of the target. However, in
the case of asteroid(s) moving towards the Earth, the only way of determining
their composition is spectroscopy. Problems can arise if an asteroid is made up
of a material with small albedo,which implies that the composition will be de-
termined with a large relative error. Assuming that the impactor is sufficiently
massive, and that the speed of impact is sufficiently high, in the moment of
impact there occurs a phase transition solid — gas or even solid — plasma.
After a rapid cooling, the result of the impact can be analyzed within solid
state physics.

The basic idea of the approximate theoretical solutions is the so called
”point source model”. Simply stated, the phase immediately after impact is
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described as a ”point source” of shock waves propagating through the target.
It was developed near the middle of the last century for analysis of nuclear
explosions.

Attempting to predict the volume V of a crater formed in an impact is
the simplest case of application of scaling laws in these problems. Denote the
radius of the impactor by r, its velocity by v and density by pi. The target
has density p, gravitational acceleration at the surface g, and it is made up of
material with material strength X. Material strength is defined as the ability
of a material to withstand load without failure. In that case:

V:f[{r,v,pl},{p,X},g]- (1)

The first three variables describe the impactor, the following two - the ma-
terial making up the planet and the last one - the surface gravity of the planet.
Scaling laws can be derived from this expression by dimensional analysis.

It can be shown that equation (1) leads to

Voo 2L (2)

m v’ pv?’ py

where m = 4% p17r3 is the mass of the impactor. The quantity on the left side
is the ratio of the mass of the material within the crater to the mass of the
impactor. It is usually called cratering efficiency and denoted by 7y,. The first
term in the function is the ratio of the lithostatic pressure pgr to the initial
dynamic pressure pv?, generated by the impactor. The lithostatic pressure
at a certain depth is defined as the pressure exerted by the material above
it. This ratio is denoted by ma; the second term is the ratio of the material
strength to the dynamical pressure, denoted by 3. The final term is the ratio
of the mass densities. If all the parameters of eq.(2) were known, or could be
determined, it would not be too difficult to determine the volume of an impact
crater. Finding the general solution of this equation is an open problem. As
a consequence, solutions of this equation are usually studied in two limiting
cases: the ”strength” regime and the ”gravity” regime.

The main difference of these two situations is in the value of the ratio of
strength of the surface material and the lithostatic pressure.The ”strength”
regime is the situation in which the strength of the surface material is larger
than the lithostatic pressure, which implies impactors with diameters of ap-
proximately one meter (Holsapple,1993). This means that

—5; (3)

where it was assumed that the ratio of the densities is approximately one. In
this regime, the volume of the impact crater increases linearly with the volume
of the impactor, its mass and its energy. Any dimension of the crater increases
with the radius of the impactor. In the opposite case, when the diameter of
the impactor is of the order of a kilometer or more, the lithostatic pressure is
bigger than the material strength, meaning that

Y an) (4)

m v2
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This is the definition of the ”gravity” regime. Various experiments (discussed
in Holsapple, 1993) have been performed on the dependence of 7y on o,
the result being an exact power law. This can be explained, as discussed in
(Holsapple, 1993), by the assumption that whenever there is a dependence on
the impactor size and speed, it is actually the dependence on its kinetic energy.
This idea was used in the early sixties, in scaling from a nuclear event called
" Teapot ESS” to the creation of the Meteor Crater in Arizona. For some more
details on this aspect of the problem see,for example Celebonovic (2017).

3.Condensed matter physics

Surfaces of objects in the solar system which contain impact craters are solid.
It is known that impactors are solid objects, so the ensuing question is what
can be concluded about the impacts by using laws of condensed matter physics
and all kinds of measurable parameters of the target. Possibilities exist, and
they will be discussed using previous results of the present author (Celebonovic
and Souchay,2010 ; Celebonovic,2013,2017).

The first condition for the creation of an impact crater is the velocity of
the impactor, which must exceed some minimal value. This was determined
in Celebonovic and Souchay (2010). It was postulated in that paper that a
crater will be formed if the kinetic energy of a unit volume of the impactor is
equal to the internal energy of a unit volume of the material of the target. As
discussed in that paper, the minimal speed of the impactor is given by

2= ™ (ksT)" OP
- Bp1 RY VOp

where p; is the mass density of the impactor, T the temperature of the tar-
get, and P, p are the pressure and mass density of the material of the sur-
face of the target respectively. From the point of view of condensed matter
physics, this equation is physically correct. In order to test its applicability in
a real astronomical situation, it was applied to the case of an impactor made
of olivine (Mg, Fe)2Si04. The minimal speed of this object would be 16.3
km/s. For comparison, note that the impact velocity of a real object, asteroid
99942 Apophis, is estimated to be between 13 and 20 km/s. This means that
two completely different methods: celestial mechanics and condensed matter
physics give mutually close results on the same problem, which is extremely
encouraging.

It is stated sometimes that condensed matter physics can not be applied to
impact cratering because in hyper velocity impacts the material of the target
melts and can even evaporate. The final result of an impact is a crater. If the
kinetic energy of the impactor is high enough, and if the target has a suitable
value of the heat capacity, a consequence of the impact will be heating of the
target. Heating in impacts has been studied in Celebonovic and Nikolic (2015).
Depending on the kinetic energy of the impactor, the target may heat enough
so as to melt, and possibly even evaporate at the point of impact. In this
regime, condensed matter physics cannot be applied. Regardless of the amount
of heating in the impact, the outcome is always the same: a certain quantity of
material of the target gets ”pushed aside” at the point of impact, implying the
creation of a crater of certain dimensions. The aim of the calculations outlined

)2, (5)
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here is to draw conclusions about the impactor using measurable dimensions
of the crater and various parameters of the target.

Using the vocabulary of condensed matter physics, the problem of forma-
tion of impact craters can be expressed as the following equivalent problem:
how big must be the kinetic energy of the impactor in order to produce a
hole of given dimensions in a target material with known parameters (Cele-
bonovic,2013). It was assumed that the target is a crystal, that one of the
usual types of bonding exists in it, and that the target does not melt as a
consequence of the impact.

The calculation is based on a simple and acceptable physical idea: the
kinetic energy of the impactor must be greater than, or equal to the internal
energy of some volume V5 of the target. The kinetic energy of the impactor of
mass my and speed v; is obviously

1
Ek = §m17}%, (6)

and the internal energy F; consists of three components: the cohesion energy
Ec¢, the thermal energy Ep and Ep(T') - the energy required for increasing
the temperature of the material at the point of impact by an amount AT.
Therefore,

Er=Ec+ Er+ Eu(T), (7)

and the condition for the formation of an impact crater as a consequence of
an impact is

E; = E. (8)

Expressions for various terms in E; exist in the literature, and are given in
Celebonovic (2013). Details of the calculation are given in that paper, and the
final result is

3Tp 1 Tp, 1 ,T3

TNyl — 222 = Dy - (D

SkeTINVIL = 2o = o5 ()" + 15 (7))

1 Tpy, 1 T  3@p2n, 27p1 5 5
560 T ) T 0T mprkpt - 3 1O )

This is the energy condition which has to be satisfied for the formation of
an impact crater. Various symbols have the following meanings: the number N
is the ratio of the volume of the crater to the volume of the elementary crystal
cell,ve: N = V/ve; kp is Boltzmann’s constant; T is the initial temperature of
the target; 717 is the temperature to which the target heats; Tp is the Debye
temperature of the target; p1,r1 v1 - mass density,radius and impact velocity
of the projectile respectively; p,n - parameters of the interatomic interaction
potential in the material of the target; v is the number of particles in the
elementary crystal cell; @ is the speed of sound in the material of the target;
and (2, is the volume per particle pair.

It might seem at first glance, that eq.(9) is just a complicated expression
without any physical purpose. Close inspection shows that this equation groups
known or measurable parameters on the left hand side, while the right hand
side contains parameters of the impactor. It means that this expression gives
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the possibility of estimating parameters of the impactor from known data on
the target.

As a test, this equation was applied to a well known case: the Barringer
crater in Arizona. Assuming that the material of the crater is pure Forsterite
(M g25i04 ), and making plausible assumptions about the other parameters
of eq.(13), it was obtained that v; = 41 km/s, which is far larger than existing
estimates obtained by using celestial mechanics.

A possible solution is to assume that the material of the target is a chemical
mixture. Suppose that only 10 percent of the material is Forsterite, and keep
all the other parameters constant. This will give the value of vy = 15 km/s,
for the impact speed, which is much closer to the results obtained by celestial
mechanics. Details of this calculation are avaliable in Celebonovic (2013) .

The calculation outlined above was performed using the notion of cohesive
energy of solids, which is a very ”impractcal” quantity: it is defined as the en-
ergy needed to transform a sample of a solid into a gas of widely separated
atoms (Marder,2010). As a consequence of this definition, it is difficult to mea-
sure experimentally and it is not related to the strength of solids measurable
in experiments.

A much more ”practical” notion is the stress. It is defined as the ratio of
the force applied on a body to the cross section of the surface of a body normal
to the direction of the force. After an impact, a crater will form if the stress
in the material becomes sufficiently high for the formation of a fracture.

A fracture will occur in a material, if the stress o in it is greater than the
critical value ¢ (Tiley,2004; Celebonovic,2015).

1 (Exr\?
= 10
e 2 ( row ) ) ( )

where E is Young’s modulus of the material, y is the surface energy, 7 is the
radius of curvature of the crack, ry the interatomic distance at which the stress
becomes zero, and w is the length of a crack which preexists in the material.
Defined in this way, o¢ has the dimensions of pressure.

Applying the law of conservation of energy to the moment of impact leads
to interesting conclusions. The kinetic energy of the impactor, Ey, is used in
the moment of impact for fracturing and heating the material of the target.
That is

By =ocV + CyV(Th — Tp), (11)

where V is the volume of the crater formed as a result of the impact, Cy
is the heat capacity of the target material, and Ty is the initial temperature
of the target. At this point, one encounters the problem of finding a suitable
mathematical approximation of the shape of a crater, in order to be able to
make an analytical estimate of the volume V. In accordance with experiments,
the volume of the crater is approximated by

1
V= §7Tb20, (12)

where b is the radius of the ”opening” of the crater and ¢ denotes its depth. If
one approximates the impactor as a sphere of radius r1, made up of a material
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of density p; and having impact velocity vy, its kinetic energy is given by
Ej = Zpirivi. Tt follows from eq.(11) that

Th=To+ (= —oc), (13)

and after some algebra (Celebonovic, 2017):

2
_2m purol

e 14
3 aCyTy+oc’ (14)

where Ty — Ty = aTyp, with a > 0.Equation (14) can be transformed into the
following form
E
V= *
aCyTy + oc
which shows that the volume of a crater is a linear function of the kinetic
energy of the impactor.

(15)

4.A Granular Target?

It was assumed throughout this paper that the surface of the target is a crys-
tal. This is very often, but not always true. As an example, should an impact
occur in a sandy desert like Sahara, the material there certainly could not be
approximated as a crystal. In general terms, the question encountered here
can be expressed in the following way: how do the consequences of an im-
pact change if the material of the target is granular and not a crystal? From
the point of view of condensed matter physics, this ”transition” is extremely
interesting.

We shall concentrate on two particular aspects: the shape of impact craters
when formed in a granular material, as compared to their shape in a crystal,
and changes in the quantity of energy needed to heat a granular material
compared to the energy needed to heat the same amount of crystalline material
for the same temperature difference. In this paper, the volume of a crater
was approximated with eq.(12). On the other hand, experiments with normal
incidence of a solid spherical impactor into a deep non-cohesive granular bed
have shown that the profile of a crater can be fitted by

2=z + Vb + 22, (16)

where z., b and c are fitting parameters (de Vet and de Bruyn,2007). Inserting
this expression for the profile of a crater into eq.(12), and using the same
notation in both cases, one gets the following result for the difference of crater
volumes formed after an impact into a crystal (V1) and granular material (V5):

1 1
Vi—Vo= gﬂzrz — 5777“2[26 + Vb2 + c2r2]. (17)

A simple calculation shows that this difference can become equal to zero for

z =z + Vb + c2r? (18)
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Physically, this means that there exist some conditions of impacts which
lead to craters of equal volume in crystal and granular targets, assuming that
all the other conditions are the same in the two cases.

Targets similar to terrestrial granular materials have been found in the
planetary system. Well known examples are asteroids 253 Mathilde and 25143
Itokawa. It was shown that both of these objects consist of loosely bound
pieces, so they later got the name ”rubble piles”. For a recent review see
(Walsh, 2018).

Rubble piles are obviously porous,and the the main physical parameter
characterizing them is the porosity, defined as the following ratio:

1 4%
=—x1 19
o=y <L (19)
where V4, denotes the volume of voids and Vp the total volume of the
object. The value of Vp can be decomposed as follows:

Vr=Vi+W =Vi+ ¢V, (20)

which means that v
Vp = —, 21
T =2 (21)
where V; denotes the volume of the ”solid component” of V7.
The quantity of energy needed to heat a volume Vr of a material having
the specific heat Cy by a temperature difference of AT is given by:

Vi
1-¢

where Cy1 denotes the specific heat of the ”solid component” of Vi and Cyo
is the specific heat of the voids. Finally,

Q= CyVr AT = (CV1 + CVQ) X x AT, (22)

_ Cy1+Cy2
Q= 1~

which is the expression for the quantity of energy needed to heat up for A T
a volume V) of a solid having the specific heat Cy1, the porosity ¢ and the
specific heat of voids Cyo.

The value of the specific heat Cyq depends on the chemical composition
of the material. If the composition is known, then this value can either be
measured or calculated. More interesting is the problem of the specific heat of
the voids,denoted here by Cyo. The unknown quantity here is the composition
of the voids. If they contain only vacuum, and if there is no source of thermal
radiation within the voids, the specific heat Cyo will be zero. However, if the
voids are filled with some gas, then the value of ) will depend on the ratio of
the two specific heats.

How does this expression compare with the result for a pure solid? Using
eq.(21), simple reasoning shows that

Q = Qs + Cv2VI AT, (24)

VAT, (23)
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where Qg is the quantity of energy needed to heat a "pure” solid. Clearly,
this result strongly depends on the values of Cyo and the porosity ¢. The
implication is that some more energy is needed to heat up a porous than a
non-porous material, with all the parameters being the same. Obviously, the
closer the value of ¢ is to 1, the bigger the value of @) will be.

Conclusion

In this contribution we have presented in some detail two approaches to the
problem of impact craters on the surfaces of solid objects in the planetary sys-
tem. One is the scaling theory, while the other is standard condensed matter
physics. Both of these approaches have the same aim: using existing labora-
tory, field and observational data and relevant laws of physics, draw as much
conclusions as possible on the impacts and the impactors.

Scaling theory attempts to link the craters of ”celestial ” origin with those
resulting from man made explosions. The good side of this approach is gener-
ality, but the "minus” is the problem of treatment of phase transitions.

The approach founded on standard condensed matter physics is based on
well known laws, but also has a weak point (at least one). It can treat either
slow impacts or "not very massive” projectiles.

Both approaches give useful contributions to the problem, but they are
both in need of improvement in the future.
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