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HayuynoMm Behy UncruryTra 3a ¢pusuky y beorpany

IIpeasor 3a I'oauimky HATPaAy 3a HAYYHHU Paj

HNucruryra 3a pusuxy y beorpany

ITomrroBanu,

Benuko mu je 3a10BoJbCTBO fa npemioxkum Ap Uropa ®@panosuha, Buiier Hay4Hor capagHuKa, 3a
lopnmwy Harpagy 3a Hay4yHu pan MHcTuTyTa 32 Qu3uky y beorpaay, 3a \eroB J0NpHHOC Pa3Bojy
KOHIENTA eKCHUTAOMJIIHOCTH M YyBOhelbe HOBHX AHAJMTHYKHX PeIYKIHOHHUX MeToAa 3a
NMpoy4aBame CTOXACTHYKEe TMHAMHUKE CIIPErHYyTHX eKCIUTAOMIHHMX CHCTeMa.

VY nepuony peneBaHTHOM 3a Aojeny [onmuime Harpanae, ogHocHO TokoM 2018. u 2019. rogune
(mpeTxoxHe IBE KaJeHIAapCKe TOAMHE), KaHAUAT je o0jaBro 8 pagoBa karteropuje M20, ox 1era 3
pana kareropuje M21a u 3 paaa xarteropuje M21, xao u 2 paga xareropuje M22, Ha OCHOBY 4era
ra HOMHUHYjeM 3a Harpady (CHHcaKk pajoBa U CBH PajoBu cy y mpwiory). Cem y jeaHoMm pamy
kateropuje M21, np ®panosuh je Ha cBUM ocTanuM pagoBuma Boaehu ayTop (npBu ayTop Ha 3 pajga
U TIOCIIeAbU ayTop Ha 4 pana). Y nuTamy cy nNyOnukanyje ca yKynmHuM uMnakt gpakropom 18.933 y
M3y3eTHUM 4aconucuma kao mro ¢y Chaos, Physical Review E, EPL, w Chaos, Solitons and Fractals.
Oge my6Onukanyje cy Beh urupane 12 myrta (6e3 ayroruTara) nmpema 6a3u Scopus (BUIETH MPHIIOT).
[Topen Tora, KaHIUAAT je y OBOM MEPUOIY OIpKao S mpeaaBama Nmo mo3uBy Kateropuje M32 Ha
MeljyHapoHUM KOH(EpeHIMjaMa, Kao W jeHO CaomiTeme kaTeropuje M33 u 3 caommrema
kateropuje M34.

Uctpaxusauku pag np @panosuha o0yxBata 061acTi TeopHje HeTMHEapHE AUHAMUKE, CTOXaCTUYKHX
mporeca U TeopHje KOMIUIeKCHUX Mpexa. OH ce 0aBH TEOPHjCKOM aHAIM30M CaMOOpPraHU3aluje U
TeHEePUYKUX (POPMH EMEPTEHTHOT TOHAIIAakha Y KOMILIEKCHUM CHCTEMHMA, YHja je JIOKaJlHa JUHAMHKA
NpeAcTaB/beHa MOJENUMa CIPETHYTUX OCHMJIaTOpa WM E€KCUUTAOMIHHMX jeAWHHUIA. Y CBOM pamy
KOPUCTH KOHILIENTE W METOIE M3 HEKOIMKO Pa3IMyuTUX 00JacTH (u3HKe, yKbydyjyhu Teopujy
HEeNIMHEeapHe ITUHAMUKE, CTATUCTUYKY (HU3HKY M TEOpHjy KOMIUIEKCHHUX MpeXa, AOK ce Kao IJIaBHa
MOTHUBallMja ¥ MOTCHIUjaHe 00JacTH MpUMeHe A00WjeHHX pe3yaTara UCTUYy ONHC, NpeABHhame H
KOHTPOJIa KOJIEKTHBHOT TIOHAIIakha HEYPOHCKHUX MpeXa U IPyruX OHOJIOIIKUX CHCTEMA.

VY mmpeM KOHTEKCTY, IPOy4aBamke eMEPreHTHIX ()eHOMEHA 3aCHOBAHUX Ha CHHXPOHHU3AINjH BETUKOT
Opoja enemeHaTa, Kao TJIaBHOM IPUHIMITY caMOOpTaHH3alrje Koju Aaje KBaIUTaTHBHO HOBE (hopme
TIOHAIamka Koje HUje Moryhe mpeaBUIeTH UM U3BECTH U3 0COOMHA JIOKAJIHE AWHAMHUKE, PEICTaBIba
napajurMy 3a KapakTepH3alujy MaKpOCKOIICKE ITUHAMUKE OpOjHHX peallHuX cucTema, o (DU3HKE,
XeMyje ¥ OHOJIoTHje, MPEeKO MHKEHEPCTBA M TEXHOJOTHje, 10 coluoioruje u ekonomuje. [Ipu tom,
KJjlaca eKCUUTAaOWIIHUX CHCTEMa, Ydje je KapaKTepUCTHYHO MOHAallame OJpeheHO THME IITO MM ce
napamMeTpu Hajase y Onm3uHu Oudypkanuje Koja NMPEeBOAM CHUCTEM M3 CTAlMOHAPHOT CTama y
OCLIWJIATOPHU PEXHM, Hajla3u ce y POKycy CaBpeMEHUX UCTPaKUBamba Kako 300T TEOPHjCKOT 3Havaja,
Tako ¥ 300r MOryhHOCTHM NpakTHYHE NpUMEHE, npe cBera y Owodmsuuu. KommekcHocTn
KOJICKTUBHOT TIOHAIlakha CHCTEMa CIPETHYTHX EKCUUTAOWIHHX jeIWHUIA JONpUHOCE OCOOMHE
JIOKaJHE JUHAMHUKE, KOja THIWYHO TOApa3yMeBa BHUILECTPYKE BPEMEHCKE CKalle, 3HauyajaH yTHLAj



YHWBEP3WUTET ¥ BEOTPAAY
NHCTUTYT 3A OM3UKY IBEOTPAL
MHCTUTYT OA HALMOHAJIHOT 3HAYAJA 3A PEMYBINKY CPBUJY

Mperpesunua 118, 11080 3emyH - beorpag, Penybnvka Cpbuja
TenedoH: +381 11 3713000, Pakc: +381 11 3162190, www.ipb.ac.rs
MB: 100105980, MaTuuyHK 6poj: 07018029, Tekyhun pauyH: 205-66984-23

nIyMa W Kallibelha y MHTepakidjaMa, Kao M OpraHu3alyja Mo CXEMH MOMAYJIApHUX KOMILICKCHHX
MpeXa, Kako Ha CTPYKTYpHOM, Tako W Ha (yHKIMOHAIHOM HUBOY. [IpoydaBame emepreHTHE
JUHAMUKE Ha OBAaKBUM cHcTeMHMa Beh je IOBeno 10 HacTaHKa 3HA4YajHUX HOBUX TEOPH])CKHX
KOHIIENAaTa, Kao LITO Cy METOJE aHAIW3e Pa3uYuTUX (OPMHU MPONAraTMBHUX M JIOKATH30BaHHUX
naTepHa AaKTUBHOCTH, TEXHHWKE aHalun3e CTAaOWIHOCTH M OudypKalMja CHUCTEMa CTOXACTHUKHUX
JuQepeHLrjaTHIX jeqHauYHa ca U 0e3 Kalllibebha, Kao M YCTaHOBJBEHE N0jMa aJanTUBHUX MpeKa.

OBze cy yKpaTKO MCTaKkHYTH Haj3HauajHHjU pe3yNTaTh KaHIWAaTa W3 pajoBa Ha OCHOBY KOjUX je
HOMHUHOBaH 3a [‘onummy Harpagy:

1. ¥V pany Two Scenarios for the Onset and Suppression of Collective Oscillations in Heterogeneous
Populations of Active Rotators [V. Klinshov and 1. Franovié, Phys. Rev. E 100, 062211 (2019)], o
OpBU YT Cy aHAINTHYKU onpeheHH JOKalHa CTPYKTypa W OONAcTH CTAaOMITHOCTH TEHEPHYKUX
MaKpOCKOICKHX peXrMa Y IoNyJanydjaMa ¢ JUHAMHYKOM XETEPOreHOINy, CacTaBJbEHHM O]
EKCIMTAaOWITHUX ¥ OCHWIATOPHUX jeAWHUNA. JIMHAMIYKA XETepPOreHOCT (AITEPHATUBHO JUBEP3UTET),
Tj. HEYHU(POPMHOCT MapameTapa JIOKaJHe JUHAMHUKE, j¢ QyHIaMEHTaIHA KapaKTePUCTHKA HEYPOHCKHUX
U JIpyTuX OHMOJIONIKUX CHCTEMa, YHjU je yTUIA] JOCaJ TPETHPAaH MPBEHCTBEHO HYMEPUYKUM, a HE
aHANMUTHYKUM MeTonama. Y pany np PpanoBuha, kao mapagurMaTtcKd MOed IOCMarpaHa je
MOMyJIanyja CIPETHYTHX aKTUBHHUX POTATOpa, MPHU 4YeMy j€ TUBEP3UTET PEaTM30BaH TaKO IITO je
VBEIEHO Ja Cy JOKaIHM Ou(pypKalMOHW MapamMeTpd, KOju KOJ OCHWIATOpa MpPEACTaBIbajy
UHTPHUH3NYHY (PPEKBEHIU]y, TUCTPHOYUpPaHH IIpeMa YHAIpe] 3a1aToj AUCTPHOYLUju BepoBaTHOhE.
AHamu3a peXMMa MaKpOCKOIICKE JWHAMuKe 00aBibeHa je ekcremsmjom Ot-AHTOHCeHOBOr (Oftt-
Antonsen) peIyKIMOHOT METOJa Ha MOMyJAlNje ¢ AMHAMAYKOM XeTepOreHomhy jeJuHuIa, IPH YeMy
Cy kao OudypKalMOHM TIapaMeTpu pa3MaTpaHe KapaKTepPUCTHKE AUCTPUOYNHUje JOKATHUX
(bpekBeHIMja poTaTopa (Cpedma BPESAHOCT U IMIHPHHA TUCTpHOYyIHje). OTKPUBEHO je Ja MOCTOje TpH
peKUMa MaKpPOCKOICKE TUHaMuKe, M To: (1) TI00amHO XOMOIEHO CTamke MHpOBama, TIC Ce CBU
pOTaTOpH Halla3e y EKCHUTAOWIHOM CTamy; (2) MIOOATHO OCHUIATOPHO CTamke, TAC Cy JIOKAITHE
ocIUIIAIMje POTAaTOpa MaplUjaTHO CHHXPOHU30BaHE; (3) XETEepOreHO MAaKpPOKOIICKH CTAIlMOHAPHO
CTame, IJIe CC HEeKE jeIMHUIIC Halla3e Y CKCIUTAOMITHOM, a IPYre Y OCHUIATOPHOM PEXHUMY, TIPU YeMy
Cy HHXOBE JIOKAIHE aKTUBHOCTH HECHHXPOHU30BaHE. AHAIH30M CTAMOHAPHUX PEIICHA 32 JIOKATHH
mapamerap MmopeTka, TOoOMjeHUX Ha OCHOBY HMHTerpo-mudepeHimjanae OT-AHTOHCEHOBE jeIHAYMHE,
Kao M yBOhEHEM MaKPOCKOIICKOT IapaMeTpa eKCIUTAOMIHOCTH, IPBU IIyT j€ HEMOCPEIHO MOKAa3aHO
KaKoO MHTEpPaKIMje MOIU(HKY]jy JIOKATHH Mpar eKCHUTAOWITHOCTH, JOBoJAchU 10 mojaBe pa3iHmyuThX
MaKpOCKOICKHX pexuMa. [letaspHa OudypkanuoHa aHaiamu3a mokasana je a cy o0JIacTH CTaOHITHOCTH
MOjEeIMHUX CTamka 3a/JaTa CIOXKCHUM Ou(ypKanvoHHM CIEHAPHOM, OPTaHW30BAHUM OKO TPH
oudypkammje komumensuje aBa (BormanoB-Takenc Oudypkamuja, cusp Oudypkauuja, fold-
XOMOKIMHUYHA Oudypkanuja). [lopen MOHOCTAOWIHHMX JOMEHA, MO IpPBH NOYyT Cy mpoHalheHH
OucTaOMITHY TOMEHH, KOJH OJIrOBapajy KOCTHCTCHIN)H u3Mel)y MaKpOCKOIICKUX CTAMOHAPHUX CTarba,
WM KOEr3HUCTCHIUJH CTAMOHAPHOT U OCIMJIATOPHOT pexuMa. Takohe, Mo MpBH MyT je MOKa3aHo aa
KOJICKTHBHA MOJIa MOXe€ J]a HACTaHEe MyTeM J[Ba Pa3JIMinTa CIICHAPH]a, 3aCHOBAaHIM WK Ha XoI(h-0BOj
WK CeI0-uyBop OudypKalMjyu HAa UHBAPH]aHTHOM KpyTy (saddle-node on invariant circle). Ilpu Tom,
nponal)eHO je W Jla mpena3ak M3 XOMOTEHOT Y XETEepPOreHO MAaKPOCKONCKO CTAIlMOHAPHO CTambe C
noBehameM IUBEp3UTETa MOXE @ YKJbydyje XucTepe3uc. EKCTEH3HWjoM MeTojie 3a aHalu3y
CTaOMITHOCTH CTalMOHApHUX periea OT-AHTOHCEHOBE jEJHAYMHE, IOKA3aHO j€ Ja CIO0KCHH
oudypkrauonu crieHapuo n3Mel)y MakpoOKOIICKUX peXuMa OICTaje U Y CIy4ajy CHCTeMa C KallbheHheM
y MHTEepaKIfjaMa, a HyMEPUYKH je YTBPHEHO Ja CIIMYHO BAXH H y CIy4ajy Kaja je JIOKaIHA TUHAMUKA
nepTypOOBaHa IIyMOM.

2. VY pany Leap-frog Patterns in Systems of Two Coupled FitzHugh-Nagumo Units [S. R. Eydam, L
Franovi¢, and M. Wolfrum, Phys. Rev. E 99, 042207 (2019)] moka3aH je HOBU reHEpPHYKU MEXaHU3aM
HACTAHKA MaTepHa Yy CHOPETHYTUM EKCIUTAOWIHUM CHCTEMHMa HA BHIIECTPYKHM BPEMEHCKUM
CKajlaMa, 3aCHOBaH Ha MoBehaHoj OCETJLUBOCTH CUCTEMa Ha MEPTYpOAallijy Y OKOIMHH KaHap/] [pelia3a
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m3mehy ocnunanmja mane amrumatyae (subthreshold ocuunanmja) W pelakcallMOHUX OCIHJIALHja.
Konkperno, Ha npumepy OunapHOr MoTuBa wuaeHTH4HUX Punixjy-Harymo (FitzHugh-Nagumo)
HEypOHa ca ciIa0uM JIMHeapHUM WHTEpakKldjama, IEeMOHCTPUpAH je U O0jallllbeH HACTAHAK MaTepHA
anTepHUpajyhe aKkTUBHOCTH, NO3HATHX Kao leap-frogging wnn leader-switching TmaTepHU.
Uctpaxusame np PpanoBuha je mokaszamo jpa cajnejcTBO JIOKaHe multiscale nuHamuke u criabe
0100jHe HHTEpaKIKje y CUCTeMUMa CIIPErHYTHX eKCIMTa0MIHNX jeJMHUIIAa MOKe Jia JOBE/E 10 MojaBe
MEPUOANYHUX WIA XAOTUYHHUX peEIlleha KapaKTEPUCAHUX ANTEPHHUPAjyYhUM penociesioM eMUTOBamba
umIrysca u3Mely jenuHuna. Y KBaIUTaTUBHOM CMIECIY, TO MPEACTaBJba 3HAYAjaH UCKOPAK y OIHOCY
Ha KJIACWYHY IapagurMy 3a MpoydaBame HEYPOHCKHX CHUCTEMa, KOja C€ THIMYHO OJHOCH Ha
¢denomene cuHxponmzanmje. Takohe, leap-frogging pemema cy paHuje 1oOHMjaHA jeMHO y CIy4ajy
jaKkux HeJIMHeapHUX HHTepakuuja m3Mmely HeypoHCKMX ocimiatopa. Hacympor Tome, y pany je
MOKa3aH MEXaHW3aM HAaCTaHKa TNaTepHa anTepHupajyhe aKTUBHOCTH OpPraHM30BaH OKO (peHoMeHa
eKCIUIO3Mje KaHap/a y CHCTEeMHMa ca jeIHOCTaBHHM JIMHEapHUM HMHTepakuujama. [lojaBa leap-frog
naTtepHa KBAJMTAaTHBHO je o0jallmeHa Kao mociienuna IoBehiaHe OCeTJFMBOCTH pPelaKCalMOHHX
ocimnarmja Ounxjy-Harymo jenmuuma Ha meprypOamujy 3a BpEIHOCTH Iapamerapa CHCTeMa
HETIOCPEe/THO M3HA/I KaHap/l Ipesa3a. Y TOM cilydajy, NpUMeHa Yak 1 BeoMma ciiabe repTypoaryje Moxe
Jla o/BeAe OpOUTY CHCTeMa JaleKo OJ PelaKcalMoHe OCHWIAIMje, MHAYKYjyhH jemHy Win cepujy
CyKuecuBHUX subthreshold ocmwianuja, 300r dYera je 3ajeJHHYKA KApaKTEPHCTHKA CBUX
anTepHUpajyhux pemiema je Jga caApke OCHWIANMjEe Majle aMIUIUTyJle, KOMOMHOBaHE C
peNaKCallMOHUM OCIJIalljaMa BEIHKE aMIUTUTyjAe. [I[puMeHOM MeToia HyMepHYKe KOHTHHYAIHUje
U3BpIICHA je KIacu(UKaIyja pa3iniuTHX MEPUOJHIHUX PexXUMa leap-frogging MUHAMUKE, TIPH YeMy
je 0a3uWyHa mozeNa Ha acMMETPHYHA pelleha M pellera C MPOCTOPHO-BPEMEHCKOM CHMETPH)jOM.
Kopucrehu nymepuuky path-following merony, onpeleHa je odmact cTaOWIIHOCTH HajjeJHOCTABHH]jET
leap-frog epuoaNYHOr peliera, 3a KOjy jeé eKCIUIMIMTHO IOKa3aHo Jla uMa oONuK locking KoHyca
yCMEpeHOI' Ka KaHapj Npenasy AeKYIUIOBAaHOT cucTeMa. Y ONM3MHM BpXa KOHYCa, OTKPHUBEH je
KOMIDIEKCaH OU(YpKallMOHU CLEHAPHO, KOjH YKJby4dyje Omdypkanuje KOmUMEH3HWje I1Ba, y KOjeM
Pa3INYNTH THIIOBH PEIICHA C PA3IMIUTHM CHMETPHjaMa MEHajy CTAOMITHOCT.

3. V¥V pany Phase-sensitive Excitability of a Limit Cycle [I. Franovié, O. E. Omel'chenko, and M.
Wolfrum, Chaos 28, 071105 (2018)] xoHIENT eKCIUTaOMITHOCTH j€ TIPBH IIyT NPOIINPEH Ha CHCTEME Y
KOjUMa je aTpakTop rpaHW4HU Kpyr. Kao rmaBHM nmpuMep, pasMaTpaHe Cy pelakcaloHe OCHWIIaluje
FitzHugh-Nagumo cucrema, kao mapajnrMaTtcKOr Mojelia HEYpOHCKe AWHAMHKE. 3a PasiHuKy O]
KJIACHYHOT ClTy4yaja eKCIUTaOWIIHe paBHOTEXE, YTBPHEHO je a HOBHM THIl €KCIMTAOMIHOT ITOHAIIamka
OJUIMKYje HEYHH(OPMHOCT, y CMHCIIY Jla c€ eKCUUTaOMIHOCT MaHH(ecTyje caMo aKo meprypdanuja
Jenyje Ha onpeheHOM cerMeHTy nepuonudHe opoOute. M3 Tor pasmora, oBakaB HOBH BHJ
eKCIMTAa0WIIHEe JMHAMHUKE Ha3BaH je eKCIUTAOWIIHOCT OceT/hbuBa Ha (asy. EKCINIMIMTHO je moka3aHo
Jla eKCIUTaOMITHOCT TPaHUYHOT Kpyra YKJby4dyje M YHHBEp3aJlHe OCOOMHE KIIACHYHOT CiIydaja, HauMe
HEJIMHEeapHO MOHalIamke ca mparoM (threshold) n mojaBy KapaKTepHCTHYHOI HEMOHOTOHOT OJI'OBOpa
cHcTeMa y NPHUCYCTBY IyMa. HenmueapHo moHamiame ca mparom 00jalllbeHo je IpuMeHoM slow-fast
aHaNM3e 3aCHOBaHE HA TEOPHMjH CHHTYJIApHHX IeprypOanuja. YTBpheHo je na yiory ckyma 3a mpar
(threshold set) obaBba MaKCHMAITHU KaHAP]I, EKCIIOHEHIIMjaJTHO TaHAK CJI0j opOuTa Koje Ha oapeherom
CErMEHTY JIeXke OJIM3Y MepuoaAnYHe OpOuTe perakCalMoOHUX OCHMIIAIMja. Y KOHTEKCTY HEMOHOTOHOT
OJIroBOpa CHCTEMa Ha IIIyM, [TOKA3aHO j€ /1a CaejCTBO EKCIUTAOMIHOCTH NEPHOJMYHE OPOHTE U IITyMa
JIOBOJM JI0 WHBEpP3HE CTOXAaCTHYKE DPE30HAHIe, Koja MoapasyMmeBa aa (pekBeHIHMja ocuwianuja
nepTypOOBaHHUX IIyMOM MMa MHHHUMYM Ha MHTEPMEIUjEpPHO] BPEAHOCTH MHTEH3HUTeTa myma. [lojaBa
pe3oHaHIe objallmkeHa je Ha OCHOBY KOMIIETHIIHMje /1Ba e(eKTa, HanMe e(hUKaCHOCTH eKCIHTaluje U
Jierpajianyje HeJIMHEeapHOT 0JIr0BOpa CHCTEMa.

4. 'V pagosuma Clustering Promotes Switching Dynamics in Networks of Noisy Neurons [1. Franovi¢ and
V. Klinshov, Chaos 28, 023111 (2018)] u Stimulus-evoked Activity in Clustered Networks of
Stochastic Rate-based Neurons [I. Franovié¢ and V. Klinshov, Eur. Phys. J. - Spec. Top. 227, 1063
(2018)] oOjammeH je MexaHHW3aM HACTaHKA MAKpPOCKOICKE BapHjaOWIHOCTH HAa MOMAYJApPHUM
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(KMacTepoBaHMM) HEYPOHCKAM MpexaMa W HEH YTWIa] Ha WHIYKOBAaHY aKTHBHOCT MpEXKe.
Makpockorcka BapHjabHIHOCT je eMepreHTHH ()EHOMEH KOjU Ce Ollaka Ha BPEMEHCKHM CKajiama
MHOTO JIy’KHM O]l KapaKTepUCTUYHOI BPEMEHA JIOKAJIHE JWHAMUKE HEYpOHA, a MaHU(eEcTyje ce Kpo3
MOjaBy CIIOPUX CTOXACTUYKHUX (IIYKTyallMja Cpelmbe (PEKBEHIMjE EMHUTOBAaMmA HMMITYJICA MpPEKE.
Crope (aykTyanuje mocieana ¢y KOXePeHTHHX CIOHTAHMX Mpeia3aka HeypoHa m3melhy T3B. up-
cTama moBehaHe aKTHBHOCTU HEYPOHA M T3B. dOWn-CTamba PEIATHBHOT MUPOBama HEYpOHA. 3HAYaj
OBaKBe KOJCKTHWBHE anrtepHupajyhe (switching) NWHAMHKE OrNela ce€ y TOME IITO MpPEACTaBIba
MUHAMHIYKY Mapaaurmy 3a oxapeljeHe mporece ydema W MEMOpHUje Y KOpPTEeKCy. Y paJoBHMa Jp
Opanosuha cy yrBpheHm ycnoBu 3a mojaBy anTepHHpajyhe AMHAMHKE, C aKICHTOM Ha CaJejCTBO
Pa3IMYUTHX THUIOBA IIyMa U XETEPOICHOCTH Y TOMOJIOTUjU Mpexe. [IprMeHoM MeTofie cpelber mojba
(mean-field method), mo npBu TyT je pa3BUjeH e(EKTHBHU MOJEN KOJCKTHBHE JWHAMHKE 32
MOJyJIapHy HEYPOHCKY MpEXKy, HpU YeMy je FbCHa KOJCKTUBHA JWHAMHUKA IPHKa3aHa MpPEKO
CIPETHYTHUX CTOXaCTUYKHX mean-field cucteMa KOjH OJpakaBajy aKTHBHOCTHU I10jeIHHAYHUX
Kjacrepa. budypkanmoHoM aHanm30M e(pEKTHBHUX MOJENa Yy TEPMOIUHAMUYKOM JTUMECY YTBpheHe
Cy pa3liuKe y TeHepUIKIM MEXaHH3MHMa alTepHupajyhe AMHAMUKE KOJ HEKIACTePOBAHHUX CITydYajHUX
MpeXka M KIacTepoBaHUX Mpexka. Kol HeKacTepoBaHUX MpEka, MEXaHH3aM je aHaJOTaH MOHAIIAbY
CTOXaCTHYKe YECTHIIE y MOTeHIMjaly ca 1Ba MUHUMyMa (double-well potential), Tako na je 3aBUCHOCT
switching ¢pexBeHnuje on myma Moryhe mpeacraButn KpamepcoBum 3akoHOM. Kox momymapHUX
MpeXa, TOKa3aHO je Ja KIACTepOBame HEMOCPETHO MOACTHYE MYJITHCTAOWIHOCT KOJCKTHUBHE
TUHAMEKE T0BoAchM 10 MojaBe XeTEPOreHUX CTamba C HAPYIICHOM CHUMETPHjOM, IITO 3HAYAJHO YTHYE
Ha noBehame poOycHOCTH swifching QeHoMeHa. Y ciydajy WHIYKOBaHE AWHAMHKE, MPUMEHOM
oudypkarmone ananmuse Ha oArorapajyhum epekTUBHHM MOJIENUMa, IMOKAa3aHO je Ja OmHOC u3Mely
CTHMyJIyca W OJrOBOpa MpEXe KBATUTATHBHO 3aBUCH OJ HEHE KOHQUrypanuje ¥ HPUMEHEHOT
npoToKoia cruMmyianuje. [Ipu Tom, yTBpheHO je na Cy MpOLEcH EKCIHTAIHje Y KIaCTePOBAaHHM U
CTaTUCTUYKH XOMOTCHUM pa3yheHHM CiydajHEM MpexaMa 3HA4ajHO Pa3lIUudTH, NpU deMy je
eKCIMTaIlMja XOMOIeHEe MpEeKe THIIMYHO HIDKA HEro KOJ KiacTepoBaHe Mpexke. JlomaTHO, 0IroBop
KJIacTepoBaHe Mpeke (DYHIAMEHTATHO 3aBHCH OJl MIPUMEHECHOI MPOTOKONIA CTHMYJAIHjE, TPU YeMy
T3B. ,lIWJbaHA CTHMyNanuja“ (targeted wnu focused stimulation) ycMepeHa Ha ojpeheHm kiactep
JIOBOJIU JI0 KBAaJMTAaTHBHO JPyraddjer pe3yiarara y OJHOCY Ha T3B. , JUCTPHOYHUpPaHY CTUMYJAIH]jy"
(distributed wnu diffused stimulation), Tie je WICHTHYHA (QpaKiMja jeJHHUIIA MPEKe NepTypOOBaHA
HE3aBHCHO O/ IPHUIIAJHOCTH HEYPOHA TOjeIUHUM KITaCTePHMA.

5. VY pany Inverse Stochastic Resonance in a System of Excitable Active Rotators with Adaptive Coupling
[I. Baci¢, V. Klinshov, V. I. Nekorkin, M. Perc, and I. Franovi¢, EPL 124, 40004 (2018)]
JEMOHCTPHpAH je HOBM T'€HEepUYKHU CIieHapHo MHBep3He croxacTHuke pe3oHanie (MCP), penomena y
KOMe (peKBEeHIMja CTOXACTUYKM MEepTypOOBaHWX OCIIJIAlMja MOCTaje MUHHMAlHA Ha
MHTepMeMjepHOj BpenHocTH miyma. Edexar je objammeH Ha IpuMepy cHCTeMa JBa CTOXacTHYKa
aKTHBHA POTATOpa C aJaNTHBHUM HHTEPaKIMjaMa, Kao MapaIurMaTCKOr MOJENa KOjH YKJbYUyje TpH
TUMUYHE OCOOMHE HEYPOHCKHX CHCTEMa: eKCIUTAOWIHOCT JIOKAlNHEe JWHAMHKE, CHHANTHYKY
IUTACTUYHOCT U InyM. JIok cy paHmje mpemnoxenu cueHapuju UCP Owminm 3acHOBaHM HCKIJBYYHBO Ha
OHCTaOMITHOCTH JIOKATHE TUHAMUKE, ¥ paxy np @panosuha je yrepheno na UCP renepuuku HacTaje y
CHCTEMHMa C BHUIICCTPYKAM KapaKTEPUCTHIHUM BPEMEHCKHM CKanama. Y KOHKPETHOM CIyd4ajy,
pasaBajame JIOKalHe AWHaMKKe (Op3u MOojaCHCTEM) M AWHAMHUKE jauynHe Be3a (CHOpH IOJCHUCTEM)
perymmucaHo je 6p3unom anantanuje. Epexkatr UCP je youen 3a mHTepMeaujepHe Op3nHe ajganTaiyje,
IJle CTOXAaCTHYKa JMHAMHKa CHUCTEMa MOjpasyMeBa alTepHHUpame (switching nuHamMuKy) usmehy
METacCTaOIITHUX CTamka KOja OAroBapajy KOET3UCTEHTHHUM aTpaKTOpuMa JECTCPMHHUCTUYKE BEp3uje
cucrema (IBa cTaOWIHA CKBHIUOpHjyMa W JBa TPpaHHYHA KpPyra, IPH YeMy je CBAKH IMap aTpakTopa
MoBe3aH U3MEHCKOM cuMeTpHjoM). [Tokaszano je na ce mexanmzam VCP 3acHuBa Ha biased switching-
Y, Tj. YUECHUIIY J1a CICTEM 3HA4ajHO BHUIIIC BPEMEHA IIPOBOIN Y KBa3UCTAIMOHAPHUM CTAlbUMa HETO y
MeTacTaOMIIHUM OCHWJIATOPHMM crambnuMa. Kopucrehn merone aHanmse cucTeMa ca BHIIECTPYKHM
BpeMEHCKHM cKanama (multiscale analysis), ykpydyjyhu pasmatpame T3B. layer U reduced npoOiema,
OTKPHBEHO je Ja aJanTUBHA TUHAMHUKA Be3a M0jayaBa pe30HAHTHU edekar, mpeBonehu jaunny Besa y
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obylacT mapamerapa y KOjUMa aTpakTop CTallMOHapHOT CTama Op30r IoJCHCTEMa Mema KapakTep,
noctajyhn crabuinan Goxyc yMecTo cTabMIIHOT YBOpA.

6. Y pany Noise-induced Switching in Two Adaptively Coupled Excitable Systems [1. Baci¢, S. Yanchuk,
M. Wolfrum, and I. Franovié¢, Eur. Phys. J. - Spec. Top. 227, 1077 (2018)], npuMeHOM TEXHHKE
CTOXaCTHYKOT yCpelmaBama (stochastic averaging), W3BpIICHA je EKCTEH3Wja METONIA aHaJ3e
cHCTeMa Ha BHUIIECTPYKUM BPEMEHCKHMM ckanama (multiscale analysis) Ha CTOXacCTHUYKE CHCTEME.
YBohemeM 0BaKBOT MHOBATHBHOT MPUCTYTA, IIOKAa3aHO je Jia KOJ HEYPOHCKHUX MOTHBA C aallTHBHUM
WHTepaKnujaMa, KoedekaT IIyMa W aJanTUBHOCTH JOBOJM OO JABa KBAIUTATHBHO pa3lIMYMTa,
reHepuyKa TUIa anTepHupajyhe (switching) nWHaMuUKe, y 3aBUCHOCTH OJi Op3HHE ajarTaryje.
ANanTHUBHOCT, YUjH je TUIMYAH IPUMep IUIACTUYHOCT CHHAICH n3Mel)y HeypoHa, moapasymeBa jaa ce
KapaKTepUCTUKE HMHTEPAKIMja Memajy y 3aBHCHOCTH OJ JOKaJHE JIMHAMHUKE jeJIMHHIA, a HacTaje
NPOMEHe y MHTepaKIyjaMa IPUHIMIIOM TIOBpaTHE CIpere 10JaTHO MOIU(HKY]y TUHAMHKY jeIHHHIIA.
VY cnywajy cnopuje amantandje, switching nuHaMHKa ce oJBHMja M3Mely IBe Moje ocuwianuja
u3a3BaHuX IyMoM (noise-induced oscillations), Tako Aa IyM HHAyKyje (QUIyKTyanuje Ha OpiKoj H
CIIOpH]j0j KapaKTepUCTUYHO] ckaiH. HacTaHak 1Be ocumimaTopHe Moje, KOje Ce OIHKY]y pa3InuduTuM
penocie oM eMHTOBama HMITyJICa jelUHHWIIA, TI0Be3aH je ¢ HMHBapHjaHTHoINy JeTepMHUHHUCTHYKE
JUHAMUKe CHCTeMa Ha M3MEHY MHIeKca jenuHuna (exchange symmetry). Y ciiy4ajy MHTepMeIHjepHE
Op3uHe ananraunuje, switching nUHaMHMKa YyKJbydyje MeTacTaOMiHA CTamba Koja OAroBapajy
KOEr3HCTEHTHUM aTpaKkTOpuMa JeTePMHUHUCTHYKE Bep3uje crcTeMa (J1Ba CTaOMiIHA eKBHIIMOpUjyMa U
JIBa TpaHWYHA Kpyra, IpH 4YeMy jeé CBaKM Iap aTpakTopa MOBe3aH M3MEHCKOM cumerpujoMm). Kao
MHTEPECAHTHY YHMIHCHUILY, TOKAa3aHO je Ja ce IPH MHTePMEIHjepHOj aJanTalyji, Yy IIMPOKOj 00IacTH
napaMerapa IojaBibyje T3B. biased switching, Ipu 4eMy CHCTEM MHOTO BHIIE BpEMEHa IPOBOAU Y
KBAaCHCTAI[HOHAPHUM CTambHMa HEro y OCLHMJIATOPHHM MeTacTaOWiIHMM cramuMma. VHTeprnperanuja
JOOWjeHnX pe3ynTaTa y KOHTEKCTY OHOCa CTPYKTYpPHHUX HEYPOHCKHX MOTHBA, 33JIaTUX TOIOJIOIIKOM
KOHOQUTrypaljoM Be3a, W (YHKIMOHAIHUX MOTHBA, oapeheHHX cMepoM mporoka HHpopmarmyja,
yKa3yje aa je y oImuTeM ciydajy Moryha KoersucTeHIja BHlle (pYHKIMOHAJHUX MOTHBA Ha jeJHOM
CTPYKTYpHOM MoOTHBY. C Jipyre cTpaHe, Ca/i¢jCTBO aJalTHBHOCTH, IIyMa M EKCIUTAOWIHE JIOKAIHE
JuHaMuKe omoryhaBa crmope croxacTuuke QiykTyanuje wusmehy pasauauTHX (QYHKIMOHATHHX
MOTHBA.

7. Y pany Nonlinear Dynamics Behind the Seismic Cycle: One-dimensional Phenomenological Modeling
[S. Kosti¢, N. Vasovi¢, K. Todorovi¢, and I. Franovié¢, Chaos Soliton. Fract. 106, 310 (2018)], ap
Opanouh ce 0aBUO MHTEPAUCIMIUIMHAPHUM HCTPaXKHUBAIHEM, KOje MOIpa3yMeBa MPHMEHY TEOpHja
HENMHEApHE IUHAMUKE M CTOXAaCTHYKHX IIpolleca Ha MOJCIOBAkbE KOMIUICKCHOT MOHAIIAmha
CEM3MMYKHMX pPacelia, TEOJIOMIKHX CTPYKTypa OIrOBOPHUX 3a HACTaHAK 3eMJboTpeca. KOHKpETHO,
yBOhEeHEM MEMOpPHjCKOr e(eKTa y THIUYHU MOJAET Tpema n3Mel)y MacuBHOr OJIOKa M KOHTaKTHE
MOBPIIMHE MOHOKOMIIOHEHTHOT' paceia, TPETHPaH je MpoOieM MeXaHW3Ma HACTAHKA alepHOJANTHUX
BPEMCHCKHX CEpHja Ha jeAHOCTAaBHMM (MOHOKOMIIOHEHTHHM) pacemuma. Kopuctehu weton
oudypkanuone aHamm3e cucreMa TU(PEPCHIUjaTHUX jeJHAYMHA C KallbEHkEeM, IOKAa3aHo je na
ekcTeH3uja kaHoHcKor Burridge-Knopoff Moznena moxe na renepuiiie peneBaHTHE (pOpMe KOMIUIEKCHE
JIUHAMUKE, YKIbydyjyhu 1 npena3 u3mely acem3MUYKOT U CEU3MIYKOT ITOHAIIAbA.

Ha ocnoBy onumcanux pesynrara konere ®@panoBuha jacHo je 1a HBeroB J0CAJaIlbH paj MPeICTaB/ba
3HaYajaH JONPHHOC Ppa3Bojy ¢(u3NKe KOMIUIEKCHMX CHCTeMa, HeJMHeapHe JAWHAMHMKE M
cratucTudke ¢Gu3uKe, Ka0 MW HEKUM JPYI'MM HayYHUM o0OjacTuMma, IITO je JOKa3
MHTEpIUCHUIUIAHAPHOT KapaKTepa HmeroBor UCTpaxkuBama. Y MHcTUTYTY 3a Qu3uky y beorpany, np
OpaHoBuh je yBeo HOBe MeTOde Y NMPOyYaBame eMepreHTHHX (peHOMeHa y cHCTeMuMAa IO
YTHLajeM IIyMa U Kalllbelha Y HHTepaKkuujama. 3Hama U UCKyCTBa KOje je CTeKao y TEOPHjCKOM
MOJieNHpamy, aHAUIUTHYKUM METOAaMa M TEeXHHKaMma aHalu3e IUHAMHUKE KOMIIJIEKCHHX CHCTEMa
yCIenHo npeHocH miialjum capaanuiumMa y Jlabopatopuju 3a NpUMeHy padyHapa y HaylH y OKBHPY
IlenTpa N3y3eTHUX BPEOHOCTH 3a U3yUYaBambe KOMIUIEKCHUX CHCTEMA.
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[p Urop ®panosuh nma mupoKy Hay4Hy capalmy ca rpynama u3 Hemauke, Pycuje u Cnosenuje.
MeHTOp je Ha TOKTOPCKUM CTyIWjama jeJHOj CTyIEHTKHIbU YHja oJ0paHa JOKTOPCKE Te3e ce OUYeKyje
TOKOM OBE TOJIMHE, a Takol)e je M MEHTOp je[THe MacTep Te3e, Yuja IpuIpeMa je y ToKy. PykoBoamo je
OunarepaaauM npojektoM ca Hemaukom y mepuony on 2017. mo 2018. ronune, a y okBupy Llentpa
M3y3€THUX BPENHOCTH 32 H3ydyaBambe KOMIUIEKCHHX CHCTEMa pPYKOBOIM HWCTPaOKUBamEM Ha
HOTIPOjeKTy Emepeenmna OuHamuka Ha KOMRIEKCHUM MPeNCama: CImoxacmuiku eQpekmu, Kaurberbe
Y unmepaxkyujama, a0anmueHoCcm.

VY cBOjoj nocamammoj Kapujepu, konera ®panHoBuh je oOjaBuo 36 pamoBa y MehyHapomHUM
gaconucuma kareropuje M20, kao u jegHo moriaBbe y MoHorpaduju M13. Ompxkao je jemHo
npeaaBame Mo Mo3uBY Ha MelyHaporHiM KoH(epeHujama kateropuje M31, 6 npenaBama 1Mo MO3UBY
Ha MelhyHapoaHuM KoH(epeHMjama KaTteropuje M32, 6 caommrema kareropuje M33 u § caonmrema
kateropuje M34 (xkoMmruieTan cmnucak je mat y mpuiory). Omx 36 pagoBa kareropuje M20, ap
®panoBuh je yak 23 00jaBHo y YacomMUCHMA H3y3eTHUX BpPeIHOCTH KaTeropuje M21a, kao mro
cy Physical Review Letters, Scientific Reports, Chaos, Communications in Nonlinear Science and
Numerical Simulation, Nonlinear Dynamics u Physical Review E. IIpema 6a3u Scopus, panosu 1p
O®panosuha cy a0 cana ykymHo uuthpanu 157 myta (0e3 ayronmrata). [Ipema 6a3u Web of Science,
HETOBU PAJIOBU Cy YKYyMHO IuTHpaHu 136 myta (6e3 ayrorurara), y3 h=8. Jloka3u o nmuTUpaHOCTH
npema 06a3u Scopus cy garu y mpuiory. Takxobe, ox meuemOpa 2017. rogune np Ppanosuh je
Associate Editor y BpxyHackom mehynapogaom vaconucy Chaos, Solitons and Fractals (U® 3.064 3a
2018. roguHy) ©3 00NacTH HEMMHEAapHE AWHAMUKE, Y u3namy Elsevier-a.

Ha xpajy, xeneo OMX Aa MOTBpPOUM M YHmbeHHIY Ja Konera ®panoBuh ucnymaBa u cBe GopmMainHe
yCIIOBE 3a JOZIeTy Harpaje: CBH PE3YJITaTH 3a KOjeé je HOMHHOBAH Cy OCTBAPEHH Yy LIEJOCTH WU
genuMuyHo Ha MHCTUTYyTy, 00jaBJbeHH Cy TOKOM IIPETXOAHE [BE KaJleHAAapCcKe TOAWHE U
NpeAcTaB/beHN Cy Ha peaoBHOM cemuHapy Ha WMuctutyty (SCL cemmuap ompxan 24. maja 2018.
TOJMHE).

Hmajyhu cBe HaBeleHO y BHAY, ca 3a10BOJbCTBOM mpemnaxkeMm aAp Hropa dpanosuha 3a
TI'omummwy Harpaay 3a Hayunu pag UHctuTyTa 32 dusuky y Beorpany.

VY Beorpany, 28. 04. 2020. rogune
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Ip AHTyH banax, Hay4YHU caBETHUK

PYKOBOAMIIAL] L[CHTpa H3Yy3C€THUX BPCAHOCTHU
3a U3ydaBambC KOMIUICKCHUX CUCTEMaA



buorpadmuja np Uropa ®panosuha

Ip Urop ®panosuh je pohen 25. ¢pebdpyapa 1979. ronune y beorpany. 3aBpmmo je Ilety
OeorpaZicky TUMHa3Wjy Kao YYEeHHUK reHepanuje 1997. roamHe, HAKOH dera je ymucao
OocHOBHe cTyauje Ha PusnukoMm ¢akynreTy YHuBep3urera y beorpany, cmep Teopujcka u
exkcnepuMeHTaiHa ¢usuka. Jummomupao je 2002. roguHe € MPOCEYHOM OICHOM 9.43,
OJIOpaHMBILY JUIIOMCKU paj 1moja Ha3uBoM "AHanmsa JaH-TenepoBor edekra Ha mpumepy
npenasHor Merai-kommiekca [Cr(NHz)s]*™ mon pykosoacteom mnpod. ap parosby6a
bennha. Marucrapcke cTyauje Ha HUCTOM  (akynTeTy, cMep Teopujcka (pHU3UKa
KOHJICH30BaHOT CTama, 3aBpUIMO je ¢ mpoceyHoM omeHoMm 10,00, a marucrapcky Tesy Mmon
HaclaoBOM [lepkonayuonu ¢pasnu npenasu HaA NPOCMOPHO-BPEMEHCKUM (DPAKMATHUM
CMpyKmypama y ex-vivo u in-vitro neyporckum xKyamypama onopanuo je 2011. rogune mog
MEHTOpCTBOM J0I. Ap Bmagumupa MusbkoBuha. Jloktopar mon HacnoBoMm Collective
dynamics and self-organisation of stochastic neuronal systems influenced by synaptic time
delay onOpanno je 2013. ronune Ha Ou3nukoM QaxkynTery YHuep3urera y beorpany mon
pykoBoscTBoM np Huxone bypuha. ¥ okBupy Te3e cy aHalu3upaHe aHAJIOTHjE Y IMPOLECY
CaMOOpraHu3alfje KOJIGKTUBHE aKTUBHOCTH HU3Mel)y cHcTeMa CHpPEerHyTHX ayTOHOMHHX
OCLMJIaTOpa U CHCTEMa KYIUIOBAaHMX EKCIMTAOMIHMX jeIUHMIA, NPH YeMYy je HMPUMEHOM
METOZIE CPEIbEr MoJba pa3BUjeH €(EKTUBHH MOJEN MaKPOCKOICKE AMHAMHUKE IOMyJaluje
EKCIUTAOMIIHUX jeAUHUIIA U3TIOKECHHX IIYMY U Kallllbelby Y HHTEpaKlrjama.

Opn 2004. no 2006. roguae Urop ®@panosuh je Ha Ou3nukoM (PakyiTeTy, Kao CTHICHINCTA
MuHucTapcTBa HAayKe M 3aIUTUTE JXKUBOTHE CpEAMHE, YYECTBOBAO Ha MpOjeKTy DasHu
npenasu u HenuHeapHe nojage y OUOIOWKUM U HEOP2AHCKUM Mamepujaiuma, KOJUM je
pykoBozuo npod. np CaBa Munomesuh. On janyapa 2008. rogune a0 janyapa 2011. rogune
010 je 3amocCiIeH Kao UCTpakMBay MPUIIPABHUK Ha UCTOM dakyntery y beorpany, y okBupy
npojekra Paznu npenazu u Kapakmepuzayuja HeopeancKux U OpeaHCcKux cucmemd, KOjuM je
pykoBonuo npod. np Muho Mutposuh. Ox janyapa 2011. o mapra 2014. rogune 6uo je
3arnocieH Ha PuszndykoM (akynTeTy Kao HUCTpaXWBad NPUIPABHUK, a 3aTUM M Kao
UCTpaXMBad capajHuK y okBupy mnpojekta OH171015 MunucrapcTBa mpocBeTe M HayKe
Penybnuke CpOuje non HazuBoM @asHu npenasu U Kapakmepusayuja HeopeancKux u
opeancKkux cucmema, KojuM pykooau rpod. np Cynunna Enezosuh-Xanuh.

Ip Urop ®panosuh je ox mapra 2014. rogune 3amocieH y JlaGoparopuju 3a HmpuUMEHY
pauyHapa y Haylu y okBHpy LleHTpa u3y3eTHHX BpPEIHOCTH 3a M3Yy4aBame KOMIUICKCHHX
cucrema MHctutyTa 32 pusuky y beorpany. On 2014. no 2019. rogune je 610 aHra>koBaH Ha
HarmoHanHoM tipojekty OH171017, Mooenuparwe u mymepuuke cumynayuje CirodHceHUx
sUUIeHeCMUYHUX cucmema, KOjuM je pyKoBoauo 1p AHTYH banax. Y okBupy oBOT IpojexTa,
np @panoBuh je pykoBoamo motmpojektoM Camoopeanuzayuja y — CHpecHYmum
excyumadbunnum cucmemuma. TpeHyTHo, np DpaHOBHh pPYKOBOIM HCTpPaKUBAHEM Ha
HOTNPOjeKTy Emepeenmna OuHAMuKa Ha KOMNIEKCHUM MPeXCamd: CMOXacmuuku egexmu,
Kawirerbe y unmepakyujama, adanmusHocm y OKBHpY LIeHTpa H3y3€THUX BpPEIHOCTH 3a
U3yyaBamke KOMIUIEKCHUX cuctema. Y neunemOpy 2014. ronune u3alOpaH je y 3Bame Hay4YHU
capaJHuK, a Maja 2019. roguHe y 3Bame BUIIN HAYYHU CapaJHUK.

HctpaxuBauku pan ap PpanoBuha oOyxBara 00nacTH TeopHje HEIMHEApHE ITUHAMMKE,
CTOXACTHUYKHX Tpolieca U TeOpHje KOMIJIEKCHUX MpEXa, a Kao Bojehe TeMe HCTpaKUBamba ce
U3/Bajajy caMOOpraHu3alfja y CUCTEMUMa CIPETHYTUX E€KCUUTAOWIHMX jeIUHHIIA, Pa3Boj
PEIYKIIMOHMX METO/a U METOJIE CPeAEr MoJba 3a aHAINW3Y CTAa0MIHOCTH M Oudypkammja



cucTeMa OOMYHMX M CTOXACTHYKHX JAW(EepeHIUjaIHuX jeJHAYMHA, aHalIW3a JIMHAMUKE
CHUCTEMa Ha BHIIECTPYKMM BPEMEHCKHM CKajaMa, Kao W Koe(eKTH TOMoJIoTHje, IIymMa U
Kallllbelha y HMHTEepaklyjamMa Ha AMHAMHUKY CTPYKTYPHUX U (DYHKIIMOHAIHUX HEYPOHCKHX
Mpexa.

Bberos pocanammu pax ykibydyje 36 pagoBa y MehyHapoJHHUM YacomMcHUMa, Kao U jeIHO
noryiaBjbe y MoHorpadpuju M13, 1 mpenaBame mo mozuBy M31, 6 npeaaBama 1O HMO3HUBY
M32, 6 caonmuTema kareropuje M33 u 8 caonmrema kateropuje M34. On 36 panosa, yak 23
je 00jaBJ/beHO y YacolMcUMa M3y3eTHUX BpEAHOCTH Kateropuje M21a, kao mro cy Physical
Review Letters, Scientific Reports, Chaos, Communications in Nonlinear Science and
Numerical Simulation, Nonlinear Dynamics u Physical Review E. Ilpema 6a3u Scopus,
panosu np dpanoBuha 10 cama mmajy 157 xerepoumrata. IIpema 6a3u Web of Science,
ETOBH PaJIOBH Cy YKYIHO nutupanu 136 myta (6e3 ayromnurara), y3 h=8.

Hp ®panoBuh je nOOMTHHMK Harpaze 3a HajOober MiIagOr HUCTpaxkuBada Ouznykor
dakyntera y beorpaay 3a 2013. ronuny. Mma pa3Bujeny meljyHapoJHy HayuyHY capajmby C
UCTpaXuBaykuM rpynama u3 Pycuje, Hemauke u CrnoBenuje. MeHTOp je Ha JOKTOPCKUM
cryaujama MBe baunh na ®usnukom daxynrtery y beorpany, umja ombpana ce oudekyje
tokoM 2020. rogune (TeMa Self-organization in coupled excitable systems: interplay between
multiple timescale dynamics and noise je onOpamena npen KoserujymoM ITOKTOPCKHX
cryauja 2019. ronune), a Takohe je u MmeHTOp Ha M3paau Mactep Te3ze Hukone Ilotnape Ha Ha
Oumsnukom (akynrery y beorpany. [lopex Tora, np ®@panosuh je jyna 2019. ronune 6mo
yjaH KoMmHcHje 3a oa0pany poktopcke Te3e Cebactujana Ejmama nHa TexHuukom
yHHUBEp3uTeTy y bepnuny.

Hp ®panosuh je y nepuoay ox 2017. mo 2018. 6uo pykoBoauial OugarepasHoOr MpojeKTa
capaame u3mely Penyonuke Cp6uje u CaBesne Penyonuke Hemauke Emergent Dynamics in
Systems of Coupled Excitable Units. Taxohe, np ®panosuh je Associate Editor y BpxyHCKOM
mehynapoanom uaconucy Chaos, Solitons & Fractals (M® 3.064 3a 2018. roguny).



Jlucra nyosukanuja ap Uropa ®@panosuha
y Iepuoay pejieBaHTHOM 3a Harpanay (2018-2019)

PagoBn y mehynapoanum yaconucuma u3y3eTHUX Bpeanoctu (M21a)

1.

L. Franovi¢, O. E. Omel'chenko, and M. Wolfrum:
Phase-sensitive Excitability of a Limit Cycle
Chaos 28, 071105 (2018), U® 2.643 3a 2018. roauny

I. Franovi¢ and V. Klinshov:
Clustering Promotes Switching Dynamics in Networks of Noisy Neurons
Chaos 28, 023111 (2018), U® 2.643 3a 2018. roauny

S. Kosti¢, N. Vasovi¢, K. Todorovi¢, and I. Franovié:

Nonlinear Dynamics Behind the Seismic Cycle: One-dimensional Phenomenological
Modeling

Chaos Soliton. Fract. 106, 310 (2018), U® 3.064 3a 2018. roguny

Pagosn y BpxyHckum mehhynapoaunm yaconucuma (M21)

1.

V. Klinshov and I. Franovié:
Two Scenarios for the Onset and Suppression of Collective Oscillations in

Heterogeneous Populations of Active Rotators
Phys. Rev. E 100, 062211 (2019), U® 2.366 3a 2016. roquny
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Phase-sensitive excitability of a limit cycle
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The classical notion of excitability refers to an equilibrium state that shows under the influence of
perturbations a nonlinear threshold-like behavior. Here, we extend this concept by demonstrating
how periodic orbits can exhibit a specific form of excitable behavior where the nonlinear threshold-
like response appears only after perturbations applied within a certain part of the periodic orbit,
i.e., the excitability happens to be phase-sensitive. As a paradigmatic example of this concept, we
employ the classical FitzHugh-Nagumo system. The relaxation oscillations, appearing in the oscil-
latory regime of this system, turn out to exhibit a phase-sensitive nonlinear threshold-like response
to perturbations, which can be explained by the nonlinear behavior in the vicinity of the canard tra-
jectory. Triggering the phase-sensitive excitability of the relaxation oscillations by noise, we find a
characteristic non-monotone dependence of the mean spiking rate of the relaxation oscillation on the
noise level. We explain this non-monotone dependence as a result of an interplay of two competing
effects of the increasing noise: the growing efficiency of the excitation and the degradation of the

nonlinear response. Published by AIP Publishing. https://doi.org/10.1063/1.5045179

The classical concept of excitability refers to a specific non-
linear response of a system to perturbations of its rest
state. While for small perturbations the system reacts only
with a linear relaxation directly back to the rest state, for
larger perturbations above a certain threshold it reacts
with a large non-linear response, called excitation. Such
a behavior can be observed, for example, when a neuron
in the quiescent state receives a presynaptic impulse and
reacts with the emission of a spike. Until the non-linear
response has terminated, the system is not susceptible
to further excitations. Only after the system has again
reached the rest state, can it be excited again. We study
here the case where the rest state is not a stationary state
but a stable periodic orbit. Then, the response of the sys-
tem to perturbations may be nonuniform along the orbit.
Of particular interest is the case where the non-linear
response to perturbations above threshold appears only in
a certain part of the periodic orbit. We call this situation
Pphase-sensitive excitability and demonstrate that the oscil-
latory regime of the FitzHugh-Nagumo system can serve
as an example for this type of behavior. It is well known
that for other parameter values, the FitzHugh-Nagumo
system has an excitable equilibrium. In this case, a pertur-
bation above threshold induces a response in the form of
a single spike. We present a completely different scenario.
Perturbations are now applied to the regime of periodic
spiking. If these perturbations act close to the passage near
the unstable equilibrium, they may evoke a response in
the form of a subthreshold oscillation and in this way pre-
vent the system for a certain time from spiking. There
are many cases where the triggering of an excitable sys-
tem by noise can result in a characteristic non-monotone

¥ Electronic mail: franovic@ipb.ac.rs
Y Electronic mail: omelchen @ wias-berlin.de
9 Electronic mail: wolfrum @ wias-berlin.de
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dependence of the system behavior on the noise intensity.
This also holds for our example of the oscillatory regime
of the FitzHugh-Nagumo system, where we can demon-
strate that the spiking frequency becomes minimal at an
intermediate noise level.

I. INTRODUCTION

In their groundbreaking work from 1946, Wiener and
Rosenblueth,! having observed propagating contractions in
the cardiac muscle, developed the fundamental concept of
an excitable system: exciting a state of rest by perturbations
above a certain threshold, the system reacts with a non-
linear response. Subsequently, the system needs a certain time,
called the refractory period, until it can be excited again.
This concept provided an extremely successful framework for
understanding a large variety of real-life systems.” Beginning
from biological systems, where it describes not only cardiac
tissue® but also certain functionalities of organisms,* and
behavioral aspects of individuals, or of whole populations,®’
it has been translated to gene regulatory networks,® chemical
reactions,” laser systems,'? and semiconductors,'" and last but
not least, it has become one of the key principles of theoretical
neuroscience.!>"1¢

We extend the concept of excitability by considering as
the rest state of the system a stable periodic orbit rather than an
equilibrium. In this case, the nonlinear threshold-like response
may additionally depend on the phase of the oscillation at
which the impulse acts such that an excitation may occur only
if a super-threshold perturbation is applied within a certain
part of the periodic orbit. We shall use the regime of relaxation
oscillations in the FitzHugh-Nagumo system as an example

Published by AIP Publishing.
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0.5

FIG. 1. Phase plane for (1) with
b =0.99, € =0.05, I(t) = 0: relaxation
oscillation orbit (green), maximal canard
(red), and nullclines (dash-dotted). Inset:
region close to the unstable equilibrium.
In the region of phase-sensitive excitabil-
ity (green stripe), the maximal canard
passes close to the relaxation oscillation

orbit such that small perturbations may
deviate a solution to make an extra round
trip around the unstable equilibrium.

of this general concept of phase-sensitive excitability. In the
context of neuroscience, this spiking regime can already be
considered as the “excited state” of a neuron. Nevertheless,
here we shall consider this periodic regime as the “rest state”
in the sense of Refs. 1 and 2 and shall study its nonlinear
threshold-like response to perturbations, which in this case
manifests as a reduced spiking activity. Note that in Ref. 17
a similar model was considered but with the rest state given
by the subthreshold oscillations and with the excited state
associated to the large-amplitude oscillations. Using multi-
scale techniques and the canard trajectories, we shall ana-
lyze in detail the specific mechanism realizing the non-linear
excitations in our system.

In Ref. 18, it has been pointed out that excitable sys-
tems can respond to noise in a specific way, showing a
characteristic non-monotone dependence on the noise level.
Such effects have been studied extensively and the FitzHugh-
Nagumo system in the regime of an excitable equilibrium
represents one of the classical examples.'3?° There, it is
the mean spiking regularity of noise-induced oscillations that
shows a characteristic maximum, called coherence resonance,
at an intermediate noise level. Our study of the FitzHugh-
Nagumo system in the oscillatory regime will demonstrate
that also the relaxation oscillation shows a non-monotone
response to noise: here, however, it is the mean spiking rate
that shows a characteristic minimum at an intermediate noise
level. This effect is most pronounced for intermediate values
of the time-scale separation (¢ ~ 0.05), while in the singu-
lar limit ¢ — 0O, the effect disappears. This is the reason
why the effect has not been observed in the detailed study
of Muratov and Vanden-Eijnden,”! where the behavior of
the FitzHugh-Nagumo system under the influence of noise
has been investigated by singular perturbation techniques.
We believe that our parameter regime can be adequate in
the context of neuroscience and that the effect of phase-
sensitive excitability may be of importance both for determin-
istic inputs in coupled network systems and for the case of
stochastic input signals.

Il. THE FITZHUGH-NAGUMO OSCILLATOR

Our basic example for the mechanism of phase-sensitive
excitability is the FitzHugh-Nagumo system

ejczx—x3/3—y,
y=x+b+I(). (D)

In the context of neuroscience, x and y correspond to the neu-
ronal membrane potential and the ion-gating channels, respec-
tively. The time-dependent input signal /(f) can be used to
resemble intrinsic noise in the opening of the ion-channels.?
The smallness of the parameter ¢ reflects the time-scale sepa-
ration between the dynamics of x and y. The system has been
extensively studied as a slow-fast system, using the singular
limit € — 0, cf. Ref. 23 for an overview on the determinis-
tic case and Refs. 2, 19, 20, and 24-26 for different scenarios
with noise. Classical results for the case without input sig-
nal /(¢) show that system (1) undergoes a supercritical Hopf
bifurcation at b = 1 such that for decreasing b a branch of
small-amplitude oscillations of period O(4/¢) appears. Then,
for b =b.~ 1 —¢/8, there is a rapid transition to large-
amplitude relaxation oscillations of period O(1).2” From the
neuroscience point of view, this corresponds to the transition
from the quiescent state to the spiking regime via subthreshold
oscillations. In order to explain the mechanism of phase-
sensitive excitability, we consider the slow-fast structures in
the phase space for the relaxation oscillations at b < b, in
the system (1). Figure 1 shows the relaxation oscillation orbit
together with the nullclines of the vector field. During the
passage close to the unstable equilibrium, located at the inter-
section of the nullclines, the relaxation oscillation orbit is
excitable in the following sense: there is an exponentially thin
layer of trajectories, called maximal canard, such that any per-
turbation large enough to elevate the state from the periodic
orbit to a point above these trajectories will cause the sys-
tem to make at least one loop around the unstable equilibrium
before proceeding again along the relaxation oscillation orbit.
Smaller perturbations or perturbations in directions below
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the relaxation oscillation orbit will not give rise to such a
response.

The maximal canard trajectories are characterized by the
fact that they follow the whole unstable branch of the slow
manifold, which in first approximation is given by the part
of the nullcline y = x — x*/3 lying in between the two folds,
cf. Ref. 28. Already exponentially small deviations from the
maximal canard cause the solutions to rapidly depart from it,
traveling in either direction towards one of the stable branches
of the slow manifold (dotted curves in Fig. 1). A maximal
canard trajectory can readily be determined numerically by
selecting an initial condition closely below the upper fold
(x,¥) = (1,2/3), and from there integrating backward in time.
Following one of the canard trajectories in this way, one finds
a region where it passes extremely close to the relaxation
oscillation orbit. Along this part of the relaxation oscillation
orbit, the maximal canard acts as a threshold for perturba-
tions such that super-threshold perturbations cause a nonlinear
response with an extra excitation loop around the unstable
equilibrium.

lll. RESPONSE TO NOISE

Having understood the response of the system to single
impact perturbations of different size, we examine now the
response to Gaussian white noise

1(1) = D),

of varying amplitude D. Figure 2 shows typical realizations of
trajectories for three different levels of noise. The plots show
that for low noise level (a), the noise-induced excitation loops
occur rarely and are well confined by the spiral structure of the
maximal canard. For increasing noise level (b), they become
more frequent, but at the same time they get increasingly
blurred by the noise. For the largest noise level (c), the preva-
lence of the small excitation loops decreases again since the
efficiency of the confinement by the deterministic maximal
canard is reduced.

To study this process in more detail, we introduce a
Poincaré section at

x=x0=-099, y<x—2x5/3, )

i.e., we record passages through a vertical line extending
below the unstable fixed point. In Fig. 3(a), we show the
sampled return times AT between successive crossing events,
obtained for the same noise levels as used in Fig. 2. The his-
tograms show that for all three noise levels one can clearly
distinguish between return times AT ~ Ty corresponding to
relaxation oscillation cycles and those corresponding to exci-
tation loops AT & Tg. For the time trace shown in Fig. 3(b),
we have shaded the corresponding time intervals accord-
ingly. Panel (c) shows the corresponding variances og g for
each of the two separate peaks of the return time distribu-
tion, and panel (d) shows their relative size for varying noise
level D. One can observe that there is a prevalence of exci-
tation loops for intermediate values of the noise level D =~
1072, Above this value, the variances for each of the peaks
start to increase, indicating an increasing degradation of the
nonlinear response by noise. The excitation loops delay the
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FIG. 2. Response of the relaxation oscillation to different levels of noise: (a)
D = 0.003, (b) D = 0.01, and (c) D = 0.03. Left panels: noisy trajectories in
the phase plane together with the deterministic relaxation oscillation orbit and
maximal canard. Top panels: corresponding time traces x(¢) from the panels
above. Bottom panels: longer time traces indicating the prevalence of noise
induced small excitation loops for the middle noise level D = 0.01.

occurrence of the next spike and thus affect the mean spik-
ing rate of the system (R), measured as the average number
of large-amplitude oscillations per time. Figure 4 shows that
the spiking rate exhibits a non-monotone dependence with
increasing noise level D, where the minimum of (R) coincides
with the maximal fraction of small excitation loops shown in
Fig. 3(d).

Note that this effect is most pronounced for intermedi-
ate values ¢ ~ 0.05 of the time-scale separation. This is due
to the fact that the duration of the excitation loop, given to
the leading order by the linearization at the unstable equilib-
rium, which is a weakly undamped center, scales like O(/¢).
Hence, the delaying effect on the spikes and the consequent
decrease of the spiking rate become small in the singular limit.

IV. EXCITATION EFFICIENCY AND DEGRADATION

The non-monotone dependence of the spiking rate (R) (o)
can be explained as the result of two competing effects of
the increasing noise: the increasing efficiency of the excita-
tion and the degradation of the nonlinear response. To study
this competition in more detail, we consider the return times
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FIG 3. (a) Sampled return times AT
between subsequent crossings of the
Poincaré section (2) for different noise
levels. The two peaks in the distribu-

tions correspond to relaxation oscillations
AT =~ Tg (red) and noise-induced exci-
tation loops AT =~ Ty (blue). (b) Time
trace for D = 0.01 with respective time
(d) intervals AT colored accordingly. [(c)
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and (d)] Variances og g and relative size
ng/ng from the two separate peaks of the
return time distributions for varying noise
level.

AT, associated to the Poincaré section (2) with xo = —0.2.
In this case, the excitation loops do not lead to additional
crossing events and the corresponding return time A7 mea-
sures the round trip time of each relaxation oscillation together
with the included excitation loops. For small noise, the cor-
responding histograms in Fig. 5(a) show distributions with
well separated peaks centered around AT ~ Ty + kT, where
k e€{0,1,2,3,...} counts the number of excitation loops
between two successive Poincaré events. We observe that for
D < 1072 there is not only an increasing number of such
excitation loops, cf. Fig. 3(d) but also an increasing num-
ber of multiple successive excitation loops. This can be seen
from the corresponding probabilities of successive loops for
varying noise intensity D given in Fig. 5(b). It underlines
the increasing efficiency of the excitation process, driven by

0.24
.
022
N
S
~ 02
0.18
10"’ 10 10"
D

FIG. 4. Non-monotone response to noise of a phase-sensitive excitable peri-
odic orbit: mean spiking rate (R) of the relaxation oscillations of (1) shows a
characteristic minimum at an intermediate noise level D ~ 1072,

noise in the subcritical range D < 1072, Above this value, the
degradation effect takes over, which consists in the loss of cor-
relation between the number of included excitation loops and
the total duration of the corresponding relaxation oscillation
cycle.

In order to quantify the degradation effect, we have cal-
culated the noise-dependence of the correlation coefficient
8 between the number k of small loops the unit performs
between the two successive passages of the Poincaré cross-
section, and the first return time AT being in the corre-
sponding interval [Tk + (k — %)TE, Tr + (k+ %)TE]. Evalu-
ating numerically this correlation coefficient, we see the onset
of a strong decay above the critical noise level of D <~
102, indicating the degradation of the nonlinear response, see
Fig. 5(c). Similar effects have been described in Refs. 29 and
30 as noise-induced linearization.

V. DISCUSSION AND OUTLOOK

It is important to remark that a periodic orbit emerging in
a transition from an excitable equilibrium, as it happens in the
FitzHugh-Nagumo system, does not necessarily inherit phase-
sensitive excitability from the excitability of the preceding
equilibrium. This can be seen, e.g., for the active rotator

0 =14+b—sinf +D(r), 0eR/2nZ, 3)

where a saddle-node infinite period (SNIPER) bifurcation
at b = 0 mediates a transition from excitable to oscillatory
behavior. However, the periodic solution at b = 0.02 shows
no phase-sensitive excitability, and the dependence of the
spiking rate on the noise level is monotone, cf. Fig. 6(a). On
the other hand, for the FitzHugh-Nagumo system with a noise
term /D/e&(f) added to the fast variable x so to resemble the
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(b)

1072 107! FIG 5. (a) Histograms of first return
D times AT to a Poincaré section (2) with
xp = —0.2. (b) Relative frequency of two
successive excitation loops. (c) Correla-
tion coefficient between the number of

excitation loops in a relaxation oscillation
© cycle and its duration AT.
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action of synaptic noise,?? the excitable behavior and the non-
monotone dependence can be observed in a similar way, cf.
Figs. 4 and 6(b).

The presented concept of phase-sensitive excitability
establishes a natural extension of the classical concept of
excitability of equilibria to periodic orbits, offering a gen-
eral framework for describing certain nonlinear effects in
driven or interacting oscillatory systems. It resembles the
main properties of the classical case:

(i) nonlinear threshold-like response to perturbation impulses

102 107!
D

The nature of the non-monotone dependence on the noise
level for phase-sensitive excitability in the regime of relax-
ation oscillations of the FitzHugh-Nagumo system is qual-
itatively distinct from the two classical cases concerning
the FitzHugh-Nagumo model where the rest state is given
by an excitable equilibrium or conforms to the regime of
subthreshold oscillations before the canard explosion (b >
b. ~ 1 —€/8). In both the classical examples, the excited
state conforms to a relaxation oscillation (spike), and the
applied noise affects the regularity of noise-induced oscil-
lations such that it becomes maximal for the optimal noise
intensity.!”>° The qualitative similarity between these two
cases is to be expected because the subthreshold oscilla-
tions become indistinguishable from an equilibrium in the

FIG. 6. (a) Monotone mean spiking rate (R) of
the active rotator (3). (b) Non-monotone mean
spiking rate of the relaxation oscillations of (1)
with /(#) = 0 and adding instead noise of varying
levels to the fast variable.

and
(i) non-monotone response to noisy inputs of increasing
amplitude.
r(@) 0354
03}
0.3t
—~02} 4 -
<
— ~ 025}
01t
02t
0 0.1
107 10° 107! 107
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singular limit € — 0. As opposed to that, our scenario of
phase-sensitive excitability involves the regime of relaxation
oscillations as the rest state, the subthreshold oscillations con-
form to the excited state, and the applied noise affects the
mean spiking frequency such that it becomes minimal at an
intermediate noise level.

In the context of neuroscience, the resonant effect con-
sisting in a reduction of the spiking frequency of neural
oscillators within a certain range of intermediate noise levels
has been referred to as inverse stochastic resonance. Such an
inhibitory action of noise has been observed experimentally>!
and has also been discussed in several model studies, con-
cerning the impact of external or intrinsic noise on single**—4
or coupled neurons.’> The effect has been suggested as a
potential paradigm for computational tasks that either require
reducing the neuronal spiking frequency without chemical
neuro-modulation or involve generating episodes of bursting
activity in neurons that are not endogenously bursting. The
generic mechanism behind the effect has typically been linked
to bistability of the underlying deterministic dynamics, which
exhibits coexistence between an equilibrium and a stable limit
cycle. For such a scenario, the noise induces a switching
between the corresponding metastable states, with the spik-
ing frequency decreasing at a certain range of intermediate
noise levels where the transition rate from the quasi-stationary
to oscillatory state becomes much smaller than the one in
the opposite direction. The noise-driven effect reported here
is based on a qualitatively distinct mechanism, because the
deterministic dynamics is monostable, and the excitations off
the limit cycle emerge due to phase-sensitive excitability of
the associated orbit, derived from the multi-scale structure of
the system.

Revisiting earlier work on coupled oscillator systems, one
can find instances where effects that could be explained as
a result of phase-sensitive excitability have been reported.
Indeed, some of the results in Ref. 37 about space-time pat-
terns in a coupled network of FitzHugh-Nagumo oscillators
seem to be based on the phase-sensitive excitability of the
relaxation oscillations. Also, the alternating behavior reported
in Ref. 38 could possibly be an effect of phase-sensitive
excitability. These examples may underline the importance of
the abstract concept as such, offering a general framework and
a unifying view for a variety of closely related phenomena.
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Clustering promotes switching dynamics in networks of noisy neurons
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Macroscopic variability is an emergent property of neural networks, typically manifested in
spontaneous switching between the episodes of elevated neuronal activity and the quiescent episodes.
We investigate the conditions that facilitate switching dynamics, focusing on the interplay between
the different sources of noise and heterogeneity of the network topology. We consider clustered
networks of rate-based neurons subjected to external and intrinsic noise and derive an effective model
where the network dynamics is described by a set of coupled second-order stochastic mean-field sys-
tems representing each of the clusters. The model provides an insight into the different contributions
to effective macroscopic noise and qualitatively indicates the parameter domains where switching
dynamics may occur. By analyzing the mean-field model in the thermodynamic limit, we demonstrate
that clustering promotes multistability, which gives rise to switching dynamics in a considerably wider
parameter region compared to the case of a non-clustered network with sparse random connection

topology. Published by AIP Publishing. https://doi.org/10.1063/1.5017822

The striking feature of neuronal systems is that variability
is reflected on two fundamentally different levels. While
there is substantial knowledge on microscopic variability
associated to spike trains of individual neurons, much less
is known about macroscopic variability, which is a form
of emergent behavior in neural networks. Macroscopic
variability involves considerably longer timescales than
the microscopic one, whereby its signature activity con-
sists in slow rate oscillations, reflected in spontaneous
alternation between the distinct network states. The latter
are typically referred to as the UP and the DOWN states,
such that in the UP state, both the firing rates and the syn-
aptic conductances of neurons are elevated relative to the
DOWN state. The switching dynamics between the collec-
tive states is especially relevant for activity of neocortical
pyramidal neurons and is believed to facilitate or mediate
different types of learning and memory. In this paper, we
investigate the key ingredients behind switching dynam-
ics, focusing on the interplay of different sources of noise
and the network topology. In particular, we consider a
clustered network of rate-based neurons and derive an
effective model which describes its collective activity in
terms of coupled second-order stochastic mean-field sys-
tems representing the particular clusters. The effective
model is used to qualitatively analyze the mechanisms
behind the switching dynamics in the non-clustered and
clustered networks, comparing the associated parameter
domains. For a homogeneous random network, where
all neurons comprise a single cluster, switching is found
only within a small parameter region in the vicinity of the
pitchfork bifurcation, with the underlying mechanism
resembling the motion of a noise-driven particle in a
double-well potential. We demonstrate that clustering
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plays a facilitatory role with respect to switching dynam-
ics, enhancing the network multistability compared to the
case of a homogeneous random network.

I. INTRODUCTION

The fascinating feature of neuronal dynamics is that vari-
ability appears in a twofold fashion. For single units, one
observes the spike-train variability,' reflected in that the same
input sequence applied to a given neuron under identical
experimental conditions gives rise to different neuronal
responses. Apart from the variability on the short timescale,
one also encounters variability as an emergent network phe-
nomenon”* associated to much longer timescales.” The hall-
mark of macroscopic variability is irregular slow rate
oscillations,®’ alternatively called up-down states (UDS),g_10
which comprise large amplitude, low frequency (0.1-2Hz)
spontaneous fluctuations between the collective UP and
DOWN states.'" These states are characterized by clearly dis-
tinct firing rates and synaptic conductances, whereby the UP
state involves neurons with depolarized membrane potential,
elevated firing rates, and increased synaptic conductances rel-
ative to those in the DOWN state.'>"'> Switching is induced
by coherent activity of a large number of neurons and has been
observed in cortical assemblies in-vivo during quiet wakeful-
ness, sleep, and under the influence of anesthetic agents, as
well as in certain in-vitro preparations.>'*'®'® UDS are the
prominent form of spontaneous activity of neocortical pyrami-
dal neurons, facilitating coordination of temporal interactions
between neocortex and hippocampus,'>'*® which is funda-
mental to several types of learning and memory.'**'~%*

The issue of the mechanisms that give rise to macro-
scopic variability as an emergent network phenomenon has
remained unresolved, but there are two general directions of

Published by AIP Publishing.
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research.>* One connects the slow rate fluctuations to deter-
ministic networks with balanced massive excitation and inhi-
bition,****® which leaves the collective dynamics highly
sensitive to fluctuations. The other direction relates slow
rate oscillations to bistability or multistability in attractor
model networks where alternation between the coexisting
states emerges due to noise,””*® which acts as the finite-size
effect.””! In this paper, we develop the latter framework by
examining the interplay of stochastic neuronal dynamics and
heterogeneous network topology on the onset and robustness
of slow rate oscillations. In particular, we consider a network
of rate-based neurons, focusing on how the different sources
of noise, combined with the clustered network topology,
give rise to slow stochastic fluctuations of the mean-rate.
A qualitative insight into the mechanisms behind the slow
fluctuations and the associated parameter domains is gained
by developing an effective model of network activity, where
the collective dynamics is described by coupled stochastic
mean-field systems representing each of the clusters. The
effective model for the clustered network with random inter-
and intra-cluster connectivity is derived here for the first
time, using the approach which incorporates the Gaussian
closure hypothesis.>** As an intermediate result, we deter-
mine how the different sources of noise from local dynamics
as well as statistical heterogeneity of the connection topology
contribute to noise at the macroscopic level. This presents
generalization of our previous work, where we have consid-
ered bistability and slow fluctuations in a network with sim-
ple random connection topology.**”

Investigating the impact of clustered topology on collec-
tive dynamics is biologically plausible, given that neural net-
works with statistically inhomogeneous wiring are inherent to
mammalian neocortex,>®*” where the clustered structures with
stronger synapses and increased connection probability make
up the so-called cell assemblies. Earlier studies have indicated
that clustered connectivity could give rise to bistability or mul-
tistability,***® potentially allowing for switching dynamics
between interacting populations, considered as a likely para-
digm for decision-making processes during perception or cog-
nition. In this study, we demonstrate that clustering promotes
multistability, thereby substantially enhancing the parameter
domain admitting the slow rate fluctuations, as compared to a
network with simple random connection topology.

The paper is organized as follows. In Sec. II, we present
the key points of the derivation of the effective model for
collective dynamics of the clustered network, explicitly dem-
onstrating how the neuronal noise and network heterogeneity
contribute to different finite-size effects. In Sec. III, we ana-
lyze how the network multistability and switching dynamics
are influenced by the clustered topology. It is first indicated
that in the absence of clustering, switching occurs in a rela-
tively narrow parameter domain, whereby its mechanism
resembles the noise-driven motion of a particle in a double-
well potential. Then, we show that by introducing clustering,
one enhances the network multistability, which ultimately
makes the switching phenomenon considerably more robust.
In Sec. IV, we provide a brief summary and discussion of the
results obtained.

Chaos 28, 023111 (2018)

Il. DERIVATION OF THE MEAN-FIELD MODEL

We consider a network comprising N neurons arranged
into clusters, such that intra-cluster connectivity is larger
than the connectivity between neurons from different clus-
ters. The local dynamics of a given neuron i from cluster X
follows the rate model**%3%4

dl”x,‘

= —Jxryi + H(vxi) + /2DxExi(1), (D

where Ay defines the rate relaxation time, y;(¢) denotes the
intrinsic neuronal noise which typically derives from stochas-
tic opening of ion-gating channels, whereas H is the nonlinear
gain function, whose form will be specified further below.
The total input to a neuron vy; = uy; + Ix ++v/2Bxny;(t) con-
sists of a synaptic input ux; =, kyx Zj ayxjiry; and the
external bias current [y, while fluctuations in the embedding
environment are accounted for by synaptic (external) noise
11x;(1), characterized by Bx. The coupling scheme is given by
the adjacency matrix ayy; € {0, 1}, with the notation ayx;;
referring to the link which projects from neuron j in cluster
Y to neuron i from cluster X. Coupling weights between
two clusters or within a single cluster are assumed to be
homogeneous, whereby we adopt the scaling kyy = Kyx/N.
To improve readability, a summary of the most relevant nota-
tion is provided in Table I. Both external and intrinsic fluctua-
tions are represented by Gaussian white noise terms which
satisty ((Sxi(1)Sy; (1)) = ((nxi(£)ny; (1)) = Oxy6;;6(t — ') and
({&xOmy()]) = 0.

The mean-field model involves a Gaussian closure
hypothesis,****! such that the collective dynamics of each
cluster X is described by the mean-rate Ry and the associated
variance Sy

Sx = (rz:) — Ry, )

where Ny = n,y is the size of the cluster X, whereas (-) refers
to averaging over the neurons within the given cluster. The
network behavior will be represented in terms of dynamics
of interacting mean-field systems, each attributed to the

TABLE I. Summary of notation in Sec. II.

Ax Relaxation time of units in cluster X
Dy Intensity of internal noise in cluster X
By Intensity of external noise in cluster X
5% External current to cluster X

Ux Average input to cluster X

Nx = nxN Size of cluster X

Kyx Strength of couplings projecting from cluster
Y to cluster X

Kyx = Kyx /N Normalized coupling strength

ayxji Element of adjacency matrix characterizing links
projecting from neuron j of cluster Y to neuron i in cluster X

Pryx Connection probability from cluster Y to cluster X

Ry Mean rate of cluster X

Sx Rate variance in cluster X
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particular cluster. Our immediate goal is to derive a second-
order stochastic mean-field (macroscopic) model for an
arbitrary cluster by appropriately averaging the local (micro-
scopic) neuronal dynamics. To this end, we first introduce an
Ansatz regarding the local variables,*** which will ulti-
mately allow us to treat the nonlinear threshold term H (vy;).
In particular, one assumes that ry; may be written as ry;
=Ry + mei,42 where pyx; is a set of variables that satis-
fies (py;) =0, (py;) =1, as follows from definition (2).
Using the Ansatz, the total input vy; to the neuron may be
rewritten as v,; = Uy + ovy;, where

1
Uy =1 — K NyR 3
X X+N; rxPrxNyRy, 3)

1 1
ovy; = NEY:KYXRYVYXI' + NZI;KYX V Syoyxi. 4)

In particular, Eq. (3) presents the assembly-averaged input to
cluster X, with py x denoting the connectedness probability
from cluster Y to cluster X. The deviation dvy; from the aver-
age input Uy contains two terms, namely, the “topological”
and the “dynamical” one, whereby vyy; = Zj ayxji — prxNy
accounts for the deviation from the average number of connec-
tions pyxNy, and oyyx; = Z/’ ayy;jiPy; describes the effect of
local rate fluctuations. Equations (3) and (4) enable one to
expand H (vy;) about Uy, which proves crucial for deriving the
reduced system for cluster dynamics. In particular, one obtains
H(vx;) = Hox + Hixdvy; + Haxdv},, where we have intro-

duced notation Hox =H (Ux), Hix = - (Ux ), Hax :%Z%I.(UX)'

From the latter expression and the definition of Ry, one obtains

dRx

e —/x(rxi) + Hox + 2BxHox + Hix(I'1x)

+ Hox(Tox) + /2Dx (Exi(2)), )

with (T"jx) and (I';x) given by
1 1
(I'x) = N;KYXRY@YXI‘) +NzyjKYX\/ Sy (oyxi)
+v/2Bx (ny;), (6)
1
(Tox) = 2 Z KyxKzxRyRz (vyxivzxi)
YZ
1
+]W ; KyxKzx\/SySz{(ovxiozxi)
2
+ N2 ; KyxKzxRy+/Sz{vyxiozxi)
2/

2By
N ;KYXRY<VYXMXi([)>

2+/2B
+ N Xzy:ny@@yxﬂ?x,-(f))- (7

+

In order to calculate the final expression for the cluster mean-
rate, one has to estimate the terms containing vy y; and oy x;
and the associated averages. We have been able to carry this
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out in a systematic fashion, assessing the order of each term.
Ultimately, the stochastic mean-field model will include sto-
chastic terms as finite-size effects, whereby we neglect the
terms whose order is higher than O(1/N). In Subsection I A,
we briefly discuss how one may determine the contributions
from each term comprising (I"1x) and (I'2x).

A. Evaluating the finite-size effects

Let us first address the terms vyy;, which by definition
present the deviation from the average number of links
pyxNy projecting from cluster Y to a given node i of subas-
sembly X. From the theory of complex networks, it is known
that the average over the ensemble of different network
configurations, which we denote by [], is [vyx;] = 0, whereas
the associated variance is [V%Xi] = prx(1 — pyx)Ny. By these
arguments, it follows that (vyx;) contributes to a constant
random parameter dependent on the particular network
configuration, which is manifestation of the quenched ran-
domness introduced by fixing the given configuration. The
variance of such a term between the different configurations
is approximately [(vyy;)*] = ’%’;yxwy ~ pyxNy /Ny, where
prx = pyx for the sparse connectivity pyx < 1 and pyx =0
in the limit of strong connectivity p ~ 1. Note that the divi-
sion by Ny comes from the fact that the variance of a sum of
independent random variables is equal to the sum of varian-
ces of the given variables. The terms (vyy;vzx) may be
treated in a similar fashion, though one has to distinguish
between the cases Y =Z and Y # Z. If Y = Z, one may clearly
use the estimate [(15y;)] = pyx(1 — pyx)Ny = pyxNy, while
if Y # Z, the terms (vyy;vzx;) contribute to a random constant
parameter, whose variance over the ensemble of different
network configurations may be evaluated as [<I/yx,‘1/zx,’>2]
= pyxNypzxNz /Nx.

The terms containing oy x; may heuristically be
approached as follows. From the definition, it follows that
Oyxi = Zj ayxjipy; = Zje(:m Pyj» i-€., the sum runs over the
subassembly of neurons from cluster ¥ which project to neu-
ron i from cluster X. By construction, such subassembly con-
tains a small number of units pyyNy, if the connectivity
between clusters Y and X is sparse (pyy < 1). In the limit of
strong connectivity (pyx ~ 1), one has the sum oyy; =~ 0,
because the departure from the limit case py x =1 due to the
subset of neurons that do not project from Y to Xi is small.
Though one cannot say a priori anything regarding the distri-
bution of py;, in the first approximation, one may consider
them as a set of normally distributed random variables of
zero mean and unit variance. This enables us to treat gy x; as
a set of normally distributed random variables of zero mean
and variance pyxNy. Also note that the correlation oyxioyx;
= Zi,i ayxixayxji = pf,XNy, which is small due to smallness
of pyx, such that all the terms oyx; may be taken as
uncorrelated.

The above arguments imply that (oyx;) may be evaluated
as effective noisy terms of zero mean and variance [(oyy)?]
= (1 — pyx )Ny /Nx. By the above line of arguments, it may
explicitly be shown that the variables a7y, can effectively be
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treated as random variables whose mean and variance satisfy

[UIZ/XJ = pyxNy and [JA;XJ - [GIZ/Xi]z = ZP%/XN 12/’ respectively.

B. Equations of the mean-field model

The results from Subsection II A enable us to systemati-
cally evaluate the contributions from all the terms on the
r.h.s. of (6) and (7). Focussing on (6) first, one finds that the
three associated terms give rise to finite-size effects of differ-
ent nature. In particular, the first term contains an effective
random parameter associated to the given network configura-
tion and may be written as %KYXRY prxNy/Nxvy,, where 7,
is a (0, 1) variable. The latter should not be confound with
noise, as y, can be treated as a random parameter. The sec-
ond element from the r.h.s. of (6) contributes to pseudo-
noise of the order O(1/N), which is given by 3 Kyx/Sy
/PrxNy /Nx7y,(t). One refers to it as pseudo-noise because it
fluctuates randomly in time, but does not derive from the
actual microscopic noise. The third term on the r.h.s. of (6)
presents the sum of local external noises, which gives rise to
a genuine macroscopic noise /2Bx/Nx&x ().

As far as (I'px) is concerned, the terms containing
(vyxivzx) and (oyxiozy) for Y=Z together provide the
O(1/N) deterministic finite-size effect of the form ; K3y pyxny
(R? + Sy). The remaining contribution from such terms for
Y=Z and Y # Z amounts to random constant parameters and
pseudo-noises, respectively, whose intensity is of the order
O(N~3/?) and as such can be neglected. As an illustration,
we state that the terms involving (vyyivzx) for Y # Z may

be evaluated as #KYXKZXRYRZ\/pypoXNyNZ/NX, which is
indeed O(N—3/?). Finally, averaging over all the terms at the
r.hus. of (7) containing the genuine noises #y;(f) at the macro-
scopic level provides stochastic effects of the order O(1/N?),
which can also be neglected within our mean-field model.

Collecting all the results stated so far, one arrives at the
following equation for the dynamics of the cluster mean-
rate:

dR
Ttx = —JxRx + Hox + 2BxHox
+Hox Y Kjxprxny(Ry + Sy) /N
Y
+v WxB(1) + v/ Qxn, ®)
where the “macroscopic” noise is of intensity Wy

= % (2Dx + 2BxH3y) + %H%X v K3xprx %—;Sy, and the asso-
ciated random variable f3(¢) is Gaussian distributed. The mac-
roscopic noise is made up of three terms which may be
interpreted as follows. The two terms in the first bracket rep-
resent the contribution from the local intrinsic and external
noise translated to macroscopic level, whereby the latter is
manifested as multiplicative, rather than the additive noise.
The third term is of different character and essentially reflects
the impact of local fluctuations in the input provided to each
neuron within the cluster. Apart from this, Eq. (8) also
contains a random term where # is just a constant random
number A(0, 1), whereas the associated intensity is Qy
= ¥ Hix >y Kixprx §ER7. Note that the latter factor derives
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from the topological “uncertainty” effect related to quenched
randomness, in a sense that each particular network realiza-
tion is characterized by distinct deviations from the average
connectivity degree.

Starting from the definition and applying the Ito deriva-
tive, one may use analogous methods to obtain the final equa-
tion for the variance Sy. We omit the details of the lengthy
calculation, but just state that here we also neglect the deter-
ministic finite-size correction of the order of O(1/N), as well
as all the noisy terms and the terms related to uncertainty
parameter derived from the particular network realization.
The final equation for the variance then becomes

dditx = —2JxSx + 2BxH7y + 2Dx. )
Equations (8) and (9) make up the second-order stochastic
mean-field model describing the collective activity of each
cluster within the network. To complete the model, it is nec-
essary to specify the gain function H. In general, the gain
function should meet the requirements that it is zero for suffi-
ciently small input and that it saturates for large enough
input, whereas for intermediate input values, H should just
be smooth and monotonous. For convenience of analytical

study,?**> we adopt the following form of H:
0, 0<0,

H(Q) = {30 -20°, 0<Q<1, (10)
L, 0>1

lll. ANALYSIS OF THE MEAN-FIELD MODEL AND
SWITCHING DYNAMICS

In order to demonstrate the facilitatory role of clustering
on switching dynamics more explicitly, we first investigate
how the switching emerges in case of statistically homoge-
neous random network and then draw comparison to scenario
the involving clustered network topology. In both instances,
the analysis of the mean-field model in the thermodynamic
limit N — oo is used to gain qualitative insight into the param-
eter domains supporting coexistence of different stationary
states. The latter is a necessary ingredient for the onset of slow
rate fluctuations, which emerge due to the finite-size effect. It
will be demonstrated that the switching dynamics in clustered
and non-clustered networks are based on different mecha-
nisms, which we relate to the finding that clustering promotes
network multistability.

A. Slow rate fluctuations in a non-clustered network

Let us first consider the deterministic dynamics of the non-
clustered network with uniform coupling strengths. Given that
this case has been analyzed in detail in our previous papers,**>
here we provide only a brief summary of the main results.

The network behavior is described by the deterministic
part of the system Eqgs. (8) and (9), whereby (4) implies that
the average input to each neuron amounts to U = I + KpR
=11+ oR, with o = Kp being the connectivity parameter.
Note that S generally affects the R dynamics only via O(1/N)
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FIG. 1. Analysis of the mean-field model of a non-clustered random network in the thermodynamic limit N — oc. (a) Bistability domain (highlighted region)
in the (I — o) plane is bounded by two branches of saddle-node bifurcations. The latter meets at the cusp point CP, located at (I, ¢, ), where the pitchfork bifur-
cation occurs. External noise is set to B =0.004, whereas D =0.02. (b) R(«) dependence within the bistability tongue (I = 0.15, B = 0.004) shows coexistence
between the UP and the DOWN state. (¢) Shift of bistability domain for increasing B € {0,0.004,0.01,0.02}.

terms, which contribute to the small deterministic correction
term and the macroscopic noise. Thus, in the thermodynamic
limit, one may neglect the S evolution and replace it with the
corresponding stationary value Sy = (ByH> + D)/ .. For sim-
plicity, we adopt A =1 in the remainder of the paper. In order
to analyze the stability of (8) in the limit N — oo, it is conve-

nient to rewrite it in terms of the average input U as’*>°
E:—ZaU + 3aU” — 120BU — U + 60B + 1. (1)

Equation (11) always admits at least one stable station-
ary state. For the given external noise B, the onset of bistable
regime is associated to the pitchfork bifurcation that occurs
at o, =2/(3(1 — 8B)) and [, = (1 — a,)/2. From this cusp
point emanate two branches of saddle-node bifurcations,
which outline the bistability “tongue” where the UP and the
DOWN states characterized by the high and low mean-rates
coexist, cf. Fig. 1(a). In particular, the upper curve corre-
sponds to creation of the UP state, whereas the lower curve
coincides with annihilation of the DOWN state. Within the
coexistence region, the two stable states are separated by the
unstable state, cf. Fig. 1(b), whereby the level of the unstable
state decreases with «. This confines the attraction basin of
the DOWN state, facilitating the prevalence of the UP state
at higher connectivity. Figure 1(c) further shows that for
increasing B, the bistability domain gets shifted toward
larger o. Note that the change of « is achieved by increasing
the coupling strength K while the connectedness probability
p=0.2 is kept fixed to conform to the case of sparse random
network, which maintains certain biological plausibility.

The mechanism behind switching dynamics in the non-
clustered network may be explained by analyzing the finite-
size effect and is reminiscent of the noise-driven motion of a

particle in a double-well potential. The analogy lies in the
fact that the macroscopic noise, as the finite-size effect,
allows for the network mean-rate to jump between the min-
ima of the potential, which correspond to the two stationary
levels of the deterministic part of the mean-field model, see
the example of R(?) series in Fig. 2(a). Replacing S by its sta-
tionary value, Eq. (8) for the stochastic dynamics of the
mean-rate may be written in term of U as

dU  av
EAN+7
dU+\/_é,

dar (12)
where V presents the potential V(U) = aU*/2 — alU?
+(60B + 1/2)U* — (60B + 1)U + O(1/N), whereas the
macroscopic noise amounts to W = o?(2 + «?)[36BU?
(1 — U)* 4+ D]/N. In the vicinity of the pitchfork bifurcation,
V indeed has the shape of a double-well potential, as illus-
trated in Fig. 2(b).

The described switching mechanism is generic, in a sense
that one expects to observe it close to bifurcation inducing the
bistability, but is not robust, given that the physically mean-
ingful switching rates are obtained in the sufficiently small
parameter domain about the bifurcation value. Beyond this
area, the potential barrier becomes too high for the noise to
overcome it, making the switching events extremely unlikely.

In principle, the macroscopic noise W (U) is multiplica-
tive, which makes finding the analytical expression for the
underlying transition rates extremely difficult. Nevertheless,
in a first approximation, the setup may be reduced to the
classical Kramers problem™® if P is replaced by its mean ¥,,
obtained by averaging over the U values between the two
potential wells. Figure 3(a) illustrates that ¥, may be con-
sidered representative for the whole range of ¥(U) values,”
especially given that the macroscopic noise is well bounded

0.3

0 2000 4000 6000 8000 10000
t

.

I

FIG. 2. Slow rate fluctuations illus-
trated by the R() series in (a) and the
associated stationary probability distri-
bution f(R) in (b). The results are
obtained numerically for 7 =0.15,«
=0.7,B=0.004,D =0.02 and the
network size N=400. The dashed-
dotted lines in (a) indicate the UP and
DOWN levels of the corresponding
mean-field model in the thermody-
namic limit. The solid line in (b)
presents the double-well potential V,
ctf. Eq. (12).
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FIG. 3. (a) Macroscopic noise 'V as a function of the mean-input X. The dot-
ted line indicates the average ¥, over the relevant X range. (b) The solid
line shows 0(x) dependence obtained for the mean-field model via the
Kramers formula (13). Dots denote the switching rates obtained numerically
for/ = 0.15,B = 0.004,D = 0.02, and N = 400.

within the relevant U interval. Within this framework, the
first passage time between the two wells can be determined
via the Kramers formula**¢
i exp V(Upar) — V(U=) ’
\/l V”(Uma.r) |VN (Ui ) ¥
(13)

TU¢—>U: ~

where U= refer to the two minima of the double-well poten-
tial, whereas U, denotes the location of its maximum. The
total transition rate is then given by 0=1/(Ty,_y
+Ty _y, ). For o values in vicinity of the pitchfork bifurca-
tion, the last expression may be used to compare with the
numerical findings, cf. Fig. 3(b). One finds qualitative
matching of the prediction derived from the mean-field
model and the simulation within two aspects: (i) the region
where 6(«) is positive corresponds well to the region where
the exact system exhibits slow rate fluctuations, and (ii) the
order of the predicted 0 values is the same as the one
obtained from simulations.

B. Switching dynamics in clustered networks

In Subsection III' A, we have shown that switching in
homogeneous random networks is confined to the parameter
domain in close vicinity of the pitchfork bifurcation. The
main goal here is to demonstrate that switching in clustered
networks is based on the paradigm that clustering promotes
networks multistability. The outcome is that the switching
phenomenon gains on robustness, in a sense that it can be
found for parameter regions where it cannot be observed in
statistically homogeneous random networks.

We shall show that sufficiently strong clustering sup-
ports multistability by giving rise to network states which do
not exist in the non-clustered case. The increased number of
network levels derives from the states with broken symme-
try, where subsets of clusters occupy different levels, lying
either in the UP or the DOWN state. By analyzing the mean-
field model in the thermodynamic limit, we find that such
multistability can be achieved only by varying the connectiv-
ity features of the network (topological heterogeneity), rather
than by introducing the parameter heterogeneity over the
subsets of network clusters. With increased multistability,
the stochastic terms contributing to finite-size effect may
cause the network to cross to another level just by inducing
the switching event within a single cluster. The slow rate
oscillations are then naturally supported by the fact that the
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impact of the finite-size effect is more pronounced for indi-
vidual clusters than for the entire network.

Though the system Egs. (8) and (9) are quite general in a
sense that they may be applied to a network comprising an
arbitrary number of clusters of arbitrary sizes, for simplicity,
we address here the case where the network consists of m
equal clusters of size N. = N/m. Clustering algorithm consists
in rearranging the links from the homogeneous random net-
work, such that the average connectedness probability p = 0.2
is preserved. We introduce additional clustering parameter g to
characterize topological heterogeneity, cf. Table II for the sum-
mary of notation relevant for Sec. III B. Parameter g presents
the ratio between the intra-cluster and cross-cluster connectiv-
ity, o;, and a,,,,, respectively, such that o;,, = go,,, with g > 1.
Larger g implies stronger clustering, whereby the limiting case
g=1 describes the non-clustered network, whereas the case
g — oo corresponds to the network of disconnected clusters.
One may show that o;, and «,,, can be expressed in terms of
the connectivity of the original homogeneous network o as

gm m

(14)

This allows us to compare the relevant parameter domains
between the homogeneous and the clustered networks.

Let us now focus on the scenario where / clusters occupy
state R, and m — [ clusters lie at R;,. While the homogeneous
state has the permutation symmetry X, with respect to
exchange of all the cluster indices, the solutions we consider
now have a reduced symmetry ¥; ® X,,_;. One may analyze
the stability and bifurcations of the corresponding mean-field
model in the thermodynamic limit N — oo, cf. (11). The
model is given by

dR,
= —2U3(Ra4,Rp) + 3U*(Rq, Ry)
+6B(1 — 2Uy(R4, Rp)) — Ry
de 3 2
= "2, (Ra,Ry) + 3U; (R, Ry)

+6B(1 — 2Uy(R4,R})) — R, (15)

where the average input to the two groups of clusters reads

Ua(Rasz) =1+ [(g+l_ 1)Ra+(m_l)Rh]7

m—1+4+g
o
Up(Ry,Rpy) =1 +——|IR — [ — 1)Ry|.
»(Ras Rp) +m_1+g[ at(g+m )R

(16)

As for the non-clustered network, the variances S, and S,
can be substituted by their respective stationary values

TABLE II. Summary of notation in Sec. III B.

o =Kp Connectivity parameter of the homogeneous network
Total number of clusters

i Intra-cluster connectivity

L put Inter-cluster connectivity

& = %in/O%ur Clustering parameter

o=1/(g—1) Inverse clustering parameter
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S: = (BxH? + D)/, with i € {a,b}. Using (16), one may
express R, and R;, in terms of U, and U,, via
U,—1

« (g 1)

U, —1I I
=—t "4 (U, — U,).

m— 1

R, = (Ua - Uh)7
a7

Ry,

Inserting the latter expressions into (15), we obtain that the
steady states of the mean-field model satisfy

[_f<Uu)+5(m_l)(Uh_Ua) =0, (18)
) =0.

I =f(Up) + 6l(Up = Ua)

In (18), f(U;) is given by f(U;) =2aU} —3aU? + (1
+12Ba)U; — 6Bo, which implies that the terms I — f(U;)
have exactly the same form as the r.h.s. of (11) for the homoge-
neous random network. For convenience, we have introduced
the inverse clustering parameter 6 = (¢ — 1)”', whereby the
limit 6 — oo corresponds to the non-clustered network, while
the case & — 0 coincides with ultimate clustering, i.e., the sce-
nario where the network comprised effectively independent
clusters. The system (18) naturally possesses the symmetry
with respect to exchanging / and m — [ together with U, and U,
(- m—1LU; < Up).

Our interest lies with the inhomogeneous states where
the respective stationary levels of the two groups of clusters
are different, R’ # R;. The analysis of (18) reveals that apart
from the homogeneous states described in Sec. III A, one
may indeed find one or two coexisting inhomogeneous states
depending on the inverse clustering parameter 6 under fixed
(m,1,1,B). While the system (15) and the subsequent Egs.
(16)—(18) can describe a network of arbitrary number of
equal clusters, the analysis below is focused on the network
of m=15 clusters. This is chosen as a minimal paradigmatic
example, convenient since due to symmetry, the cases /=1
and /=2 exhaust all the possible inhomogeneous solutions.
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Onset of inhomogeneous states is investigated in detail
by constructing the ¢ — I bifurcation diagrams (see Fig. 4).
The left and the right plots refer to cases /=1 and /=2,
respectively, with the remaining network parameters fixed to
o = 0.8,B = 0.004. For ¢ values less than the level indicated
by the red dotted line in Fig. 4(b), there exists an [ interval
where two inhomogeneous solutions can coexist, whereas
above the given J, one can find only monostable inhomoge-
neous states.

Note that the region of coexistence between the two inho-
mogeneous states admits a total of 9 solutions of the mean-
field model (15), cf. the notation in Fig. 4(b), whereas in the
two domains with a single genuine clustered regime, one finds
a total of 7 solutions of the mean-field model. Most of the
curves indicated in Fig. 4 correspond to saddle-node bifurca-
tions. In particular, the transitions from regions with 1 to
regions with 3 solutions and vice versa coincide with creation
or annihilation of the homogeneous states already described in
Sec. IIT A. Also, the boundary between regions with 5 and 7
solutions is given by the branches of saddle-node bifurcations
which meet at the cusp point where the pitchfork bifurcation
occurs. Exceptions to this paradigm are the transitions involv-
ing regions with 3 and 5 solutions of the mean-field model.
The latter present fold bifurcations of the inhomogeneous
states within the symmetry subgroup X; ® X,,_;, whereby the
emanating branches correspond to an unstable fixed point and
a saddle point.

A more detailed picture of the inhomogeneous states and
their stability domains relative to homogeneous states may be
obtained by analyzing the corresponding R(/) bifurcation dia-
grams for fixed (m, [, B, , o). The plots in Fig. 5 are provided
for (0,1) values supporting the coexistence of two inhomoge-
neous states. The top and the bottom panels refer to cases
[=1 and /=2, respectively. In each panel, the left and the
middle plots indicate the states occupied by the groups of
[ and m — [ clusters, respectively, whereas the right plot con-
cerns the entire network (left and middle plots superimposed).

FIG. 4. Bifurcation diagrams 0(/) for the inhomogeneous solutions of the mean-field model (15). (a) corresponds to case / = 1, whereas (b) refers to case [ =2.
In (b), the total number of solutions obtained for the mean-field model within the different parameter domains is indicated. The regions with 1 and 3 solutions
admit only homogeneous states, while the region with 5 solutions contains unstable inhomogeneous states. The regions with 7 and 9 solutions facilitate mono-
stable inhomogeneous states and coexistence between the two inhomogeneous states, respectively. The bistability between inhomogeneous states arises only
for sufficiently strong clustering below the red dotted line, cf. the bifurcation diagrams in Fig. 5 and Fig. 6 obtained for the 0 level just above the red line and
the o value indicated by the green dashed line, respectively. The remaining network parameters are m = 5, B = 0.004, 2 = 0.8.
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FIG. 5. Bifurcation diagrams R(/) for strong clustering 0 = 0.004, cf. the level denoted by the green dashed line in Fig. 4(b). Panels (a) and (b) correspond to
cases /=1 and /=2, respectively. The left and middle columns refer to states of particular groups of clusters R, and R,. The latter are superimposed in
the right column to indicate the possible network states. The stable solutions are given by the solid lines, and the unstable branches are shown by the gray
dashed lines. The R, and R, states corresponding to the same solution are presented by the same color. The remaining system parameters are m =5,

B =0.004,0 = 0.8.

One clearly distinguishes between the regions where
only one inhomogeneous solution is stable (either / clusters
in the DOWN state and m — [ in the UP state or vice versa)
and the central / region where two inhomogeneous solutions
coexist. For instance, in the bottom panel, coexistence of two
inhomogeneous states is found for 7 € (0.0866,0.1135),
whereas the regions with / clusters UP or DOWN as the only
inhomogeneous solutions are given by 7 € (0.0845,0.0866)
and I € (0.1135,0.1156). The presentation scheme is such
that the solid (dashed) lines indicate the stable (unstable)
branches of solutions. Note that the top-most (red solid line)
and the bottom-most curves (blue solid line) in both panels

indicate the homogeneous states. In case of inhomogeneous
states, the color coding is such that R, and R, corresponding
to the same solution are assigned with the same color. As
expected, the stability domains of the inhomogeneous states
are smaller than the regions supporting the homogeneous
states.

In Fig. 6, the R(I) bifurcation diagrams for lower cluster-
ing (larger J) are shown, which no longer admits bistability
between the inhomogeneous states. The top and the bottom
panels again refer to cases / =1 and / =2, respectively. From
both panels, one learns that the two I intervals, where single
inhomogeneous solutions exist, are separated by the / interval

FIG. 6. Bifurcation diagrams R(/) in case of weak clustering 6 = 0.0151, the value just above the level indicated by the red dotted line in Fig. 4(b). The top
and bottom panels correspond to cases /=1 and /=2, respectively. The presentation style is the same as in Fig. 5. The remaining network parameters are

m=5,B=0.004,0 = 0.8.



023111-9 I. Franovi¢ and V. Klinshov

where only the two homogeneous states are available. A
more detailed view of the basins of attraction of the particular
states can be obtained by examining the vector fields for the
relevant / values, cf. Fig. 7.

To gain a more general understanding of the multistabil-
ity of the mean-field model (15), one should note that it is
affected by two types of parameters, namely (i) the ones
associated to homogeneous network and (ii) those character-
izing the clustering. System (18) implies that the case of ulti-
mate clustering (6 = 0) leads to the same type of dynamics as
that of a homogeneous network. Consequently, the area of
bistability of the homogeneous network corresponds to the
maximal multistability of the clustered network: each cluster
may either be in the UP or the DOWN state, which yields
m+ 1 different stable solutions in total. Bistability of the
homogeneous network has been addressed in Fig. 1 and has
been examined in greater detail in our earlier papers.***

The main novelty here concerns the impact of the cluster-
ing degree and its interplay with «, B, and m. As already indi-
cated in Fig. 4, reduction of the clustering degree, i.e.,
increase of 9, leads to gradual extinction of the inhomoge-
neous states via saddle-node bifurcations. Nevertheless, we
have established that the stronger average network connectiv-
ity o allows for the inhomogeneous states to occur at lower
clustering, as corroborated by the shift of the relevant J region
to higher values when o is increased under all the other
parameters fixed (not shown). Also, one finds that the J region
admitting inhomogeneous states reduces under increasing
noise B.

In order to investigate the effect of the number of clusters
m, one may introduce the ratio ¢ = I/m and rewrite Eq. (18) as

I _f(Uu) + 5m(1 - M)(Uh - Ua) = ga (19)

I —f(Up) + omu(Up — Ua)

It follows that for the given ration p, the bifurcations in the
system depend only on the product mod. The latter implies
that the increase in the number of clusters m leads to the onset
of the relevant bifurcations for smaller J. In other words, the
more clusters present in the network, the stronger clustering
is required to support the same level of multistability.

The analysis on multistability of the clustered network
derived from the mean-field model is qualitative in character,
but allows one to classify all the network states and gain under-
standing of the mechanism behind the switching dynamics.
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The qualitative character of the predictions is reflected in that
the mean-field model becomes the least accurate in vicinity of
bifurcations where fluctuations are most pronounced, such that
the finite-size effect prevails. Nevertheless, via the mean-field
approach, one is also able to compare the effect of certain sys-
tem parameters on the dynamics of the homogeneous and the
clustered network. In particular, we are interested in compari-
son with respect to parameters / and o. For the homogeneous
network, one finds the bistability tongue, whereby the switch-
ing dynamics occurs in close vicinity of the cusp. Using the
model (15), we have constructed analogous é — I bifurcation
diagrams for the clustered network with fixed «. Our goal is to
apply these results to explicitly demonstrate that multistability
promoted by the clustered topology plays the facilitatory role
with respect to switching dynamics. This is easily understood
intuitively, as additional multistability induced by clustering
implies more network levels distributed less widely. Then,
switching between different levels becomes more efficient
because it may be achieved just by alternations within individ-
ual clusters, and the finite-size effect within the clusters is
more pronounced given their smaller size compared to the
whole network.

To illustrate the impact of clustering on the onset of slow
rate oscillations, we consider an example where the system
parameters B, [, o are fixed to B = 0.01, 1 = 0.0513,0 = 0.9,
respectively. For the given B, the selected (o, /) values lie
deep within the bistability tongue of the homogeneous ran-
dom network, viz., far from the cusp point, cf. Figure 1(c).
The corresponding time series of the network mean-rate
Ry(t) and the associated stationary probability distribution
obtained for the full system Eq. (1) are shown in Fig. 8. The
latter corroborates that indeed no switching can be observed
for the given parameter set in case of the homogeneous net-
work. Nevertheless, for the sufficiently large g (small J), the
clustered network exhibits strong switching dynamics for the
same (I, o) values, see the results for the full system Eq. (1)
in Fig. 9. In Fig. 9(a), the sequences from the mean-rate
dynamics of individual clusters R;(¢) and the network rate
Ry(t) are shown, whereas in panel (b), the corresponding
probability distributions are provided. Note that the network
parameters are selected from the domain supporting maximal
multistability, i.e., the region where the mean-field model
(15) admits 9 different solutions, allowing for the coexistence
of two inhomogeneous states within the same X; ® X,,_; sym-
metry subgroup.

FIG. 7. Vector field plots indicating basins of attraction for the different types solutions of the mean-field model (15) in the (R,, R;) plane. The bias current /
increases systematically from (a)-(e). The plots correspond to the example indicated in Fig. 5(b). The network parameters are m = 5,B = 0.004,

5 =0.004,0 = 0.8.
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FIG. 8. Absence of switching dynam-
ics for the non-clustered network
beyond the vicinity of pitchfork bifur-
cation. In (a), the time trace of the
network mean-rate Ry(f) for the full
system (1) is shown, whereas in (b),
the corresponding stationary probabil-
ity distribution f(R) is provided.
The network parameters are o = 0.9,
[ =0.05,B = 0.01,N = 500. Note that
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The results in Figs. 8 and 9 indicate a good qualitative
agreement between the dynamics of the full system and the
effective model, in a sense that the analysis of the mean-field
model can anticipate the parameter values where one may
observe the switching dynamics in the full system. Naturally,
the levels of the effective model obtained for the clustered
network correspond to metastable states of the full system,
whereby switching between them occurs due to the finite-size
effects.

IV. CONCLUSION

In this paper, we have analyzed the interplay of clustered
topology and different types of noise on the spontaneous activ-
ity of networks of rate-based neurons. Clustered topology
appears to be biologically relevant,**>*® as the recent research
on the microstructure of cortical networks has indicated that
the small clusters of excitatory neurons are significantly over-
represented.’**’ In real neural networks, the clusters may be
important as functional units performing certain tasks*® or may
constitute processing units adapted to receiving a certain type
of stimuli.’®>? We have demonstrated that clustering affects
the collective dynamics of neural networks in a nontrivial fash-
ion by promoting multistability such that spontaneous slow
rate fluctuations gain on robustness.

0.4 0.6 0.8 1 the selected (o, 1) values lie within the
' R ’ B=0.01 bistability tongue, but far
N from the cusp point, cf. Fig. 1(c).

From the theoretical perspective, our main contribution
consists in derivation of the reduced system which describes
the network activity in terms of interacting mean-field mod-
els representing each of the clusters. Typically, the reduced
models address the two limit cases of a globally connected
network®** or a network with the random sparse connectiv-
ity,>*?> such that the fluctuations of input between the units
are small. The model presented here interpolates between
these two scenarios, as the intra-cluster connectivity is
strong, whereas the inter-cluster connectivity is weaker. We
have identified three types of finite-size effects, including the
small deterministic correction term, the macroscopic noise,
and the topological uncertainty derived from the fact that
each particular network realization features distinct devia-
tions from the average connectivity degree. The macroscopic
noise is a multiplicative one and incorporates three different
sources of randomness, describing the impact of local neuro-
nal noise on collective activity and the fluctuations in the
input received by each of the units. Interestingly, the local
intrinsic noise translates to additive macroscopic noise,
whereas the microscopic external noise is reflected as multi-
plicative noise at the macroscopic level.

It has been demonstrated that the mean-field model can
be used to qualitatively analyze the spontaneous activity of
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FIG. 9. Example of switching dynamics in the clustered network. Panel (a) shows the time traces of mean-rates of individual clusters R;(¢), i € {1,...,5} and

the network Ry (¢) obtained by simulating the full system (1). In panel (b), the corresponding probability distributions f(R) for the single clusters and the net-
work are presented. The network parameters are m = 5,8 = 0.01,a = 0.9,/ = 0.0513,6 = 0.01,N = 500. The fact that clustering promotes multistability
allows for the switching dynamics to occur in the much broader (/, &) domain than for the homogeneous random network, cf. Fig. 1(c) and the time series in

Fig. 8.
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the clustered network. The mechanism behind slow rate fluc-
tuations has been explained by considering the stability and
bifurcations of the mean-field model in the thermodynamic
limit. The latter also allowed us to contrast the cases of the
non-clustered and clustered network. In the non-clustered net-
work, the crucial ingredient to slow rate fluctuations is that
the network parameters lie close to pitchfork bifurcation. The
evolution of the mean-rate may then locally be described by
the paradigm of noise-driven motion of a particle in a double-
well potential, so that its local minima coincide with the UP
and DOWN states of the network. Such mechanism is per se
generic, but lacks robustness, as it is confined to a small vicin-
ity of the pitchfork bifurcation. The key effect of introducing
clustering consists in the increased multistability of the net-
work, facilitated by the onset and coexistence of states where
different groups of clusters lie in the UP or the DOWN states.
This promotes the switching dynamics, making it more effi-
cient in a sense that alternation between the different network
levels can be achieved just by changing the states of individ-
ual clusters rather than the whole network. Alternations within
single clusters are naturally more likely since the finite-size
effect associated to macroscopic noise is more pronounced.
This way, the switching phenomenon gains on robustness,
extending into the parameter domains where it cannot be
observed for the non-clustered network.

The importance of clustered topology for macroscopic
variability has earlier been indicated for the networks of spik-
ing neurons with balanced excitatory-inhibitory input.**+2>-3
However, with such local dynamics, slow fluctuations of the
mean network activity cannot even be observed for a simple
random network topology, which implies that clustering
indeed plays the crucial role in inducing the switching behav-
ior. Thus, our results on the rate-based neurons together with
the previous work on spiking neurons suggest that promoting
of slow rate fluctuations by clustered topology may indeed be
a universal phenomenon independent on the particular model
of local neuronal dynamics.

In view of the fact that the spontaneous activity of real
neurons may indeed be described as a doubly stochastic
process,”* ¢ combining the fluctuations on short and long
timescales, the presented work has been aimed at providing
theoretical tools for analysis of macroscopic variability in
neural networks and its relation to microscopic dynamics
and the network topology. We believe that the same
method can be used to analyze the evoked activity of the
network, examining the impact of clustering on the net-
work’s response to external stimulation. Also, our research
so far has been confined to networks of excitatory neurons,
but we believe that the same theoretical framework can
readily be used to analyze the complex behavior of net-
works with both excitatory and inhibitory neurons. One
expects that the presence of inhibitory subassembly should
have a nontrivial impact both to spontaneous and evoked
network activities.
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ABSTRACT

In present paper, authors examine the dynamics of a spring-slider model, considered as a phenomeno-
logical setup of a geological fault motion. Research is based on an assumption of delayed interaction
between the two blocks, which is an idea that dates back to original Burridge-Knopoff model. In con-
trast to this first model, group of blocks on each side of transmission zone (with delayed interaction) is
replaced by a single block. Results obtained indicate predominant impact of the introduced time delay,
whose decrease leads to transition from steady state or aseismic creep to seismic regime, where each
part of the seismic cycle (co-seismic, post-seismic and inter-seismic) could be recognized. In particular,
for coupling strength of order 10% observed system exhibit inverse Andronov-Hopf bifurcation for very
small value of time delay, t~0.01, when long-period (T=12) and high-amplitude oscillations occur. Fur-
ther increase of time delay, of order 10!, induces an occurrence of a direct Andronov-Hopf bifurcation,
with short-period (T=0.5) oscillations of approximately ten times smaller amplitude. This reduction in
time delay could be the consequence of the increase of temperature due to frictional heating, or due to
decrease of pressure which follows the sudden movement along the fault. Analysis is conducted for the
parameter values consistent with previous laboratory findings and geological observations relevant from
the seismological viewpoint.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

It is generally considered that process of accumulation and re-
lease of stress along the seismogenic faults always obeys the same
rule: period with no movement along the fault (or with aseismic
creep), when the stress is being accumulated, is followed by its
sudden release, which could be further succeeded by the partial
emission of the remained stored energy. These three periods, for-
mally known as inter-seismic, co-seismic and post-seismic, respec-
tively, constitute a single seismic cycle, which could be manifested
at regular time intervals (for the strongest seismic events), or, more
likely, occurrence of seismic events appears as a random process
following Poisson distribution [1]. From the seismological view-
point previous studies on properties of a seismic cycle resulted in
sufficiently accurate characterization of each of the aforementioned
periods. It is well known that inter-seismic deformation indicates
depth of the zone that will eventually rupture seismically [2] and

* Corresponding author.
E-mail address: srdjan.kostic@jcerni.co.rs (S. Kostic).
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the rate at which stress is accumulating along the fault zone [3].
The very end of this inter-seismic period could be marked by the
occurrence of foreshocks as small partial releases of the stored po-
tential energy before the main event. On the other hand, post-
seismic deformation is usually driven by the preceding co-seismic
stress change [3] and it could be as large as the fault slip during
the main seismic event. Observed post-seismic behavior includes
poroelastic deformation [4], frictional afterslip [5] and viscoelastic
relaxation [6]. Similarly to the inter-seismicposteriod, post-seismic
part of the seismic cycle could be marked by the occurrence of af-
tershocks, as sudden releases of the remaining stored energy with
significantly smaller magnitude in comparison to the main seismic
event.

From the purely mechanical viewpoint, it is commonly consid-
ered that alternation of seismic cycles could be described by ir-
regular stick-slip behavior [7]. For a simple frictional system, like
commonly used spring-block model, the occurrence of stick-slip
is due to a difference in static and kinetic friction, i.e. once the
block starts to slide the friction drops suddenly to a lower level
[8]. It is generally considered that surface roughness and normal


https://doi.org/10.1016/j.chaos.2017.11.037
http://www.ScienceDirect.com
http://www.elsevier.com/locate/chaos
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chaos.2017.11.037&domain=pdf
mailto:srdjan.kostic@jcerni.co.rs
https://doi.org/10.1016/j.chaos.2017.11.037

S. Kosti¢ et al./Chaos, Solitons and Fractals 106 (2018) 310-316 311

stress level play main role in “pushing” the spring-block model
into stick-slip regime [9]. In present analysis, we analyze only the
effect of friction on dynamics of spring-block model, by assuming
some small constant value of normal stress which does not signif-
icantly affect the dynamics of the model. This could correspond
to shallow parts of the Earth’s crust, or parts where horizontal
stresses are much higher that vertical ones, due to significant ef-
fect of tectonics and surface erosion which reduced the thickness
of the overlying layers.

Results of the pioneer work of Burridge and Knopoff [10] on
dynamics of a simple spring-block model set a solid base for suc-
ceeding laboratory and theoretical research of seismogenic fault
motion. The main outcome of their work is that distribution of
displacement sums (i.e. earthquake magnitudes) follows two key
macrosesimologic laws: Gutenberg-Richter and Omori-Utsu power
law distribution. This finding enabled succeeding researchers a
wide specter of additional analyzes, from the purely seismologi-
cal [11,12], across the tribological [13,14] to purely dynamical [15].
These “dynamical” research are primarily in our focus, since they
showed that for a certain parameter range, dynamics of spring-
block models exhibit a regular transition between different dy-
namical regimes, with the eventual occurrence of chaotic dynam-
ics [16,17]. Nevertheless, former studies did not treat the problem
of seismic cycle per se, except from our previous paper, where we
analyzed the impact of transient seismic wave on the dynamics
of spring-block model, which resulted in transition between dif-
ferent seismic cycles [18]. One of the goals of the present analysis
is to match different dynamical regimes of a spring-block model to
appropriate phases of seismic cycles. In particular, the performed
analysis should provide answers to the following questions: (1)
what are the relevant parameter ranges for which the dynamic of
the spring-block model enters the stick-slip regime, (2) what are
the main dynamical features of that regime and (3) what does
it mean for the real conditions in Earth’s crust. In that way, we
will be able to reveal the main controlling mechanism behind the
regularity of seismic cycle. One should note that, besides seismol-
ogy, nonlinear models in general have been successively applied in
other areas of natural sciences, as well [19-24].

Besides the analogy with the macroseismological laws, another
important outcome of the original work of Burridge and Knopoff
concerns a delayed transition of motion among two sets of blocks,
indicating possible highly complex dynamical behavior. In partic-
ular, they showed that displacement among two boundary group
of blocks in an one-dimensional chain is being transmitted with
a certain time delay, whose order of unit corresponds to the vis-
cosity of the middle set of blocks. Although this finding opened a
lot of possibilities for investigating the cause and consequences of
such a feature, it was not taken into consideration in succeeding
studies. Effect of time delay was previously only implicitly intro-
duced in friction term [25,26], and between the neighboring blocks
in an one-dimensional chain of blocks with rate-dependent fric-
tion law [27]. In present paper, we analyze the transition between
different seismic cycles considering the delayed interaction among
the blocks with a rate-and state-dependent friction law. In con-
trast to our previous work, delayed interaction is assumed between
the blocks exhibiting rate-and state-dependent friction law, which
corresponds well to the laboratory observations of rock friction.
Also, present analysis is conducted for the values of parameters
which are either observed in reality or in laboratory conditions.
We consider that this behavior is also relevant from the view-
point of seismology, since different friction conditions along the
fault (e.g. different thickness and physico-mechanical properties of
fault gouge, impact of pore fluid, etc.) could cause a delayed tran-
sition of motion among different parts of the active seismogenic
fault.

To sum up, the main idea of the present study is to deter-
mine the main dynamical mechanism by which the fault motion
model reaches stick-slip like oscillations, as an appropriate dy-
namical state of a seismic fault motion which includes the inter-
seismic, co-seismic and post-seismic regime. Thereby, dynamics of
the relevant model is examined for the parameter values meaning-
ful from the viewpoint of seismology, under the influence of the
assumed delayed interaction of variable strength. Introduction of
new influential parameters is motivated by the previous laboratory
findings, with the aim of modeling the effect of changeable friction
properties along the fault. The analysis is conducted using both an-
alytical and numerical methods, former of which involved the ap-
plication of local bifurcation analysis for the model with constant
time delay whose results are corroborated numerically.

2. Model development
2.1. Original model of fault motion

Our numerical simulations of a spring-block model are based
on the system of equations coupled with Dieterich-Ruina rate-and
state-dependent friction law [16]:

1= (1) (o)

UZV—UO (1)

D= (—%)(ku +6+Alog (UKO))

where parameter M is the mass of the block and the spring stiff-
ness k corresponds to the linear elastic properties of the rock
mass surrounding the fault [28]. According to Dieterich and Kil-
gore [29] the parameter L corresponds to the critical sliding dis-
tance necessary to replace the population of asperity contacts. The
parameters A and B are empirical constants, which depend on ma-
terial properties. Variables u and v represent displacement and ve-
locity, while 6 denotes the state variable describing the state of
the rough surface along which blocks are moving [30]. Parame-
ter Vy represents the constant background velocity of the upper
plate Fig. 1). For convenience, system ((2) is non-dimensionalized
by defining the new variables 6’, v’, u’ and t’ in the following way:
0=A0", v=vyv’, u=Lu’, t=(L/vy)t’, after which we return to the use
of 6, v, u and t. This non-dimensionalization puts the system into
the following form:

0 =-v@+(1+e)log(v))
u=v-1 2)
v =—y*u+ (1/6)(O +log (v))]

where ¢=(B—A)/A measures the sensitivity of the velocity re-
laxation, & =(kL)/A is the nondimensional spring constant, and
y =(k/M)'2(L}vy) is the nondimensional frequency [16]. As it was
previously shown [18], a supercritical direct Andronov-Hopf bifur-
cation curve occurs for the following parameter values &=0.27,
£=0.5 and y =0.8, leading from equilibrium state to regular pe-
riodic oscillations.

2.2. Fault motion model under study

We analyze the dynamics of two coupled blocks Fig. 1), whose
motion is governed by the following system of first-order ordinary
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Fig. 1. Setup of the analyzed model.

differential equations, starting from the original system (1):

s (W Vi

i (R CRLIC)

Uy = Vi -V

Vi = (=1/M1)[kU; —k(Ua(t — T) =Up (t)) + 61 + A1 In(V4 /Vp)]

. V; V;

o () (srmn(l)

U=V, -V

Vo = (=1/M2)[kaUs — k(U (t — T) — Uz (1)) + 05 + Az In (V2 /Vp)]
(3)

Here we introduced time delay between the two coupled
blocks. In this way, we simulate the original model of Burridge
and Knopoff [10], where two blocks actually represent two bound-
ary sets of blocks, and the effect of the middle set of blocks (with
different viscosity properties in comparison to other two sets) is
replicated by the delayed interaction between the two blocks.

Appropriate non-dimensionalization puts the system (3) into
the following form:

91 =-V;- (91 + (1 +81)lI]V1)

U=V -1
\q=ﬁ<ﬂ+wmwafwfwa»f(%y&+mum0
0, =-V,- @2+ (1+¢&3)InV)

Us=V5 -1

Vi =1 (U + Ui - ) - Ua0) - (;—Z)wz Fin ()

(4)
where Ci= k/k,‘, i=12; glnew = Qlold/Av Vnew = Vold/VOv Unew = Uold/Lv
tnew =(L/Vo)tos, ~ €=(B—A)JA,  E=(KL)/A,  y =(kM)"2(LVy).
In present paper, we consider that e;=¢,=¢, yi=y2=Y,
E1=¢(=fand c;=cy=c.

3. Choice of the relevant parameter values

As it is commonly known, dynamics of any system is predomi-
nantly controlled by an action of a few control parameters, whose
tuning induce corresponding transitions between different dynam-
ical regimes. Thereby, variations of control parameters should be
performed within the relevant intervals, i.e. by taking the parame-
ter values which are of interest either from theoretical viewpoint,
or which are observed in laboratory conditions or in situ.

Original model (2) has three main control parameters that pre-
determine its dynamics. As it was previously indicated, parameter
& denotes the ratio of stress drop and stress increase during the
fault motion (Fig. 2). According to the results of previous studies
[5], this ratio needs to be positive in order to capture the velocity-
weakening behavior, i.e. for (B—A) > 0 one could observe the unsta-

Fig. 2. General scheme of a shear stress variation during the motion of analyzed
model shown in Fig. 1.

ble dynamics relevant from the viewpoint of seismology. Previous
research showed that this condition is fulfilled at depths in Earth’s
crust where the most crustal earthquake foci are located, approx-
imately between 5 and 15 km [5]. Below and above this zone,
parameter ¢ has negative values, indicating velocity-strengthening
behavior, which secures the stable dynamics of fault motion. Re-
garding the relevant values of parameter &, preceding laboratory
findings on friction properties of granite samples (since continental
crust is mostly composed of granite) indicated that parameters A
and B are of the order of magnitude 10~3 [31], with ratio (B—A)/A
in the interval [-0.17,0.36], which indicates that meaningful values
of & could be taken from the interval [-1,1] (Table 1). One should
note that present analysis is constrained only to the dynamics of
crustal faults, since fault motion in the subduction zones is under
prevailing gravitational influence, which is not examined in this
study. It should also be emphasized that in present analysis we
observe only the velocity weakening behavior, so negative values
of dimensionless stress ratio are not examined.

Parameter & is defined as a function of spring stiffness k;, block
mass M and stress increase A. Stiffness k; is related to the spring
by which blocks are attached to the upper moving plate, which ac-
cording to Brown et al. [32] needs to be much more flexible than
spring connecting the blocks (whose stiffness is described by kc),
since the distance between the interacting blocks along the fault is
much smaller than the dimension of the driving plate. In present
analysis if one takes that the value of k¢ is around 1, than parame-
ter k; could take values two order of units smaller, k; = 10~2. This
further means that relevant values of parameter ¢ (kc/k) are of
102 order of unit. Regarding the block mass, we assume that M
takes very small values (order of unit of 10-%), since, in present
analysis, we do not analyze the effect of gravity (normal stress),
but dynamic instability is assumed to occur due to effect of fric-
tion and delayed interaction. Hence, analysis is conducted for al-
most massless blocks. When all of these assumptions, constraints
and previously obtained results are taken into consideration, one
arrives at the relevant values of & of the order of 10~! (Table 1).
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Table 1
Relevant parameter values for the analysis.
Parameter Relevant value from the previous studies (order of unit) Reference
Stress increase: A 10.3-19.9 x 103 [25]
Stress drop: B 121-203x 103 [25]
Spring stiffness between the upper plate and the block: k; ki <<kc (1072) [26]
Critical slip distance: L 102 [27]
Velocity of the driving plate: Vg 1 [16]

Controlling parameters

Parameter Relevant value from the previous studies (order of unit)  Adopted interval for present analysis
e=(B-A) | A [-0.17,0.36] [-11]
E=k.x M/A 10! [0,1]
¥ = (ki /M) x (L/Vo) 1 [02]

Relevant values of parameter y are determined by taking into
the consideration the spring stiffness ki, block mass M, critical
slip distance L and velocity of the upper driving plate V. Accord-
ing to Scholz [33], critical slip distance L represents a displace-
ment needed to make a transition between the steady-state fric-
tion regimes (Fig. 2). Its recommended value is 10~2 order of unit.
Regarding the velocity of the upper driving plate, Vg, its relevant
value is determined by the stationary solution of system (2), which
is (6,U,V)=(0,0,1) according to Erickson et al. [16]. Hence, we take
Vg=1 as a meaningful value of the upper plate velocity. Concern-
ing these appropriate values of k;, M, L and Vg, one finds that rel-
evant value of y is of a single order of unit (Table 1).

One should note that the value of time delay is observed in
comparison with the oscillation period relevant from the seismo-
logical viewpoint. In present paper, authors consider time delay as
relevant for those values which are significantly smaller that the
corresponding oscillation period. This is in correspondence with
the proposal by Burridge and Knopoff, who took time delay signif-
icantly smaller for the part of the fault that exhibits viscous slip-
ping rather that the parts that move by fracture.

4. Results

Regarding the local bifurcation analysis, the considered delay
differential equation (DDE) system is treated numerically using
DDE BIFTOOL, having the obtained results further corroborated by
the Runge-Kutta 4th order numerical method. System (4) has only
one stationary solution, namely (6;,U;,V;,05,U5V,)=(0,0,1,0,0,1),
which corresponds to steady sliding. We proceed in the stan-
dard way to determine and analyze the characteristic equation of
(4) around a stationary solution (0,0,1,0,0,1). Details of the analysis
are given in Appendix.

Next we shall analyze the effect of stationary time delay cou-
pled with the influence of coupling strength ¢ and the main con-
trol parameters of the observed system, namely ¢, & and y. All the
analyzes were done for the limit cycle as the starting dynamical
regime of the initial observed system (t =0), which is considered
as a co-seismic regime.

Fig. 3 shows the Hopf bifurcation curves in 7-c diagram. For
the relevant range of values for coupling strength (102 order of
unit), observed system exhibit inverse Andronov-Hopf bifurcation,
from the initial oscillatory regime, with period T~12, to equilib-
rium state (fixed point), for very small value of time delay, T~0.01.
Increase of time delay, e.g. T =0.3, for c=100, induces an occur-
rence of a direct Andronov-Hopf bifurcation, with the appearance
of regular periodic oscillations, with period T=0.5. Regarding the
oscillation amplitudes, direct Andronov-Hopf bifurcation triggers
approximately ten times smaller displacements.

Effect of the interaction of time delay and dimensionless stress
ratio ¢ is given in Fig. 4. As in the previous case, an inverse su-
percritical Andronov-Hopf bifurcation curve occurs with the in-

Fig. 3. Diagram t(c), for the fixed values of parameters ¢ =0.4, £ =0.5 and y =0.8
(limit cycle of the starting system). Andronov-Hopf bifurcation curves denotes the
transition from limit cycle (LC) to equilibrium state (EQ) and again to limit cycle
(LC). Qualitatively similar diagrams are obtained for other parameter values for the
initial conditions near the equilibrium point.

Fig. 4. Diagram t(¢), for the fixed values of parameters c=100, £ =0.5 and y =0.8
(limit cycle of the starting system). Andronov-Hopf bifurcation curve denotes the
transition from the initial limit cycle (LC) across the equilibrium state (EQ) and
again to limit cycle (LC). Qualitatively similar diagrams are obtained for other pa-
rameter values for the initial conditions near the equilibrium point.

crease of 7, introducing the change of dynamical regime from the
limit cycle (for the values of & > 0.27) to equilibrium state, and fur-
ther again to regular periodic oscillations (for T > 0.3), with the oc-
currence of direct bifurcation. Qualitatively similar behavior is ob-
served when t and nondimensional frequency y are simultane-
ously varied (Fig. 5). With the increase of time delay, for constant
value of y, both inverse and direct supercritical Andronov-Hopf bi-
furcation occurs.

In the case when 7 and & are varied, while other parameters
are held fixed for the equilibrium state of the original system (2),
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Fig. 5. Diagram t(y), for the fixed values of parameters c=100, £ =0.5 and ¢ =0.4
(limit cycle of the starting system). Andronov-Hopf bifurcation curve denotes the
transition from equilibrium state (EQ) to limit cycle (LC). Qualitatively similar di-
agrams are obtained for other parameter values for the initial conditions near the
equilibrium point.

Fig. 6. Diagram t(£), for the fixed values of parameters c=100, ¢ =0.4 and y =0.8
(limit cycle of the starting system). Andronov-Hopf bifurcation curve denotes the
transition from the limit cycle (LC) across the equilibrium state (EQ) to limit cycle
(LC). Qualitatively similar diagrams are obtained for other parameter values for the
initial conditions near the equilibrium point.

there is an Andronov-Hopf bifurcation curve occurs from the equi-
librium state to regular periodic oscillations (Fig. 6).

5. Discussion

Results of the performed analysis are new and meaningful for
both the nonlinear dynamics and seismology. From the viewpoint
of nonlinear dynamics, present analysis is relevant from the phe-
nomenological aspect. In particular, the obtained results indicate
that by assuming the delayed interaction between the blocks, one
can observe two phenomena: inverse and direct Andronov-Hopf
bifurcation. It should be emphasized that this feature is observed
for the values of time delay about 4 x 102 order of unit smaller
than the corresponding period of regular oscillations of the start-
ing system (for t~0).

From the seismological aspect, interpretation could be interest-
ing if one looks in the opposite direction. In particular, if the ex-

Fig. 7. Transition between seismic cycles in oscillatory regime of spring-slider dy-
namics. Black line denotes the change of friction (state variable), red line is for dis-
placement, while blue line indicates the change of velocity.

istence of delayed interaction among different fault segments is
justified, considering different viscous properties of fault gouge,
than starting dynamical regime should be with introduced positive
value of time delay. This means that the starting system is prob-
ably in equilibrium state (fixed point), which is proved to occur
with the introduction of time delay. However, further increase of
time delay induces the transition to regular periodic oscillations,
which certainly could not be considered as the onset of co-seismic
regime, for two main reasons. Firstly, frequency of displacements
is very high, i.e. oscillation period is approximately 0.5, which is
near the value of time delay (0.3), where the bifurcation point oc-
curs. Such large value of time delay could hardly be expected in
natural conditions. Secondly, displacement amplitude is about ten
times smaller than for the starting system, which is also not likely
to happen, since the majority of displacement along the fault takes
place during the earthquakes, i.e. in the co-seismic regime. Hence,
in order to “force” the examined system with the included time
delay to enter the co-seismic regime, one needs to analyze the
conditions which lead to the reduction of viscosity effect. Certainly,
weaker impact of viscosity is expected in high temperature and
low pressure conditions, which are the two conditions usually sat-
isfied during the fault movement. In particular, the unconsolidated
angular shaped rock material that constitutes the fault gouge ex-
hibits high friction, which further induces the increase in temper-
ature. Also, during the fault movement, fault itself is released of
the pressure generated by the strong tectonic forces acting in op-
posite directions along the fault. In particular, heat generated dur-
ing frictional sliding is a substantial component of the energy bud-
get of earthquakes [34,35]. When time delay is significantly small
(t « 0.01), fault enters the co-seismic dynamical regime, where
regular periodic oscillations have low-frequency (i.e. high period,
T~12), and rather large amplitude (around 1.2 — 2.0 in our numer-
ical simulations). Certainly, case with 7 =0 is out of the question,
since main assumption of the analysis is that delayed interaction
is inherent property of the compound fault.

Once the examined model is in oscillatory regime, one could
easily recognize the co-seismic, post-seismic and inter-seismic
regime, latter of which represent short-term occurrence (Fig. 7).
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One should note that such dynamics, relevant from the viewpoint
of seismology, is observed for the parameter values adopted using
the previous laboratory findings.

6. Conclusion

In present paper, authors examine dynamics of a spring-slider
model as a setup of fault movement. Examined model is composed
of two blocks with delayed interaction, which mimics delayed in-
teraction among a group of blocks from the original Burridge-
Knopoff model. Analysis is conducted for the parameter values rel-
evant from the seismological viewpoint, based on the previous lab-
oratory findings and seismological observations. Main goal of the
research was to establish the background dynamics of a seismic
cycle, including the transition from steady state or aseismic creep
to stick-slip-like seismic regime, with alternation of inter-seismic,
co-seismic and post-seismic cycles.

Results of the performed analysis indicate the following. Intro-
duction of small time delay, significantly smaller when compared
to the period of oscillatory regime, leads to transition from fixed
point (equilibrium state) to periodic oscillations (limit cycle). From
the viewpoint of seismology, these findings indicate a key role of
the interaction among different parts of a compound fault in gen-
eration of seismogenic motion. More closely, effect of viscosity of
a fault zone plays a crucial role in transmission of a movement
along the fault. From the standpoint of earthquake phenomenol-
ogy, one could consider regular periodic oscillations as an exam-
ple of stick-slip like regime, with the successive shifts between
the co-seismic regime (increasing velocity branch and decreasing
friction), post-seismic regime (decreasing velocity branch and in-
creasing friction) and inter-seismic regime (quasi-stationary veloc-
ity branch). On the other hand, some authors could consider the
whole oscillatory regime as a representative of a co-seismic fault
movement [36].

Another interesting outcome of the present research lies in the
specific effect of the main controlling parameters, which were pre-
viously indicated as the most relevant for the modeled fault dy-
namics [16]. Apparently, ratio of stress drop to stress increase (pa-
rameter ¢), for the range of other parameters’ values relevant from
the seismological viewpoint and for the assumed delayed interac-
tion as inherent property of fault dynamics, induces the transition
from equilibrium state to periodic oscillations. Regarding the ef-
fect of other two parameters, y and &, related to the stiffness of
the spring connecting the blocks and the upper driving plate, re-
sults obtained imply that a change from steady state or aseismic
creep to seismic fault motion occurs with the increase of y and
&. However, these parameters are considered as constants for the
observed system, so it is highly unlikely to expect their significant
changes during the fault motion. The expected changes of these
parameters are either small or these changes are slow from the
viewpoint relevant for the duration of seismogenic fault motion.

As for the effect of coupling strength c, increase of c for the
relevant range of parameter values (>102) leads to the change of
dynamical regime only for rather high values of time delay, which
is certainly not expected in the real conditions along the fault zone
in the Earth’s crust. Hence, in this case, time delay plays again the
significant role, in a way that the reduction of time delay could
lead to the onset of co-seismic regime.

Concerning the predominant effect of delayed coupling on dy-
namics of fault motion, further research could include the analy-
sis of time varying delay on fault motion. Such an assumption is
justified from the seismological viewpoint, since one could expect
changes of friction properties along the fault zone in a reasonable
period of time. From the standpoint of nonlinear dynamics, in-
troduction of coupling with variable delay would certainly induce

more complex behavior and, maybe, indicate some new dynamical
mechanisms in the background of earthquake nucleation.
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Appendix

Linearization of the system (4) and substitution 6;=A;e*:,
U;=Bje, Vi=CieM, 0,=AseM, U,=Byer, V,=Cre* and with
U;(t-t)=B;eMtT) and U,(t-t)=B,e*t7) results in a system of al-
gebraic equations for the constants A;, By, C;, Ay, By and C,. This
system has a nontrivial solution if the following is satisfied:

O+ 1)[}\(}\+ 7“2(&17)) D

+yf(1+c1) D+ yfce™ (h+ )yice ™|

+A(1 +e1)y%(;—1) D=0 (14)
where:
—(A+1) 0 —(1+¢&)
D= 0 —A 1
¥i(E) v+ —(A+vi(3))

The Eq. (1A) is the characteristic equation of the system (4) and
can be written in the following form:

R -t ]

2 _
D= (A +1)°p2yicce T (2A)
in which we substitute A =iw to obtain:
{[a)zyf(%)-*—wz—y]z(l-*-c])]+iw[w2—y12(1+c1)—yf(%)ﬁ-(lﬁ-sl)ylz(%)]]D

yEviac|-w*+1+i20)
= cos 2wt) —isin 2wTt)

(34)

The resulting two equations for the real and imaginary part of
(3A) after squaring and adding give an equation for each of the
parameters, cq, Cy, €7 and &, in terms of the other parameters, w,
W, v1 and y,, and after division, an equation for 7 in terms of
the parameters w, U, Y1, ¥2, €1, €2, &1 and &,. In this way, one
obtains parametric representations of the relations between t and
the parameters, which correspond to the bifurcation values A =iw.
The general form of such relations is illustrated by the following
formula for &; as a function of w:

F+VF2-G2
(461 = ——— (4)

where F, G and H are abbreviations for the following terms:
F— (w[<w2 21 4cr) - yf(%))B-rAD] (-2 +1)
—Z[AB — w? (a)z —yE(14c) - yf(;—]))D]) .
wy? (%) {B(-@* +1) + 2°D}
+((AB ~w? (wz —y2(1+¢) - Dy? (Ell))) (~w? +1)
+A

o0 (1)) )
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:[( 5 (a)+1)+2w2D})
(i () o1+ 1) -p-er 0] |
L[ —ml+ﬁ>—w<§—1>>+w]<—w2+l>
-0
(e
o v e L)
(o 17 +22) v3ci) |
= (g otatcer 20

(w0 (; ){28-D(-w? +1)}) (5A)

and A, B and D are:

—yf(1+c1)— 712(;_1)
5)))C
A

1
+

—_

A= wz)/lz(;_]) +o? —yf(1+a)
B:w2-<y22(;—2)+1) 21 +0) (6A)

1 1
D=w?-yi+a)-vi(g) + v +e)(g)
On the other hand, for c; as a function of w:

— 2 _
)= T2V (78)

where F,G and H are the same as in (7).
For 7 as a function of w:

T = %{arctan (—%) + kn} (8A)

where k is any nonnegative integer such that 7, >0, and ] and K
are the abbreviations for the following terms:

I = o ) -t
— {00}
K = ;{[AB — wZCD] (—@*+1) +20%[CB +AD]}

(—? + 1)2 + 42
(9A)

where A, B and D are the same as in (8), and C stands for the
following term:

C=w?—y2(l+a) -y} ($)+<1+e1m (g) (10A)
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We consider the macroscopic regimes and the scenarios for the onset and the suppression of collective
oscillations in a heterogeneous population of active rotators composed of excitable or oscillatory elements. We
analyze the system in the continuum limit within the framework of Ott-Antonsen reduction method, determining
the states with a constant mean field and their stability boundaries in terms of the characteristics of the rotators’
frequency distribution. The system is established to display three macroscopic regimes, namely the homogeneous
stationary state, where all the units lie at the resting state, the global oscillatory state, characterized by the
partially synchronized local oscillations, and the heterogeneous stationary state, which includes a mixture
of resting and asynchronously oscillating units. The transitions between the characteristic domains are found
to involve a complex bifurcation structure, organized around three codimension-two bifurcation points: a
Bogdanov-Takens point, a cusp point, and a fold-homoclinic point. Apart from the monostable domains, our
study also reveals two domains admitting bistable behavior, manifested as coexistence between the two stationary
solutions or between a stationary and a periodic solution. It is shown that the collective mode may emerge via
two generic scenarios, guided by a saddle-node of infinite period or the Hopf bifurcation, such that the transition
from the homogeneous to the heterogeneous stationary state under increasing diversity may follow the classical
paradigm, but may also be hysteretic. We demonstrate that the basic bifurcation structure holds qualitatively in
the presence of small noise or small coupling delay, with the boundaries of the characteristic domains shifted

compared to the noiseless and the delay-free case.

DOI: 10.1103/PhysRevE.100.062211

I. INTRODUCTION

The onset of a collective mode mediated via a transition to
synchrony is a fundamental paradigm of macroscopic behav-
ior in a broad variety of fields, ranging from neuroscience and
other biologically inspired models to chemistry, technology,
and social science [1,2]. A classical approach within the the-
ory of nonlinear dynamics is to regard populations exhibiting
a collective mode as macroscopic oscillators [3—5], which can
then interact with other populations or be subjected to external
stimuli. In this context, we investigate an important problem
of the emergence and the suppression of collective oscillations
in populations comprised of units with nonuniform intrinsic
parameters, which are drawn from a certain probability dis-
tribution. Such nonuniformity is a manifestation of variability
[6-9], a ubiquitous feature that often makes it more realistic to
consider heterogeneous rather than homogeneous assemblies.
Depending on the particular application, variability may alter-
natively be referred to as diversity, heterogeneity, impurities,
or quenched noise. In many cases, the diversity can be large
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enough to give rise to qualitative differences in individual
dynamics of units, such that some of the active elements
within a population may be self-oscillating while the others
are excitable.

The classical Kuramoto paradigm [10] addresses the sce-
nario where the diversity is manifested at the quantitative level
alone, since all the units are considered to be self-oscillating.
There, the continuous transition to synchrony occurs once
the coupling between the oscillators becomes strong enough
to overcome the effects of diversity [2,11]. Nevertheless, the
diversity alone has been shown to be capable, under appro-
priate conditions, to enhance the response of an assembly
to external forcing or to promote synchronization [7,8,12].
Moreover, in the case of heterogeneous assemblies made up of
excitable and oscillatory units rather than the oscillators alone,
it has been demonstrated that the transition to synchrony with
increasing diversity may be classical or reentrant, depending
on the particular form of the units frequency distribution
[13]. For such a setup, it has also been indicated that the
collective firing emerges via a generic mechanism where the
entrainment of units is degraded by increasing diversity [8].

In the present paper, we investigate the regimes of macro-
scopic behavior, as well as the scenarios for the onset and
the suppression of collective oscillations in a heterogeneous

©2019 American Physical Society
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population made up of oscillatory and excitable units, consid-
ering a model of active rotators with global sine coupling. Our
analysis relies on the Ott-Antonsen reduction method [14,15],
based on the ansatz that the long-term macroscopic dynamics
of such systems settles on a particular invariant attractive man-
ifold. We first provide an exact description of macroscopic
stationary states featuring a constant mean field and then
determine the bifurcations that outline the stability boundaries
of the characteristic domains. While the stationary states and
the associated self-consistency equation are obtained for an
arbitrary distribution of natural frequencies, the subsequent
bifurcation analysis is carried out for a uniform frequency
distribution on a bounded interval, which has the advantage of
allowing for analytical tractability. We establish the complete
bifurcation structure and demonstrate two generic scenarios
for the emergence and the suppression of the collective mode.
While the scenario featuring the successive onset and sup-
pression of oscillations under increasing diversity has earlier
been reported to be universal for heterogeneous populations
with various distributions of the units’ frequencies [12,13],
the other scenario, which involves a hysteretic behavior due
to existence of bistability regions, is reported here for the first
time, as far as we know.

Apart from diversity, the two additional ingredients in-
fluencing the dynamics in neuronal and other biophysical
systems are coupling delays and noise [16—18]. In particular,
realistic models often have to include explicit coupling delays
in order to describe the effects of finite velocity of signal prop-
agation or the latency in information processing [17,19-23].
On the other hand, creating coarse-grained models inevitably
requires one to incorporate different sources of noise [24-31].
Both coupling delay and noise may play an important role
in the collective dynamics of a population. For example, in
systems consisting just of excitable units, it is well known
that the noise may play a constructive role, contributing to
the onset of collective firing via synchronization of local
noise-induced oscillations [32—-35]. Concerning the effect of
coupling delays, the standard Kuramoto model with uniform
delays has been shown to exhibit the discontinuous rather
than the continuous transition between the incoherent and
coherent states, further having the synchronization frequency
suppressed by the delay [11,36].

Our study evinces the robustness of the general physical
picture, inherited from the noiseless and the delay-free case,
in the presence of small coupling delay and small noise.
While the impact of small delay may be analyzed within
the local stability approach we developed, the Ott-Antonsen
method in principle does not allow one to treat stochastic
assemblies. Only quite recently, an approach involving the
so-called circular cumulants [37,38] has been developed to
incorporate a first-order correction to the Ott-Antonsen theory,
which accommodates for the effects of noise. We perform
numerical analysis of the system dynamics in presence of
small noise and complement it with qualitative arguments.

The paper is organized as follows. In Sec. II, we present the
details of the model and provide the continuum limit formula-
tion for the delay- and the noise-free setup, obtaining the Ott-
Antonsen equation for the local order parameter. Section I1I
comprises the analytical results on the local structure of the
macroscopic stationary states and the related self-consistency

equation, derived for an arbitrary frequency distribution. In
Sec. IV, the stability and bifurcation analysis of the stationary
states is carried out for a particular distribution of frequencies,
comparing the stability boundaries of the characteristic do-
mains to those obtained in numerical experiments. In Sec. V,
it is shown that the basic bifurcation scenario persists in
presence of small noise or small coupling delay. Section VI
contains our concluding remarks.

II. MODEL DYNAMICS AND THE CONTINUUM
LIMIT FORMULATION

We consider a heterogeneous assembly of N globally cou-
pled active rotators described by:

6:(t) = w; — asin6;(t) — % Z sin[6;(¢)
J

—0;t — )+ al+on@)i=1,...N, (1)

where the phase variables are §; € S! and the local dynamics is
governed by the nonisochronicity parameter a and the natural
frequency ;. Regarding the term “natural frequency,” note
that it will be used for convenience to describe the intrinsic
parameter involving the quenched randomness, even though
some units may exhibit excitable, rather than oscillatory,
behavior. The frequencies are distributed according to the
probability density function g(w) that satisfies f_oooo gw)dw =
1 and is characterized by the mean value 2 and the width A,
which we here explicitly refer to as the diversity parameter.
The individual unit rotates uniformly with the frequency
w; for a = 0 only, whereas for a > 0 its rotation becomes
nonuniform, having the rotation direction dependent on the
sign of w;. The relation between w; and the parameter a
underlies the excitability feature of autonomous dynamics.
In particular, w; constitutes the bifurcation parameter, such
that for fixed a, an isolated unit lies in the excitable regime
if |o;] < a. In this case, the unit possesses a stable node,
whereas the characteristic nonlinear threshold-like response is
mediated by an unstable steady state. At |w;| = a, an isolated
unit undergoes a saddle-node of infinite period (SNIPER)
bifurcation toward the oscillatory regime. The interactions are
assumed to be uniform across the population, and are charac-
terized by the coupling strength K, the coupling phase-lag «,
and the coupling delay t. The effect of random fluctuations
is represented by the white Gaussian random forces n; of
intensity o2, which act independently on each unit [(1;(t)) =
0, (n:(t)n;(1)) = 8;;6(t —1)].

As already indicated, in this and the following section we
apply the Ott-Antonsen framework [14,15] to investigate the
collective dynamics of an heterogeneous assembly of active
rotators in the delay- and the noise-free case 7 = o = 0.
To this end, let us introduce the Kuramoto complex order
parameter, which represents the center of mass of all rotators:

. 1 A
_ e _ L i0,(t)
R(@) = p(t)e'V") = N E et 2
J

such that (1) can be rewritten as

a

. ) . K . — .
91’ = w; .(616' _ e—l@,-) 4 —,[Re_’(9‘+") _ Rel(0i+0l)]’ (3)
2i 2i
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where the bar denotes the complex conjugate. In the ther-
modynamic limit N — oo, the macroscopic state of the sys-
tem can be described by the probability density function
f(@, w, 1), which, for the considered moment ¢, gives the rel-
ative number of oscillators whose phases and frequencies are
0;(t) ~ 0, wy ~ w. The normalization condition required for
the probability density function is [;” (0, »,1)d6 = g(w).
Given the conservation of oscillators, (0, w, t) has to fulfill
the continuity equation
af 0d

3 T =0 “4)

where the velocity is just

v, w,t) =w— i(e’e —e Py 4 E[Re_i(e’L“) — RO+,
2i 2i
)]
In the last expression, we have used the form of the Kuramoto
mean field in the thermodynamic limit N — oo,

o0 27
R(t) = / do fO,w,1)e?do, (6)
—00 0
According to the Ott-Antonsen ansatz [14,15], the long-term
dynamics of the continuity equation (8) settles on a particular
manifold of the form
g() -
f(e’ , t) = <~ {1 + Z[Zn(wa t)emg + Zn(wa [)e*l”(?] )
2w p—r

)

where the complex amplitude z(w, ) is such that |z(w, 1)| <
1. Introducing the assumption (7) into (4), one finds that
z(w, t) satisfies the Ott-Antonsen equation

. . 2,4 K —ia
Z2(w,t) = iwz+ (1 —z°)= + —Re™"* —
22

Quantity z(w,t) should be interpreted as the frequency-
dependent local order parameter, in the sense that it quantifies
the degree of synchrony of oscillators whose intrinsic frequen-
cies w; lie within a small interval around the given frequency
. In the continuum limit, the global and the local order
parameter are connected by the self-consistency condition

KE[O{Z (8)
B e 7.

o0

R=gz= / gw)z(w)dw, ©))
—00

which follows from the definition (6) and the ansatz (7). Note

that (8) presents a generalization of the corresponding result

in Ref. [13] fora # 1, o # 0.

III. STATIONARY SOLUTIONS OF THE
OTT-ANTONSEN EQUATION

Within this section, our aim is to characterize the micro-
scopic structure of the stationary solutions, finding the means
to classify them by applying the self-consistency condition
(9). To do so, one first looks for the solutions of the Ott-
Antonsen equation (8) for which the Kuramoto mean field
R(t) = p(t)e’"® is constant. In particular, we substitute the
solution of the form z(w, t) = r(w, t)e*®" into (8), which

ultimately results in

. B )
r= E(l —r7)cos ¢,

. B .
r¢=wr—5(1+r ) sin ¢, (10)

having introduced the notation

B = /a2 + K2p2 + 2aKp cos(¥ — a),

Kpsin(y — )
a+Kpcos(yy —a)’

»=9—B. (11)

From the system (10), one infers that the quantity B, which
depends only on the coupling strength and the mean field,
plays the role of the macroscopic excitability parameter. This
follows from the fact that the microscopic structure of the
stationary state is self-organized in a way that the assembly
splits into two groups, according to the relation between the
respective natural frequencies w; and B. In particular, one
group is comprised of rotators in the excitable regime, whose
intrinsic frequencies satisfy || < B, whereas the other group
consists of rotating units, whose intrinsic frequencies satisfy
|w| > B. Another indication on the role of B can be obtained
if the definitions of B and g from (11) are applied to transform
the original equation for the dynamics of rotators (1) into 6; =
w; — Bsin (6; — B), which just conforms to a set of forced
active rotators. From the level of single unit’s dynamics, B is
then classically referred to as the resistivity parameter in the
sense that it reflects the rotator’s ability to modify its natural
frequency.

Taking a closer look into the dynamics of the two sub-
assemblies following from (10), one finds that for |w| < B
there exist two steady states, given by

B = arctan

@) =1, ¢*(w)= arcsin %, (12)
and

Fo)=1, ¢*w) =1 —arcsin%, (13)
whereby our latter stability analysis will show that only the
solution (12) is stable. For the units within the rotating group
|w| > B, the only steady state reads

. ol fw?
@)= Vg
T
" (w) = Esgna). (14)

In order to fully quantify the stationary solutions of the Ott-
Antonsen equation (8), one has to obtain an explicit expres-
sion for the macroscopic excitability parameter B. In order to
do so, we invoke the self-consistency equation (9). Applying
the latter to the stationary state z*(w) = r*(w)e’® ¥ given
by (12) and (14), one obtains

pe' VP = E +/ dwg(w)

B |w|<B

i/ dogon1 - 5. (5)
B Jops T8 w?’

062211-3



VLADIMIR KLINSHOV AND IGOR FRANOVIC

PHYSICAL REVIEW E 100, 062211 (2019)

where Q = f fooo wg(w)dw refers to the mean value of the fre-
quency distribution. Separating for the real and the imaginary
part of (15) and after some algebra, one ultimately arrives at
the self-consistency equation for B of the form:

f(B) = B* —a*> — 2K[fi(B)sina + f>(B)cos ]

fE(B) + f3(B)
+ Kz% —

2
B =2- [ dogou1- 2.
|w|>B w
p® = [ dogE - o, an
|w|<B

Note that the analogous expression has been obtained in
Ref. [13] but only for the particular case a = 1, « = 0. The
results so far apply for an arbitrary distribution of natural
frequencies g(w). In order to carry out an explicit analysis
on the stability of stationary states, including determining
the associated stability boundaries and characterization of
the transitions between the different collective regimes, we
confine the remainder of the study to a particular case of g(w),
namely a uniform distribution of frequencies on a bounded
interval.

0, (16)

where

IV. STABILITY OF THE STATIONARY SOLUTIONS OF
THE OTT-ANTONSEN EQUATION

Within this section, we specify the general results from
Sec. III to an example of a uniform distribution of natural
frequencies g(w) defined on an interval w € [w;, w,]:

0, w < w
gw)y=1y, o <w<w, (13)
0, w > w

where y = 1/(w, — w;) derives from the normalization con-
dition. The given distribution is characterized by an average
Q= % and the width A = w; — w;. The advantage of
making such a choice of frequency distribution is that it allows
for a full analytical treatment of the self-consistency equation
(16) for the macroscopic excitability parameter. In particular,
the integrals (17) then read

Q—ylF(w) - F(o))], B<wo
fiB) = {2 — yFi(w), w; < B <w, (19)
Q, B>w
where
|| B2 B
) =—vVo?*—-—B+ —In—F+——, (20)
! 2 2 ol + Vol — B2
and
0, B < w,
LB = 1v[5B —FR@)]., o <B<w, @I
v (w) — B(w)], B>w
with
BZ
F(w) = % B2 — @? + > arcsin % (22)

Considering the uniform frequency distribution (18), we
have carried out the stability and bifurcation analysis of the
Ott-Antonsen equation (8). The main control parameters are
the characteristics of g(w), namely its mean €2 and the width
A, while the remaining system parameters a, K, and « are
kept fixed. Note that the stability analysis of (8) requires one
to rewrite it as a real system in order to eliminate the complex
conjugation [39-41]. The analysis per se involves lineariza-
tion of the Ott-Antonsen equation for variations around the
stationary solution (12)—(14) and consists in determining how
the Lyapunov spectra of the stationary states depend on £2
and A. While the technical details of the calculation are
elaborated in the Appendix, the analysis we provide below
will include characterization of the stationary solutions of
the Ott-Antonsen equation (8) and the associated stability
domains, as well as the description of the mechanisms behind
the onset and the suppression of collective oscillations. The
analytical results are corroborated by numerical experiments
carried out on a heterogeneous assembly of N = 10* active
rotators.

The microscopic structure of the stationary regimes and
the fashion in which their number and stability depend on
the characteristics of g(w) may conveniently be explained in
terms of the solutions of the self-consistency equation (16)
for the parameter B. A typical form of the function f(B)
for the considered domain of (€2, A) values is illustrated in
Fig. 1. The three roots of f(B), denoted by B; > B, > B3,
correspond to the stationary solutions of the Ott-Antonsen
equation (8). In particular, the macroscopic regime associated
to B; presents a global rest state, because the macroscopic
excitability parameter is so large that the frequencies of all
the units lie below it. Given its microscopic structure, where
the local dynamics is solely excitable, this state can also be
termed a homogeneous stationary state. The corresponding
time series 6;(t) and the evolution of the modulus of the
Kuramoto order parameter po(t) = |R(t)| are illustrated in

B

FIG. 1. Typical form of the function f(B) and the three solutions
B, > B, > B3 of the self-consistency equation (16). The system
parameters are as follows: a =1, K =5, « =0, Q2 =0.87, and
A =6.
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FIG. 2. Bifurcation diagram in the (2, A) plane, constructed by the method of stability analysis described in the Appendix. The remaining
system parameters are fixed to a = 1, K = 5, o = 0. The two branches of saddle-node bifurcations (blue solid lines) emanate from the cusp
point CP, where the pitchfork bifurcation occurs. From the Bogdanov-Takens point (BT) emanate the Hopf bifurcation curve (H), indicated by
the red solid line, and a branch of saddle-homoclinic bifurcations (SH), shown by the green dashed line. The upper branch of folds meets SH
at the fold-homoclinic point (FH). The bullets indicate the parameter values associated to the time series in Fig. 4.

Fig. 4(a). We shall demonstrate below that the global rest
state may disappear in a fold bifurcation. In contrast to the
macroscopic regime given by Bj, the stationary state corre-
sponding to Bj is typically a heterogeneous one, involving a
subassembly of excitable units (|w;| < B3) and a subassembly
of oscillating units (Jw;| > B3), see the example of the time
series in Fig. 4(c). In Ref. [13], the heterogeneous stationary
state is referred to as the asynchronous state, because spiking
activity may be observed at the level of single units, but the
macroscopic dynamics per se does not exhibit a collective
mode. The heterogeneous state, as shown in greater detail
below, may undergo either a fold or Hopf bifurcation scenario.
The stationary state associated to B, conforms to a saddle
within the relevant (€2, A) domain, undergoing fold bifurca-
tions either with B, or B3 or providing for the separatrices in
case of the two observed bistable regimes.

The bifurcation diagram in Fig. 2 shows how the number
and stability of the stationary solutions of the Ott-Antonsen
equation (8) changes under variation of the parameters of
the frequency distribution € and A. The diagram features
five characteristic domains I-V and is organized around three
codimension-2 bifurcation points, namely (i) the cusp point
(CP), which corresponds to a symmetry-breaking pitchfork bi-
furcation; (ii) the Bogdanov-Takens point (BT), which unfolds
into Hopf (H) and saddle-homoclinic (SH) bifurcation curves;
and (iii), the fold-homoclinic point (FH), where a branch of

saddle-node bifurcations meets a curve of homoclinic tangen-
cies of a limit cycle. The upper and the lower branch of folds,
which emanate from the cusp, correspond to the coalescence
of the state B, with B; and Bj, respectively. The former or
latter branch has been obtained by solving for the parameters
where the local minimum or maximum of the function f(B)
crosses the zero level. The Hopf bifurcation curve has been
determined by the local stability analysis of the stationary
state B;. While such local analysis cannot provide for the
saddle-homoclinic branch, its existence follows from the gen-
eral structure of the Bodganov-Takens bifurcation [42,43].

In the following, we provide a detailed description of the
regimes underlying domains I-V, illustrating the associated
phase portraits, cf. Fig. 2, and explaining the bifurcations that
outline their stability boundaries. At the cusp point CP, the
two branches of saddle-node bifurcations coalesce, cf. the two
blue solid lines in Fig. 2. In terms of the stationary states
B;-B;3 from Fig. 1, to the right of CP there exists only a
stable fixed point B,. Following the pitchfork bifurcation, B,
becomes a saddle, whereas two stable nodes, B; and B3, are
created. The parameter region admitting only a single stable
stationary state, be it B, B, or B3, is denoted by V in Fig. 2.
Decreasing the diversity, the stability of B, is influenced only
by a fold bifurcation, whereas the character and stability of
Bj are influenced by the fold and Hopf bifurcations, derived
from the Bogdanov-Takens point. We have evinced that while
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FIG. 3. Oscillation frequency of the periodic solution wy in
terms of diversity A, calculated along the Hopf bifurcation curve.
One observes that the frequency tends to zero while approaching the
Bogdanov-Takens point. The parameters a, K, and « are the same as
in Fig. 2.

approaching BT, the frequency of oscillations wys. expectedly
tends to zero, see Fig. 3. Along the lower branch of folds
B, and Bj3 get annihilated, so that from the right of this
curve and to the cusp point, the only stable stationary state
of the system is the node B;. The Hopf bifurcation curve
that emanates from the BT point affects the stability of the
stationary state B3, such that it becomes unstable for smaller
diversities. This implies that within the region IV, bounded by
the Hopf curve to the right and the two fold curves on the
left, one observes bistability between two stationary states,
namely the stable node B; and the stable focus B3, which

are separated by the stable manifold of the saddle B,, cf. the
corresponding phase portrait in Fig. 2. Reducing diversity,
B3 undergoes a supercritical Hopf bifurcation (H), whereby
immediately to the left of the Hopf curve (region III), one
finds bistability between a small limit cycle and the stable node
B, again separated by the stable manifold of the saddle B,.
The time series illustrating the microscopic and macroscopic
dynamics of the oscillatory states born from the Hopf bifurca-
tion for two different parameter sets, (21, A;) = (0.87, 6.76)
and (€2, Ay) = (0.93,6.78), are provided in Fig. 4(b) and
Fig. 4(e).

Consistent with the Bogdanov-Takens scenario, the limit
cycle born from the Hopf bifurcation is destabilized via a
homoclinic tangency to the saddle B,, which is reflected by
a branch of saddle-homoclinic bifurcations (SH) emanating
from BT, see the green dashed line in Fig. 2. Using the
local stability approach described in the Appendix, we are
not able to trace the stability of a limit cycle per se but have
been able to qualitatively verify the disappearance of the limit
cycle by numerical means. The SH curve terminates at the
fold-homoclinic point (FH), where it meets the upper branch
of fold bifurcations. At FH, the stable manifold of the saddle
B, touches the invariant circle. Decreasing diversity further
away from the saddle-homoclinic bifurcation, cf. region I,
the system exhibits a stable node B; and has two additional
unstable fixed points, namely the saddle B, and the unstable
focus Bs.

At the upper branch of folds, under increasing diversity, the
stable node B and the saddle B, collide and disappear. For A
values less than that of the FH point, the fold takes place on the
invariant circle, giving rise to a SNIPER bifurcation. Crossing
the SNIPER bifurcation either by increasing 2 or A, the
collective dynamics of the system exhibits a transition toward
the macroscopic oscillatory state. The latter is characterized
by synchronous local oscillations of a large period, cf. the
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FIG. 4. Local and collective dynamics within the characteristic parameter domains indicated in Fig. 2. In the top row are provided the
examples of the time series p(t) = |R(¢)|, while in the bottom row are shown the corresponding local time series 6;(¢) normalized over 27. The
particular parameter values of the frequency distribution (indicated by bullets in Fig. 2) are (2, A) = (0.87, 6.64) in (a), (2, A) = (0.87, 6.76)
in (b), (2, A) = (0.87,7) in (¢), (2, A) = (0.93, 6.6) in (d), and (2, A) = (0.93, 6.78) in (e). The remaining system parameters are the same

as in Fig. 2.
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FIG. 5. Characteristic transition sequences between the different macroscopic regimes under increasing diversity for a fixed value of Q.
The states are described by the time-averaged modulus of the Kuramoto order parameter (p(¢)), (left column) and the associated variance
1 (right column). The mean frequencies are 2 = 0.9 in (a), 2 = 0.892 in (b), and 2 = 0.884 in (c). The classical scenario of transitions is
recovered in (a), whereas the two hysteretic scenarios involving passage over one or two bistability regions, indicated by shading in (b) and

(c), are reported for the first time as far as we know.

time series in Fig. 4(e). For this reason, it is also called the
synchronous state in Ref. [13]. For diversities to the right of
the FH point, the saddle-node annihilation of B; and B, no
longer occurs on an invariant circle. Thus, the only attractor
within region VI corresponds to a small limit cycle emerging
from Hopf destabilization of Bs. For increasing diversity, B3
gains stability by undergoing the inverse Hopf bifurcation, as
already indicated above.

A. Classical and hysteretic transitions
between macroscopic regimes

Having characterized all the regimes of macroscopic ac-
tivity and the associated stability domains, we focus on the
scenarios leading to the onset and the suppression of the
collective mode in heterogeneous populations, an issue of out-
standing importance in the theory of coupled dynamical sys-
tems. By the classical paradigm [13], the systematic increase
of diversity under fixed mean frequency induces a sequence of
transitions between the three regimes of collective dynamics,
namely the global rest state, the synchronous state (corre-
sponding to macroscopic oscillations), and the asynchronous

state (a heterogeneous state displaying mixed excitable and
oscillatory local dynamics). Our study demonstrates that,
apart from this, there exist two novel generic scenarios of
transitions involving a hysteretic behavior. To gain a deeper
insight into this problem, we have plotted how the time-
averaged modulus of the Kuramoto mean-field p(t) = |R(¢)|
and the associated variance p = /(p2), — (,o)t2 change under
variation of the diversity A for the three characteristic mean
frequencies 2 € {0.9, 0.892, 0.884}, cf. Fig. 5. In order to
reveal the potential bistable behavior, we have carried out
sweeps in the directions of the increasing and the decreasing
A applying the method of numerical continuation, where the
initial conditions for the system with incremented A coincide
with the final state at the previous A value.

The classical sequence of transitions is indeed recovered
for 2 = 0.9, see Fig. 5(a). There the onset of the collective
mode is guided by a SNIPER bifurcation, mediating a tran-
sition from the homogeneous stationary state B; to a periodic
solution. The suppression of the collective mode is induced by
an inverse Hopf bifurcation that stabilizes the heterogeneous
stationary state B3, which is analogous to the Kuramoto-type
scenario where the system desynchronizes under increasing
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FIG. 6. The (A, 2) parameter plane divided into regions with
different macroscopic dynamics: the monostable stationary state
(dark blue, regions I and V), monostable limit cycle (light blue,
region II), bistability with two coexisting stationary states (green,
region IV), and bistability between a stationary state and a limit
cycle (yellow, region III). The parameter values are the same as
in Fig. 2. Superimposed are the corresponding bifurcation curves
obtained analytically within the Ott-Antonsen framework.

disorder. For €2 = 0.892, we have established a hysteretic
transition scenario, emerging due to a passage through a
bistability region III from Fig. 2, which admits coexistence
between the homogeneous stationary state B; and the periodic
solution created from B3, cf. Fig. 5(b). In this case, the onset
of a collective mode is induced by a Hopf bifurcation, while
its suppression is controlled by the homoclinic tangency of
the limit cycle. For = 0.884, the sequence of transitions
remains hysteretic but becomes more complex, see Fig. 5(c).
In particular, by increasing the diversity, one traverses over
two bistability regions, denoted by III and IV in Fig. 2. While
the first one is qualitatively the same as for 2 = 0.892, the
second one supports two coexisting stationary states, associ-
ated to B and Bj3. Nevertheless, the onset and the suppression
of the collective mode per se follow the same scenario as the
one described in Fig. 5(b). Note that the described transition
sequences are observed if the mean frequency €2 is sufficiently
large.

In order to evince the generic character of the described
scenarios and confirm the theoretical predictions regarding the
parameter domains supporting the collective oscillations, we
have carried out an extensive numerical study of the system’s
dynamics in terms of the parameters A and €2, see Fig. 7. In
particular, using numerical continuation, we have performed
bidirectional sweeps over the (€2, A) plane, keeping one
of the parameters fixed while the other one was varied, in
analogy to the method already described in relation to Fig. 6.
This allowed us to partition the (€2, A) plane into different
regions according to the number and the type of the supported
attractors. Comparison of the boundaries of these regions with
the bifurcation curves from Fig. 2, which are shown overlaid,
corroborates an excellent agreement between the theory and
the numerical results.

I

0.76 & . | |
6.55 6.6 6.65 6.7 6.75 6.8 6.85 6.9 6.95

6.6 L . . . . . . . ) .
0 0.2 0.4 0.6 0.8 1

FIG. 7. (a) Characteristic domains of macroscopic behavior in
the (€2, A) plane for coupling delay T = 0.3. Color coding, as well
as the remaining system parameters, are the same as in Fig. 6.
Superimposed are the bifurcation curves obtained by the local sta-
bility approach described in the Appendix. (b) Critical diversity
Ay corresponding to the Hopf destabilization of the state B; in
dependence of t for fixed 2 = 0.88.

We have also examined whether the qualitative picture
described so far persists under variation of the coupling
strength K. It turns out that the general bifurcation structure
holds qualitatively, which indicates the robustness of the
scenarios underlying the transitions between the different col-
lective regimes. Still, one notes that under increasing coupling
strength, the cusp point and the Hopf bifurcation curve shift
to a larger diversity (not shown).

V. IMPACT OF SMALL COUPLING
DELAY AND SMALL NOISE

In this section, the goal is to demonstrate that the physical
picture described so far for the noiseless and the delay-free
case qualitatively also holds in presence of small noise or
small coupling delay. The small-noise scenario concerns a
range of noise levels where the applied perturbation typi-
cally cannot give rise to noise-induced oscillations but may
rather evoke only rare spikes, so that the prevalent fraction
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of units within the excitable subassembly remains at the
quasistationary state. The small-delay scenario refers to delay
values which are significantly less than the typical period of
local oscillations, such that no delay-induced oscillations or
multistability can emerge [44—46]. Essentially, our intention
is not to perform an exhaustive exploration of the effects of
noise or coupling delay but rather to confine the analysis to the
cases where these two ingredients cannot evoke qualitatively
new forms of collective behavior compared to the noiseless
and delay-free case. We have carried out extensive numerical
simulations to establish how the boundaries of the five char-
acteristic domains in the (€2, A) plane are modified due to the
action of small noise or small coupling delay.

A. Effects of small coupling delay

The effects of small coupling delay are illustrated in
Fig. 7(a), which shows the characteristic domains of macro-
scopic behavior in the (€2, A) plane for the delay 7 = 0.3.
One observes an excellent agreement between the bifurcation
curves, obtained analytically by the local stability approach
described in the Appendix, and the associated stability bound-
aries of the domains. In particular, introducing the coupling
delay does not affect the very coordinates of the stationary
states of the Ott-Antonsen equation (8), meaning that the
branches of fold bifurcations remain unchanged relative to
the delay-free case. Nevertheless, the key effect of the delay
is that the Hopf bifurcation of the state B;, which underlies
one of the scenarios for the onset of the collective mode,
shifts to a smaller diversity compared to the delay-free case.
This implies that the delay promotes multistable behavior,
in the sense that the bistability domain IV, characterized by
the coexistence between the stable stationary states B; and
B3, becomes broader due to the impact of delay, cf. the
green highlighted region in Fig. 7(a). From another point of
view, the latter also suggests that the coupling delay promotes
the onset of the collective mode via Hopf destabilization of
the stationary state B3 but suppresses the scenario where
B, and B; undergo the SNIPER bifurcation. In Fig. 7(b)
it is explicitly shown how the critical diversity Ay associ-
ated to Hopf bifurcation decreases with r when Q is kept
fixed.

B. Effects of small noise

In contrast to the impact of coupling delay, the small noise
is found to influence the effective positions of both the fold
and the Hopf bifurcation curves, cf. Fig. 8(a), where the five
characteristic domains for the noise level o = 0.3 are shown
together with the analytical curves for the noiseless case.
The primary effect of small noise is to promote the onset
of the collective mode mediated via the SNIPER bifurcation,
in the sense that for a fixed mean frequency €2, macroscopic
oscillations can be observed for the diversity A smaller than
those in the noiseless case. As a consequence, one observes
that the critical diversity Agn at which the fold between the
states B; and B, takes place reduces under increasing o, as
indeed shown in Fig. 8(b) for the fixed €2 = 0.88. Nonethe-
less, noise also shifts the location of the Hopf bifurcation
relevant for the stability of the state Bs, see Fig. 8(a). This
may be interpreted as a disordering effect of noise, in the sense

09F
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FIG. 8. (a) Characteristic domains of macroscopic dynamics in
the (€2, A) plane for the noise level o = 0.3. The color coding
and the remaining system parameters are the same as in Fig. 6.
Superimposed are the bifurcation curves obtained analytically for the
noise-free case o = 0. (b) Decrease of the critical diversity Agy with
o, corresponding to the saddle-node annihilation of the states B; and
B, for fixed 2 = 0.88.

that the transition from the regime of macroscopic oscillations
(domain II) to the asynchronous regime (domain V) occurs at
the diversity smaller than that for the noise-free case. Also
note that the bistability regions III and IV shrink as compared
to the noiseless case.

In principle, one observes that the structure of the charac-
teristic domains is qualitatively preserved with introduction
of small noise, but the associated stability boundaries shift
to the left with respect to the noiseless case. This can be
understood by the following qualitative reasoning. The impact
of small noise on the local dynamics of the nodes can roughly
be interpreted as a perturbation of the intrinsic frequency w;.
To corroborate this, in Fig. 9 we illustrate how the effective
oscillation frequencies of single units we ;, calculated numer-
ically as the inverse of the respective mean oscillation periods,
change in the presence of noise o = 0.3. One finds that a
certain fraction of units whose intrinsic frequencies w; lie
closest to the excitability threshold w = 1 acquire a nonzero
effective frequency, i.e., manifest noise-induced oscillations,
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FIG. 9. Effective oscillation frequencies of uncoupled units wes
for the noiseless case (black dots) and under noise intensity o =
0.09 (red dots) as a function of the intrinsic parameters w;. The
dashed line indicates the excitability threshold w = 1. The frequency
distribution g(w) is characterized by 2 =2, A = 4.

while the excitable units further away from the threshold
remain quasistationary. Nonetheless, the impact of noise on
the self-oscillating units is reflected as a small increase of
their effective frequency. Thus, in qualitative terms, the effect
of small noise amounts to enhancing the effective frequency
of the units near the threshold w = 1. Since this effect is
symmetrical for positive and negative w, the average assembly
frequency €2 remains unchanged, whereas the variance of the
associated distribution increases proportionally to the noise
intensity. Therefore the introduction of small noise should
lead to similar effects as the increase of diversity A.

VI. SUMMARY AND CONCLUSION

Considering a heterogeneous assembly of active rota-
tors displaying excitable or oscillatory local dynamics, we
have classified the associated macroscopic regimes and have
demonstrated the generic scenarios for the onset and the
suppression of collective oscillations. The analytical part of
the study has been carried out within the framework of Ott-
Antonsen theory applied for the delay- and noise-free system
in the continuum limit, which enabled us to determine the
three macroscopic stationary states in case of an arbitrary
distribution of natural frequencies. The main qualitative in-
sight into the microscopic structure of stationary states is
that the population may in principle split into the excitable
and the rotating subassembly, with the division depending
on the relationship between the respective natural frequency
of a rotator and the macroscopic excitability parameter. In
this context, we have identified a homogeneous equilibrium
where the units typically lie at rest, as well as a heterogeneous
(mixed) collective stationary state, composed of units either
in the excitable regime or the oscillatory regime. The local
approach to stability and bifurcation analysis of the station-
ary states we have derived allowed us to address both the
delay-free case and the case where the system’s behavior is

influenced by coupling delay. The analysis has been specified
to the particular case of a uniform frequency distribution on
a bounded interval. While the stationary states have been
determined earlier for a similar, but a less general model [13],
the stability analysis, as presented here, has been carried out
for the first time.

We have demonstrated that the complex bifurcation
structure underlying the stability boundaries of the different
macroscopic regimes is organized by three codimension-two
bifurcation points, including the Bogdanov-Takens point, the
cusp point, and the fold-homoclinic point. Our analysis has
revealed the existence of five characteristic domains, three of
which support the monostable collective behavior, while two
admit bistability, involving either the coexistence between two
stable stationary states or the coexistence between a stationary
and a periodic solution. We have found that, depending on
the mean frequency, the onset and the suppression of the
collective mode may emerge via two qualitatively different
scenarios under variation of diversity. In particular, for a
smaller mean frequency, the onset of collective oscillations
under decreasing diversity occurs due to a Hopf destabiliza-
tion of a stationary state, whereas the oscillations are termi-
nated via a saddle-homoclinic bifurcation. Nevertheless, for
a sufficiently large mean frequency, increasing the diversity
gives rise to collective oscillations in a SNIPER bifurcation,
while the suppression of oscillations is due to an inverse Hopf
bifurcation.

The classical paradigm concerning the sequence of transi-
tions between the collective regimes in heterogeneous systems
under increasing diversity involves three characteristic states,
namely the global rest state; the synchronous state, character-
ized by macroscopic oscillations; and the asynchronous state,
based on mixed excitable and oscillatory local dynamics [13].
In addition to this paradigm, our analysis has revealed two
novel scenarios, which are hysteretic and involve a passage
through one or two bistable domains. By the first scenarios,
the transition from the global rest state to the asynchronous
state occurs via two bistable regimes, the first involving a
coexistence between a periodic solution and the rest state
and the second one featuring coexistence between the rest
state and the asynchronous state. The second hysteretic sce-
nario is similar, but the intermediate stage involves only the
coexistence between the homogeneous and the oscillatory
state.

Combining theoretical methods and numerical experi-
ments, we have shown that the basic bifurcation structure
from the delay- and noiseless case persists in the presence
of small noise or small coupling delay. Nevertheless, these
two ingredients are found to modify the stability boundaries of
the five characteristic domains. In particular, due to coupling
delay, the position of the Hopf bifurcation curve is shifted
toward the smaller diversity, which effectively promotes the
Hopf-mediated onset of macroscopic oscillations and also
enhances the parameter domain supporting bistability. Noise
is seen to affect both the fold and the Hopf bifurcations,
whereby the effective position of the fold or Hopf curve is
shifted to smaller mean frequency or smaller diversity. At the
level of macroscopic behavior, this is reflected as the promo-
tion or suppression of the onset of macroscopic oscillations
via SNIPER or Hopf bifurcation scenario, contributing in
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addition to a reduction of the two bistability domains. While
the described bifurcation structure appears to be generic for
the considered type of frequency distribution, remaining qual-
itatively similar under the influence of small noise or small
coupling delay, it would be interesting to examine whether
and how it is modified for a substantially different form of a
frequency distribution, such as a bimodal one.
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APPENDIX: CALCULATION OF THE STABILITY OF THE
STATIONARY SOLUTION OF
THE OTT-ANTONSEN EQUATION

Here we elaborate on the method applied to calculate
the stability of the stationary solutions of the Ott-Antonsen
equation (8). In particular, we first introduce the expressions
z2(w,t) = x(w,t) + iy(w, t) and R(w, t) = X (w,t) + iY (w, )
for the local and the global order parameters, respectively,
transforming (8) to

. _a 5 2
x_F(x,y,X,Y)—E(y —x"+1)—wy
. K .
— Kxy(Y cosa — X sina) — E(X cosa + Y sina)

2.2 K :
X (x*—y?)+ E(Xcosa+Ysmo¢)

y=Gx,y,X,Y)=—axy 4+ wx — Kxy(Y sina + X cos &)

K . 2 2
+ E(Ycosa — X sino)(x” —y°)

K
+ E(Y cosa — X sina). (AD)

The linearization of Ott-Antonsen equation (8) for vari-
ations £ = (8x, 8y)T, B = (86X, 8Y)T of the stationary solu-
tion (xp,yo) can then succinctly be written in the matrix
form as

d§(w, 1)
dt
where the matrices of derivatives are

A(a)):(ﬁ ﬁ),B(a}):(% %) (A3)

ox dy X Y

=A(w)é(w, 1)+ B(w)E(?), (A2)

Assuming that the variation &(w,t) satisfies the ansatz
E(w, 1) = E(w)e™, and similarly B(t) = Ze*, (A2) becomes

[A(w) — M]é(w) + B(w)E = 0, (A4)
where I denotes the identity matrix. As shown in Ref. [40],
the continuous Lyapunov spectrum consists of the eigenval-
ues of the matrix B(w) for all w € [wy, w,]. In our case,
the continuous spectrum turns out to be always stable or
marginally stable, such that the stability of the stationary
solutions is determined by the discrete spectrum. In order
to obtain the discrete spectrum, we multiply (A4) from the
left by g(w)[A(w) — AI]™! and integrate over w obtaining
C(M)E = 0, where
oo
dwg(w)[A(w) — M7 'B(w).

cO) =1+ f (AS)

—0o0
The discrete Lyapunov spectrum can then be calculated by
numerically solving the system det C(1) = 0.

In the case of nonzero coupling delay, the same type of
analysis remains valid, while one has to replace X and Y in
the r-hand side of (A1) by their delayed counterparts X (r —
t) and Y (¢t — 7). This leads to the same matrix C(A) as in
(AS5), with the only difference being the substitution of B(w)
by B(w)e 7.
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We study a system of two identical FitzZHugh-Nagumo units with a mutual linear coupling in the fast variables.
While an attractive coupling always leads to synchronous behavior, a repulsive coupling can give rise to
dynamical regimes with alternating spiking order, called leap-frogging. We analyze various types of periodic
and chaotic leap-frogging regimes, using numerical path-following methods to investigate their emergence and
stability, as well as to obtain the complex bifurcation scenario which organizes their appearance in parameter
space. In particular, we show that the stability region of the simplest periodic leap-frog pattern has the shape of a
locking cone pointing to the canard transition of the uncoupled system. We also discuss the role of the timescale

separation in the coupled FitzHugh-Nagumo system and the relation of the leap-frog solutions to the theory of

mixed-mode oscillations in multiple timescale systems.

DOI: 10.1103/PhysRevE.99.042207

I. INTRODUCTION

The FitzHugh-Nagumo system is a classical model of neu-
ronal dynamics. As the simplest, yet paradigmatic example
of a coupled neuronal system, we investigate here a pair of
two identical FitzHugh-Nagumo units with a weak mutual
coupling. Such a network motif of two coupled neurons has
been considered as a basic building block of central pattern
generators [1] and the complex neural networks of the cortex
[2-5]. The dynamics of such systems has typically been in-
vestigated in the framework of the synchronization paradigm
[6-8], focusing on the stability of states with phase-locked
firing and their potential role in rhythmogenesis [9]. Never-
theless, a remarkable property of these simple circuits is that
they are also able to generate complex activity patterns where
the interspike intervals show complex dynamics. A typical
example of such patterns is the so-called leap-frog dynamics
[10], sometimes also called leader-switching dynamics [11],
where the units exchange their order of firing within each
oscillation cycle. Such a regime has so far been associated
exclusively to class I neural oscillators coupled via strong
synapses with complex nonlinear dynamics [12-16]. In the
present paper, we investigate the emergence of leap-frogging
dynamics in a system of two classical FitzHugh-Nagumo units
interacting only via a small linear coupling. The emerging
complex dynamical patterns can be explained as a result
of the timescale separation between the activator and the
recovery variable. For a single unit, the timescale separation
is crucial for the mechanism inducing the rapid change in
the amplitude from small subthreshold oscillations to large
relaxation oscillations. Introducing a repulsive coupling in the
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fast variables, the leap-frog patterns emerge in locking cones
generated by a complex bifurcation scenario immediately
at this transition. The alternation in the spiking order of
the units arises from trajectories containing both the small-
amplitude subthreshold oscillations and the large-amplitude
relaxation oscillations. Such a behavior involving interspersed
small- and large-amplitude oscillations, called mixed-mode
oscillations [17-20], is a typical phenomenon in slow-fast
systems with at least two slow variables and has been studied
extensively by geometric singular perturbation methods for
the limit of infinite timescale separation. In particular, a three-
dimensional version of the FitzHugh-Nagumo system has
been used as a classical example for mixed-mode oscillations,
see, e.g., Ref. [20] and references therein. Singular perturba-
tion techniques have been also applied to coupled nonidentical
mixed-mode oscillators [21] and for the synchronization of
weakly coupled slow-fast oscillations [22].

Coupled systems of two identical oscillators have specific
symmetry properties, which at vanishing coupling induce
an additional degeneracy. First numerical studies of coupled
slow-fast oscillators can already be found in Refs. [23,24],
where a detailed exposition of the four-dimensional slow-fast
structure is given. Due to the symmetry-induced degeneracy,
for such systems the existing theoretical results for mixed-
mode oscillations do not apply directly. We will present here
a first numerical exploration of a system of two identical
FitzHugh-Nagumo units with symmetric mutual coupling.
Our approach will be a detailed bifurcation analysis using
path-following methods at finite values of the timescale sepa-
ration. We perform this both for the degenerate case of small
coupling, where we find an essentially new dynamical sce-
nario, and for larger coupling, where the leap-frog dynamics
is organized in a way that conforms to the general results on
mixed-mode oscillations.

©2019 American Physical Society


http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.99.042207&domain=pdf&date_stamp=2019-04-12
https://doi.org/10.1103/PhysRevE.99.042207

EYDAM, FRANOVIC, AND WOLFRUM

PHYSICAL REVIEW E 99, 042207 (2019)

The dynamics of the considered system of two identical
FitzHugh-Nagumo units is given by

dv1,2 3
= V12 — V] ,5/3 — w2+ c(va —vi2),
dt ’
QW12 _ s+ b) (1)
= &V s
dt 12

where the symmetric linear coupling acts in the fast variables
v12. The small parameter ¢ facilitates the timescale sepa-
ration between the fast variables v; and the slow variables
w;. In the context of neuroscience, the former represent the
neuronal membrane potentials, whereas the latter correspond
to the coarse-grained activities of the membrane ion-gating
channels. For a single unit, the parameter b mediates the tran-
sition from the quiescent regime for b > 1 to the oscillatory
regime for —1 < b < 1. Due to the timescale separation, this
is accompanied by a canard transition from small-amplitude
subthreshold oscillations to the large-amplitude relaxation
oscillations. We invoke some basic results derived from sin-
gular perturbation theory about the slow-fast structure of the
uncoupled FitzHugh-Nagumo unit in Sec. II.

Since the parameters b and € are taken to be identical for
both units, system Eq. (1) possesses a Z,-symmetry, being
equivariant with respect to exchanging the indices by

o (v, wy, v2, wa) = (v2, wa, Vi, Wy).

This leads to the appearance of solutions with different sym-
metry types, reflecting the different states of in-phase and
anti-phase synchronization, which will be discussed in Sec. 11
which concerns the basic types of solutions bifurcating from
the stationary regime. Close to the canard transition of the
uncoupled system, there appear various types of periodic and
chaotic leap-frog patterns in the system with repulsive cou-
pling. Using the software package AUTO [25] for numerical
bifurcation analysis by continuation methods, in Sec. III we
investigate in detail the complex bifurcation scenarios respon-
sible for the onset of the different types of leap-frogging
dynamics. We conclude the paper with an outlook in Sec. IV,
discussing the relation of our results to earlier findings on
leap-frog dynamics in models of neuronal systems.

II. BASIC DYNAMICAL REGIMES

We begin our investigation of system Eq. (1) by collecting
simple stationary and periodic solutions together with their
stability and symmetry properties. In the symmetric regime

VvV = U and w] = Wpy, (2)

the coupling term vanishes and the dynamics Eq. (1) is
governed by a single FitzHugh-Nagumo system, where the
units display simultaneously the well-known transition from
the quiescent regime with a unique stable equilibrium for
b > 1 to the oscillatory regime for b < 1, mediated by a
supercritical Hopf bifurcation at » = 1. Due to the timescale
separation 0 < ¢ <« 1, the bifurcating branch of periodic solu-
tions displays a characteristic transition from small-amplitude
harmonic oscillations of period O(1//¢) to large-amplitude
relaxation oscillations of period O(1/¢g), called a canard
transition. This scenario has been extensively studied within
the framework of singular perturbation theory, viz. in the
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FIG. 1. (a) Variation of the period 7 along the branch of
synchronous periodic solutions for varying b and fixed ¢ = 0.05.
(b) Phase portraits of selected periodic solutions: a subthreshold
oscillation for b, < b < by (blue solid), the canard trajectory b, = b
(green dotted), a relaxation oscillations with b. > b (red dotted-
dashed), corresponding to the square, the triangle, and the disk,
in (a) respectively, and the cubic nullcline (dashed black). The
corresponding values of b are indicated by the colored dots in (a).
(c) Location of the canard transition b, for varying e. Numerical
path-following of the periodic solution with maximal period (green
line) is compared to asymptotic formula Eq. (3), shown dashed.

limit ¢ — 0; see, e.g., Ref. [18] for a recent overview. In
Fig. 1 we illustrate the canard transition in the symmetric
regime, showing numerical results obtained by path-following
methods [25]. In Fig. 1(a) we have fixed ¢ = 0.05, display-
ing the varying period along the branch of periodic orbits
emerging from the Hopf-bifurcation at b = by = 1. Note the
nearly vertical transition from small to large periods at the
canard transition » = b.. The phase portraits of the three orbits
shown in Fig. 1(b), selected before, after, and immediately
at the transition, indicate that the change in the period is
accompanied by a transition from small to large amplitudes
via canard trajectories that follow the unstable part of the slow
manifold, which is close to the critical manifold w = v —
v3 /3. From the neuroscience perspective, this corresponds to a
transition route from the quiescent state to the spiking regime
via subthreshold oscillations. A detailed asymptotic analysis
reveals that the leading order approximation for the location
b, of the canard transition is given by

be~ (1—¢/8), 3)

see Ref. [26]. In Fig. 1(c) we show that for small ¢ > 0 this
expression (dashed line) provides indeed a good approxima-
tion for the actual location of the canard transition (solid green
line), which we obtained numerically by path-following in &
the trajectory of maximal period, sometimes called maximal
canard [green curve in Fig. 1(b)]. Recall that both the regimes
of stable equilibrium and of subthreshold oscillations are
excitable [27,28] in a sense that a strong enough perturbation
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FIG. 2. Stability region (checkered pattern) of the symmetric
equilibrium Eq. (5) in the (b, c¢) plane, bounded by in-phase Hopf in-
stability (vertical blue line) and antiphase Hopf instability (diagonal
red line). The antiphase Hopf bifurcation changes from supercritical
to subcritical in a generalized Hopf point (GH), where a fold curve
of the antiphase synchronous limit cycles emerges (green line). DH
denotes the resonant double Hopf point for the decoupled system at
(b,c) =(1,0).

may elicit a large excursion in phase space, i.e., a spiking
response in the form of a single relaxation oscillation.

The full system Eq. (1), which can be rewritten in coordi-
nates longitudinal and transversal to the symmetry subspace
Eq. (2),

vpr =viE£v, wrr =wxws, 4

has a slow-fast structure with two fast and two slow variables.
For small coupling c, the corresponding critical manifolds
and fast fibers are given trivially as a direct sum of the
corresponding objects for each of the units. It can be easily
seen that the only stationary state of Eq. (1) is the symmetric
equilibrium

(1, wi, v2, w2) = (=b, —=b+b*/3, =b, —=b + b*/3), (5)

obtained from the single FitzHugh-Nagumo unit. While the
symmetry-preserving Hopf bifurcation at » = 1 in the coupled
system is analogous to the Hopf bifurcation of the single
FitzHugh-Nagumo unit and does not depend on the coupling
parameter c, in the coupled system the symmetric equilibrium
may also undergo symmetry-breaking bifurcations. In particu-
lar, it may become unstable via a Hopf bifurcation to antiphase
synchronized periodic solutions of the form

_ T _ T .
Ul(t)—v2<t+5>, wl(l‘)—w2<t+5), (6)

where 7 > 0 is the period. Using the longitudinal and
transversal coordinates Eq. (4) one obtains the condition

1-p
)

for this antiphase Hopf instability of the synchronous equi-
librium Eq. (5). In Fig. 2, the associated bifurcation curve
is shown in the (b, ¢) plane together with the in-phase Hopf
instability at b = 1. For attractive coupling ¢ > 0, the stabil-
ity region (checkered pattern) of the symmetric equilibrium
Eq. (5) is bounded by the in-phase Hopf instability, shown by

c

)

FIG. 3. Stability regions of basic periodic solutions in the (b, ¢)
plane for ¢ = 0.1: in-phase synchronous oscillations (blue diagonal
stripes); antiphase synchronous subthreshold oscillations (red dot-
ted); coexistence of in-phase and antiphase subthreshold oscillations
(purple filled); asynchronous oscillations—successive spiking (yel-
low squared). Bifurcation curves delineating the stability bound-
aries: in-phase Hopf instability (vertical blue line); antiphase Hopf
instability (diagonal red line); fold of antiphase synchronous limit
cycles (left boundary of the lower dotted region, green); subcritical
period doubling of in-phase subthreshold oscillations (left boundary
of the lower striped region, purple); subcritical symmetry breaking
pitchfork of in-phase subthreshold oscillations (right boundary of
the lower striped region, light blue); supercritical period doubling of
asynchronous oscillations (boundary of the squared region, orange).
Canard transition at b = b, (black dashed); see Fig. 1.

the blue line, while for repulsive coupling ¢ < 0, the stability
boundary is given by the antiphase Hopf Eq. (7). For larger
negative values of ¢, this bifurcation is subcritical, such that no
stable branch of antiphase synchronized oscillations emerges.
The criticality changes in a generalized Hopf (Bautin) point,
labeled as GH in Fig. 2. From this point emanates a curve of
folds of limit cycles, shown by the green line in Fig. 2. The
two Hopf bifurcation curves intersect in the resonant double
Hopf point (DH) located at (b, c) = (1,0). Note that this
point belongs to the line ¢ = 0 where the system decouples,
thus behaving neutral with respect to all symmetry-breaking
perturbations.

Figure 3 shows the stability regions and the associated
stability boundaries of the periodic solutions. For attractive
coupling ¢ > 0, all synchronous oscillations are stable (blue
diagonal striped region), undergoing at b = b, the canard
transition from small- to large-amplitude oscillations as in
the case of a single unit; cf. Fig. 1. For repulsive coupling
¢ < 0, the situation is more complicated. There is a small
region (red dotted in Fig. 3) above the generalized Hopf
point and the emanating fold of limit cycles (green curve)
where one finds stable antiphase synchronized oscillations.
Note that after a secondary bifurcation, the fold of limit
cycles (green curve) is no longer a stability boundary of the
antiphase synchronized oscillations (dashed part of the curve).
Surprisingly, there are also stable in-phase synchronized so-
lutions for repulsive coupling ¢ < 0. They are confined to a
narrow region immediately below the canard transition, which
is bounded by a curve of period doubling (left, purple line) and
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FIG. 4. Time traces and phase portraits of stable coexisting in-
phase synchronous (a) and antiphase synchronous (b) subthreshold
oscillations. Parameters (g, b, c) = (0.1, 0.9885, —0.0005) belong
to the coexistence region (purple in Fig. 3). Variables v, »(¢) are
shown in red (solid) and blue (dotted), whereas the coupling term
Av = c(v, — vy) is indicated in green color (dash-dotted).

a curve of symmetry-breaking pitchfork bifurcations (right,
light blue line). In particular, for small negative coupling, one
encounters a region of bistability, where both the in-phase and
antiphase synchronized oscillations are stable (purple-shaded
region in Fig. 3). Figure 4 illustrates coexisting stable in-phase
and antiphase synchronous solutions computed for the pa-
rameters (&, b, ¢) = (0.1, 0.9885, —0.0005) from this region.
Note that the coexistence region is confined to subthreshold
oscillations prior to the canard transition at b = b,..

Apart from the in-phase and antiphase synchronous
regimes, there may also appear periodic solutions without
any symmetry. For repulsive coupling ¢ < 0 and beyond the
canard transition, i.e., b < b, there is a large parameter region
admitting a stable regime of successive spiking, with both
units performing relaxation oscillations shifted in phase. The
stability region of this successive spiking, shown in yellow
(square pattern) in Fig. 3, is bounded by a curve of supercriti-
cal period doubling (right, orange line). Figures 5(a) and 5(b)
provide the time traces and phase portraits for the regime of

-25 -1 05 2

50 100 150
t v

FIG. 5. Time traces and phase portraits of stable asymmetric
successive spiking: (a) before period doubling (b = 0.98625) and
(b) after several period doubling bifurcations (b = 0.98692). The
remaining parameters are (c,¢) = (—0.01,0.1). Colors and line
styles are as described in the caption of Fig. 4.

successive spiking before period doubling and after several
period doubling bifurcations, respectively. Note that in Fig. 3
several bifurcation curves point toward the canard transition,
thus creating a complex scenario where the different dynami-
cal regimes with different symmetry properties bifurcate and
interchange their stability. This indicates that a detailed study
of the limit ¢ — 0, ¢ — 0 could reveal the dependence of
all these bifurcations on ¢ and in this way explain the whole
scenario by an unfolding of the corresponding singularity.
Moreover, there is a region, indicated in white in Fig. 3,
where none of the periodic solutions described above is stable.
We demonstrate below that in this region the system exhibits
several periodic or chaotic regimes characterized by the fact
that the trajectory of each unit comprises large relaxation
oscillation loops as well as smaller loops of a size comparable
to that of subthreshold oscillations. This phenomenon of
such so called mixed-mode oscillations has been extensively
studied using geometric singular perturbation methods for the
limit ¢ — 0. They are known to arise generically in slow-fast
systems with two slow variables and a folded node singu-
larity. Let us very briefly recall the corresponding slow-fast
geometry of system Eq. (1), see also Ref. [24]. Following
the classical approach (see, e.g., Ref. [18]), we find the fold
condition for the two-dimensional critical manifold as

(1 - vf)(l - v%) = c(2 — vl - v%)

For ¢ = 0, this provides two lines of folds, intersecting at
the point v; = v, = —1. At b = 1, the symmetric equilibrium
Eq. (5) passes through this intersection of folds (DH point
in Fig. 2). At the same time, the slow flow across the folds
vanishes along the whole pair of intersecting lines of folds
and hence violates also the usual genericity assumption on
a folded singularity. An unfolding at small ¢ # 0 of this
degenerate situation involves the interplay of two small quan-
tities. As a first step, we will explore these mixed-mode type
dynamics without invoking the singular limit where these
two quantities tend to zero. Instead, we use simulations and
numerical path-following techniques to describe the bifurca-
tion scenario for finite values of ¢. Comparing the results of
the numerical bifurcation analysis for different values of ¢
will also provide some information about possible scalings
between the two small quantities.

III. COMPLEX DYNAMICAL REGIMES
AT THE CANARD TRANSITION

To numerically examine the different types of solutions of
system Eq. (1), we have performed a parameter sweep with
respect to b at fixed c = —0.01 and ¢ = 0.1; see Fig. 6. The
scan is performed by a numerical continuation according to
the following procedure: after each increment in the sweeping
parameter b, we use the final state of the preceding simulation
as an initial condition, then discard a transient, and sample the
return times 7, between consecutive crossings of the Poincaré
section w; = —2/3. The robustness of the numerical results
has been verified for different simulation step sizes of the
fourth-order Runge-Kutta scheme, which has been used in all
of our simulations. Sweeping has been carried out in forward
(increasing b, red points) and backward direction (decreasing
b, black points), allowing us to detect potential coexisting
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FIG. 6. Sampled return times 7, between consecutive cross-
ings of the hyperplane w; = —2/3 for varying b and (c,¢) =
(—0.01, 0.1). Red and black points correspond to different sweeping
directions in b.

stable regimes. Note that the return times 7;, =~ 50 correspond
to a single round trip of the unit j = 1 along the relaxation
oscillation orbit, while the return times 7;, < 30 correspond
to a round trip following a subthreshold oscillation orbit. In
Fig. 6, one can identify the regime of successive spiking
in regions I and II, the in-phase subthreshold oscillations in
regions II-IV, and the antiphase subthreshold oscillations in
region VII. In addition, we find the periodic regime displayed
in Fig. 7(a), which is the only attractor in region V and
coexists with the in-phase subthreshold oscillations in region
IV. Note that due to the space-time symmetry Eq. (6), the
phase portraits of the trajectories of both units in the (v, w)

(@) = 0.98919 I

oL 1.5 | 7

E 05 ~ 0.5 | N
=05

S _15 =05 b
725 1 1 1 1 715 1 1

—0.5 | & .
~15 o
—25-1 05 2
vj

plane coincide. This periodic regime can be characterized as
follows. Within one period, each unit performs two round
trips along the relaxation oscillation orbit and one round trip
along a subthreshold oscillation orbit. The spikes of the two
units again occur with a phase shift as in the successive
spiking regime. However, as a result of the inlaid subthreshold
oscillations, the spiking order gets reversed for every pair of
successive relaxation oscillations. This regime of alternating
spiking order with a single subthreshold oscillation performed
between each pair of successive spikes is referred to as simple
leap-frogging. We shall discuss the underlying bifurcation
scenario and its dependence on the slow-fast structure of the
system in the following section.

In region VI, one observes chaotic behavior, interrupted by
some small parameter intervals of more complicated periodic
behavior. Chaotic mixed-mode oscillations have already been
numerically observed in Ref. [29] for a periodically forced
slow-fast oscillator. Examples of chaotic orbits are shown in
Figs. 7(e) and 7(f). More complicated periodic orbits from
some of the periodic windows in region VI are provided in
Figs. 7(b)-7(d). The periodic orbits in Figs. 7(b) and 7(d)
carry the space-time symmetry Eq. (6), which leads to a
similar exchange in the spiking order as the leap-frog orbit
in Fig. 7(a). The periodic solution in Fig. 7(c) is asymmetric,
displaying successive spikes with fixed spiking order similar
to Fig. 4(a), but interspersed with several almost antiphase
subthreshold oscillations.

A. Simple leap-frogging

The dynamical regime of leap-frogging illustrated in
Fig. 7(a) is a periodic regime where successive spikes occur
with an alternating spiking order. The alternation is induced

@ _ 5=10.99205 B

o L5 - 15 -

~

3 - 05 5

S —0.5 1
-15 o

vj, Av/2

vj, Av/2

100 200 3(20 400 500 600

—25-1 05 2
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FIG. 7. Time traces and phase portraits of selected trajectories from regions V and VI in Fig. 6: Simple leap frogging in (a); periodic orbits
with space-time symmetry in (b) and (d); asymmetric periodic orbit with several subthreshold oscillations in between successive spikes in (c);
chaotic regimes in (e) and (f). Other parameters and colors and line styles are as described in the caption of Fig. 4.
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FIG. 8. (a) Branch of simple leap-frog solutions for varying b
and fixed ¢ = —0.01, ¢ = 0.1. The stability region (solid curve) is
bounded by two folds of limit cycles (yellow square and red cross).
At all other folds (e.g., green circle) both branches are unstable
(dashed curves). (b) Phase portraits of limit cycles at the folds from
panel (a), square (dotted), cross (solid), and circle (dashed).

by a subthreshold oscillation of the leading unit, whereby the
lagging unit, passing without such a small loop, can overtake
the current leader and spike the next time first. During the next
spiking event, the units follow an analogous scenario but with
interchanged roles, which results in the space-time symmetry
Eq. (6). Figure 8(a) provides the branch of leap-frogging
solutions for varying b and fixed (c, ¢) = (—0.01, 0.1). The
branch has the shape of a closed curve and is stable only
within a small region bounded by two folds of limit cycles. A
continuation of these folds in the two parameters (b, ¢), shown
as black curves, provides the purple stability region shown in
Fig. 9(a). The latter has the shape of a linear cone and points
to the canard transition of the uncoupled periodic regime at
(b, ¢) = (b¢, 0). However, for the chosen value of ¢ = 0.1,
the exact bifurcation structure in the vicinity of this point
could not be reliably resolved numerically. Therefore, to gain
a better understanding of the bifurcation structure at the tip
of the stability cone, we increased the value of . Figure 9(b)
shows the associated stability region in the (b, ¢) plane. For
the fixed values of ¢ = 0.15 and ¢ = 0.2, we calculated again
the stability cones in the (b, ¢) plane, see the green and blue
regions in Fig. 9(a). For these larger values of ¢, it becomes
apparent that the cones are clearly detached from the line
¢ =0, and that the sharp tip of the cone is actually formed
by a single smooth curve of fold bifurcations. However, there
is a codimension-two point close to the tip where a curve of
symmetry-breaking pitchfork bifurcations crosses through the
fold and becomes the stability boundary of the leap-frogging
regime. The pitchfork curves are plotted in red in Fig. 9. For
larger ¢ = 0.15 [see the green stability cone in Fig. 9(a)],
we observe another cusp point where the branch of stable
leap-frogging folds over, such that its stability region is again
delineated by a fold (black curves in Fig. 9).

For ¢ = 0.2 we were able to completely resolve the bifur-
cation scenario in the vicinity of the tip; see Fig. 10. At small
coupling ¢ = —0.00195 the branch of leap-frogging solutions
emerges as a small bubble [panel (I)]. For stronger coupling,
this closed branch folds over and a further pair of folds

FIG. 9. (a) Stability regions of the simple leap-frog solutions
in the (b, ¢) plane for fixed ¢ € {0.2,0.15, 0.1} are shown in blue,
green, and purple, respectively. The vertical dashed lines of corre-
sponding color indicate the location b.(¢) of the canard transition
of the synchronous oscillations. (b) Stability regions of the simple
leap-frog solutions in the (b, ) plane for fixed ¢ = —0.012. In
both panels, the stability regions are bounded by curves of fold
bifurcations (solid black lines) and curves of pitchfork bifurcations
(shown by red color). Triangles and squares indicate pitchfork-fold
interaction and cusp points.

emanates from a cusp point. Moreover, through symmetry-
breaking pitchfork bifurcations, there appears a branch of
asymmetric leap-frogging solutions, which is also folded in
an increasingly complex fashion, sometimes even featuring
a small region of stability [see panel (II)]. Another type of
codimension-two bifurcation points are 1:1 resonances, which
give rise to branches of torus bifurcations. Figure 9 shows
that for smaller ¢, this complicated bifurcation scenario is
contracted to a small vicinity of the canard transition of the
uncoupled periodic regime at (b, ¢) = (b, 0). The presum-
ably exponential scaling of this contraction would clarify why
already for ¢ = 0.1 the bifurcations at the tip of the cone could
not be reliably resolved by our numerics.

B. Multiple leap-frogging

We have observed that the stable simple leap-frog solutions
emerge already at very weak negative coupling and are ac-
companied with a regime of complicated or chaotic mixed-
mode oscillations. However, for stronger negative coupling,
one finds a different scenario. In Fig. 11 we show different
dynamical regimes for varying parameter b, now with ¢ =
—0.1, while ¢ is fixed again to 0.1. Similar to Fig. 6, we

042207-6



LEAP-FROG PATTERNS IN SYSTEMS OF TWO COUPLED ...

PHYSICAL REVIEW E 99, 042207 (2019)

O T T T T T T T T T T
(a) (b)
g
—0.003 -
AL
~0.005 |-
Q ' Q
ibe
| —0.005 e
—0.01 \
1 1 1 1 N 1 1 |\ 1 N
0.969 0971 0.973 0.975 0977 0.979 0.973 0.974 0.975 0.976
b b
' I 11 :
0] 91 L - - (1) |
2.1 + \~
2.02 | . .
N N N N k
~ ~ ~
19
¢ = —0.00197 ¢ = —0.00367 2 c=—0.01129 N
1.98 ! 1.9 ! L X
0.9704 0.9709 0.9705 0.9725 0.97 0.98
b b

FIG. 10. (a) Bifurcations of the simple leap-frogging solutions in the (b, ¢) plane for ¢ = 0.2. (b) Enlarged view of the region where the
complexity of the bubble increases. Bifurcation curves: folds of limit cycles (black), pitchfork bifurcations (red), torus bifurcations (green),
also indicated by the labels LP, BP, and TR in panel (b), respectively. Solid curves indicate bifurcations delimiting the stability region; Dashed
bifurcation curves involve only unstable states. Codimension-two bifurcations: cusps of limit cycles (squares), pitchfork-fold (triangles), torus
(green circles). (I)—(IIT) Solid curves indicate stable branches of leap-frogging solutions with folds points (stars) and pitchfork bifurcations
(circles), dashed curves indicate unstable branches. Asymmetric branches emerging from pitchfork bifurcations (red circles) are shown in red.

The chosen values of ¢ are indicated in panels (a) and (b).

have for each b value sampled the return times between
consecutive Poincaré events where one of the units crosses
v; = —b in increasing direction. For this stronger repulsive
coupling we find a sequence of periodic patterns with a
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0.995 1.015 1.035 1.055 1.075 1.095

FIG. 11. Sampled return times between consecutive Poincaré
events of vy = —b (red) or v, = —b (black) for varying b and fixed
(c, &) =(—0.1,0.1).

gradually increasing number of subthreshold oscillations be-
tween two subsequent relaxation oscillations. Beginning from
the regime of successive spiking at the left edge of the dia-
gram, the system switches to the simple leap-frogging regime,
characterized by two sightly different return times 7, ~ 50
corresponding to round trips along the relaxation oscillation
orbit and a single return time 7, < 30 corresponding to the
subthreshold oscillation following only after every second
spike. Due to the symmetry Eq. (6) and the alternating spiking
order, the units leave an identical trace in the respective return
times. The time traces typical for the subsequent dynamical
regime at larger b are shown in Fig. 12(a). Here, the sub-
threshold oscillations follow after each spike, which results
in an asymmetric solution with fixed leader and laggard unit,
distinguished by slightly different return times for the small
loop and the relaxation oscillation. Note that the subthreshold
oscillations, performed almost in antiphase, allow for the units
to interchange the leadership twice. This is why we call this
regime double leap-frogging. Increasing b further, we find
another regime, again with the space-time symmetry Eq. (6)
and an alternating spiking order, now caused by a triple in-
terchange of leadership while performing the small loops; see
Fig. 12(b). The following periodic regimes for larger b exhibit
a further increasing number of subthreshold oscillations and
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FIG. 12. Time traces and phase portraits of double leap-frogging
at b=1.05 (a) and triple leap-frogging at b = 1.065 (b). Other
parameters are (c, &) = (—0.1,0.1). Colors and line styles are as
described in the caption of Fig. 4.

are successively either of the asymmetric type with fixed
spiking order or of the type with the space-time symmetry and
an alternating order of spiking, characterized by an even and
odd number of leadership exchanges, respectively.

We have examined the stability regions of the double leap-
frogging regime for varying c¢ and different values of ¢; see
Fig. 13. In contrast to the case of simple leap-frogging, these
regions do not extend to a close vicinity of the degeneracy
at ¢ = 0. Under varying ¢, their position with respect to the
parameter b does not adapt to the canard transition b.(g) of
the symmetric oscillations (vertical dashed lines), as in case of
the simple leap-frogging. The stability boundaries are outlined

FIG. 13. Stability regions of the double leap-frog solutions in
the (b, c¢) plane for fixed ¢ € {0.2, 0.15, 0.1} are presented in blue
(bottom), green (middle), and purple (top), respectively. The left
boundary of each region is given by a curve of period doubling
bifurcations (orange), whereas the right one is provided by a fold
curve (black). The vertical dashed lines of corresponding color
indicate the location b, (¢) of the canard transition of the synchronous
oscillations.

by curves of period doubling (orange) and curves of fold
bifurcations (black) and do not involve any codimension-two
bifurcations. This scenario for larger negative coupling, which
is characterized by subsequent periodic patterns with different
numbers of large relaxation oscillations and small loops,
conforms, except for the different symmetry types, to the
results of the asymptotic theory of mixed-mode oscillations
at a folded node singularity.

IV. DISCUSSION AND OUTLOOK

In the present study, we have demonstrated that a variety
of complex leap-frog patterns may emerge in a simple sys-
tem comprised of two FitzHugh-Nagumo units with linear
repulsive coupling in the fast variables. This complex dynam-
ical scenario appears for parameter values in a vicinity of
the canard transition of the uncoupled system and involves
periodic solutions of different symmetry types. For larger
repulsive coupling we obtain periodic regimes combining
different numbers of small subthreshold and large relaxation
oscillations, which resemble the general results for mixed-
mode oscillations in slow-fast systems. For almost vanishing
coupling, where the system gains an additional degeneracy,
the situation is different. The stability region of the regime
of simple leap frogging has the shape similar to a locking
cone that approaches extremely close to the canard transition
at vanishing coupling. Close to the tip of the cone, we have
found a complex bifurcation scenario, which for decreasing
& is contracted to a close vicinity of the degenerate canard at
¢ = 0. This contraction happens at a very fast and presumably
exponential rate, such that already for moderately small values
of ¢ a reliable numerical treatment became unfeasible and it
would be a challenging task to perform an analytical study of
this scenario in the singular limit ¢ — 0.

Qualitatively, the onset of the leap-frog patterns may be
explained as a result of a strong sensitivity to perturbations
of the relaxation oscillation of a single FitzZHugh-Nagumo
unit just above the canard transition. There, already very
small perturbations applied during the passage near the fold
singularity of the slow manifold can deviate the trajectory
away from the relaxation oscillation, giving rise to one or
several loops conforming to subthreshold oscillations. Such
a behavior of phase-sensitive excitability and the resulting
response to excitations by noise of a single FitzHugh-Nagumo
unit has been studied in Ref. [30]. Similar phenomena where
the excitations arise from interactions in more complex net-
works have been studied in Ref. [31].

So far, the conditions relevant for the emergence of leap-
frog patterns have mostly been considered within the context
of neuroscience, especially in terms of relation to synchro-
nized states. It has been known that such patterns cannot
be obtained within the framework of weak-coupling theory
for a pair of phase oscillators, because alternating order of
firing cannot be described by reduction to an autonomous
flow on the corresponding torus [32—34]. Thus, it was first
believed that to observe the leap-frog solutions, one has to
complement the phase oscillator dynamics by a complex
synaptic coupling involving a finite synaptic time constant
[12]. The suggested alternative has been to augment the
simple phase dynamics by an additional negative phase branch
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corresponding to strong hyperpolarization after the spiking
event, as in case of the quadratic integrate-and-fire neuron
model [12]. With regard to relaxation oscillators, the leap-
frog patterns have first been observed as near-synchronous
states where the complete phase synchronization is perturbed
by strong inhibitory or excitatory coupling [13,14]. Later
research focused on class I neural oscillators represented by
Wang-Buszaki [15] or Morris-Lecar model [12,35]. In both
instances, it has been found that the appropriate inhibitory
noninstantaneous synaptic dynamics is crucial for the onset of
leap-frog dynamics. In particular, in the case of Morris-Lecar
oscillators, such patterns are facilitated by the fact that the
strong coupling causes the neurons to become transiently
trapped in the subthreshold (excitable) state during a certain
interval of the oscillation cycle, which allows for the exchange
of the spiking order between the units [12]. In contrast to
the above studies, we do not suggest a specific physiological
mechanism, but discuss the general case of a system of weakly

coupled excitable units and show how the mechanism behind
the exchange of leadership involves subthreshold oscillations,
typically observed in class II neural oscillators [17,18,20]. In
this sense our small negative linear coupling term can be seen
as the essence of how qualitatively a local linearization of a
more complicated functional dependence has to act to induce
the leap-frog patterns.
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Abstract — Inverse stochastic resonance is a phenomenon where an oscillating system influenced
by noise exhibits a minimal oscillation frequency at an intermediate noise level. We demonstrate
a novel generic scenario for such an effect in a multi-timescale system, considering an example
of emergent oscillations in two adaptively coupled active rotators with excitable local dynamics.
The impact of plasticity turns out to be twofold. First, at the level of multiscale dynamics,
one finds a range of intermediate adaptivity rates that give rise to multistability between the
limit cycle attractors and the stable equilibria, a condition necessary for the onset of the effect.
Second, applying the fast-slow analysis, we show that the plasticity also plays a facilitatory role
on a more subtle level, guiding the fast flow dynamics to parameter domains where the stable
equilibria become focuses rather than nodes, which effectively enhances the influence of noise.
The described scenario persists for different plasticity rules, underlying its robustness in the light

of potential applications to neuroscience and other types of cell dynamics.

Copyright © EPLA, 2018

Introduction. — Noise in coupled excitable or bistable
systems may induce two types of generic effects [1]. On
the one hand, it can modify the deterministic behavior
by acting non-uniformly on different states of the sys-
tem, thus amplifying or suppressing some of its features.
On the other hand, noise may give rise to completely
novel forms of behavior, typically based on crossing the
thresholds or separatrices, or involving enhanced stabil-
ity of deterministically unstable structures. In neuronal
systems, the constructive role of noise at different stages
of information processing, referred to as “stochastic facili-
tation” [2,3], mainly comprises resonant phenomena. A
classical example is the stochastic resonance [4], which
allows for the detection of weak subthreshold periodic
signals. A more recent development concerns the ef-
fect of inverse stochastic resonance (ISR) [3,5-12], where
noise selectively reduces the spiking frequency of neuronal
oscillators, converting the tonic firing into intermittent
bursting-like activity or a short-lived transient followed

(@) E-mail: franovic@ipb.ac.rs

by a long period of quiescence. The name of the effect
should be taken cum grano salis, because in contrast to
stochastic resonance, it involves no additional external sig-
nal: one rather observes a non-monotonous dependence of
the spiking rate on noise variance, whereby the oscilla-
tion frequency becomes minimal at a preferred noise level.
Such an inhibitory effect of noise has recently been shown
for cerebellar Purkinje cells [11], having explicitly demon-
strated how the lifetimes of the spiking (“up”) and the
silent (“down”) states [13-15] are affected by the noise
variance. ISR has been indicated to play important func-
tional roles in neuronal systems, including the reduction
of spiking frequency in the absence of neuromodulators,
suppression of pathologically long short-term memories,
triggering of on-off tonic spiking activity and even opti-
mization of information transfer along the signal propaga-
tion pathways [3,7,9,11].

So far, theoretical studies on ISR have mostly con-
cerned the scenario where a single neuron exhibits bistable
deterministic dynamics, featuring coexistence between a
limit cycle and a stable equilibrium. Such bistability is
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typical for Type-II neurons below the subcritical Hopf bi-
furcation, e.g., classical Hodgkin-Huxley and Morris-Lecar
models [3,6-8]. There, applying noise induces switching
between the metastable states, but at an intermediate
noise level, one surprisingly finds a strong asymmetry of
the associated switching rates, which makes the periods
spent in the vicinity of equilibrium much longer than the
periods of spiking activity.

An important open problem concerns conditions giving
rise to ISR in coupled excitable systems, where noise influ-
ences the emergent oscillations. Here we address in detail
this issue, as it may be crucial to understanding the preva-
lence of the effect in neural networks, whose activity de-
pends on the interplay of excitability, coupling properties
and noise. Synaptic dynamics typically involves the plas-
ticity feature, which makes self-organization in neuronal
systems a multi-timescale process: the short-term spiking
activity unfolds on a quasi-static coupling configuration,
while the slow adjustment of coupling weights depends on
the time-averaged evolution of units.

Motivated by the findings in neuroscience, we focus on
the onset of ISR in a simplified, yet paradigmatic system
of two adaptively coupled stochastic active rotators with
excitable local dynamics. Active rotators are canonical for
Type-I excitability and may be seen as equivalent to the
theta-neuron model. Adaptivity is introduced in a way
that allows continuous interpolation between a spectrum
of plasticity rules, including Hebbian learning and spike-
time-dependent plasticity (STDP) [16-18].

We demonstrate a generic scenario for the plasticity-
induced ISR, where the system’s multiscale structure, de-
fined by the adaptivity rate, plays a crucial role. On a
basic level, plasticity gives rise to multistable behavior in-
volving coexisting stationary and oscillatory regimes. An
additional subtlety, which we show by the fast-slow anal-
ysis, is that the plasticity promotes the resonant effect by
guiding the fast flow toward the parameter region where
the stable fixed points are focuses rather than nodes.

The paper is organized as follows. In the next sec-
tion the details of the model and the numerical bifurca-
tion analysis of the deterministic dynamics are presented.
The third section contains the results on the ISR effect
and the supporting conditions. In the fourth section the
fast-slow analysis is applied to explain the mechanism by
which plasticity enhances the system’s non-linear response
to noise. Apart from providing a brief summary, in the
last section we also discuss the prevalence of the observed
effect.

Model and bifurcation analysis of deterministic
dynamics. — Our model involves two stochastic active
rotators interacting by adaptive couplings [19-22],

©1 = Iy —sinpy + ky sin (w2 — 1) + \/551 (t),

Yo = Iy —sin s + Ko sin (¢1 — @2) + \/Efg(t), ()
K1 = e(—r1 +sin(p2 — @1 + 3)),
Ko = €(—ka + sin(¢1 — p2 + 0)),

where the phases {p1,¢2} € S!', while the coupling
weights {k1, ko} are real variables.

The excitability parameters Iy, which one may interpret
as external bias currents in the context of neuroscience,
are assumed to be identical for both units. For such a
setup, the deterministic version of (1) possesses a Zs sym-
metry, being invariant to the exchange of units’ indices.
The uncoupled units undergo a SNIPER bifurcation at
Iy = 1, with the values Iy < 1(Iy > 1) corresponding to
the excitable (oscillatory) regime. We consider the case of
excitable local dynamics, keeping Iy = 0.95 fixed through-
out the paper, such that the oscillations may emerge only
due to the coupling terms and/or noise. The scale sepa-
ration between the fast dynamics of the phases and the
slow dynamics of adaptation is adjusted by the parameter
€ < 1. The fast variables are influenced by independent
white noise of variance D such that & (¢)&; (t') = 6;;0(t—t')
for i,j € {1,2}. Conceptually, adding stochastic input to
the fast variables embodies the action of synaptic noise in
neuronal systems [23].

The modality of the plasticity rule is specified by the
parameter 3, whose role may be understood by invok-
ing the qualitative analogy between the adaptation dy-
namics in classical neuronal systems and the systems of
coupled phase oscillators. This issue has first been ad-
dressed in [24-26], and a deeper analysis of the correspon-
dence between the phase-dependent plasticity rules and
the STDP has been carried out in [19]. In particular, it
has been shown that the plasticity dynamics for § = 3m/2,
where the stationary weights between the oscillators with
smaller /larger phase differences increase/decrease, quali-
tatively resembles the Hebbian learning rule [25,26]. Nev-
ertheless, when 8 = m, the coupling weights encode a
causal relationship between the spiking of oscillators by
changing in the opposite directions, in analogy to an
STDP-like plasticity rule. Our interest lies with the (8
interval interpolating between these two limiting cases.

Using bifurcation analysis of the deterministic dynam-
ics of (1), we first show how the modality of the plasticity
rule influences the number of stationary states, and then
explain how the onset of oscillations depends on adap-
tivity rate. The bifurcation diagram in fig. 1 indicates
that the number and the stability of fixed points of (1)
change with 8 in such a way that the system may pos-
sess two, four or six fixed points. Due to invariance to
Z5 symmetry, one always finds pairs of solutions shar-
ing the same stability features. We consider the plastic-
ity rules described by 8 € (3.298,4.495), cf. the shaded
region in fig. 1, where the system has two stable fixed
points lying off the synchronization manifold ¢ = @9, as
well as four unstable fixed points. The bifurcations oc-
curring at the boundaries of the relevant § interval are
as follows. At § = 3.298, the system undergoes a su-
percritical symmetry-breaking pitchfork bifurcation giving
rise to a pair of stable fixed points off the synchroniza-
tion manifold. For § = 4.495, this pair of stable fixed
points collides with a pair of unstable fixed points off
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Fig. 1: (Color online) Bifurcation diagram for the fixed points
of (1) with D = 0 under variation of 3. Solid lines refer to
stable fixed points, while dashed and dotted lines correspond
to saddles of unstable dimension 1 and 2, respectively. Shad-
ing indicates the considered range of plasticity rules. The two
fixed points independent on (3 belong to the synchronization
manifold. The remaining parameters are Ip = 0.95, ¢ = 0.05.

the synchronization manifold, getting annihilated in two
symmetry- related inverse fold bifurcations. Note that the
weight levels typical for the two stable stationary states
support effective unidirectional interaction, in a sense that
one unit exerts a much stronger impact on the dynamics
of the other unit than vice versa. When illustrating the
effect of ISR, we shall mainly refer to the case § = 4.2.
For this 3, the two stable focuses of (1) at D = 0 are
given by (¢1, p2, k1, k2) = (1.177,0.175,0.032, —0.92) and
(¢1,p2, k1, k2) = (0.175,1.177,—0.92,0.032). Within the
considered [ interval, the two stable fixed points of the
coupled system exhibit excitable behavior, responding to
external perturbation by generating either the successive
spikes or synchronized spikes [21].

The onset of oscillations for the deterministic version
of (1) relies on the interplay between the plasticity rule,
controlled by (, and the adaptation rate, characterized
by e. In fig. 2(a) are shown the results of parameter sweep
indicating the variation of k; variable, o,;, = max(k1(t))—
min(k1(¢)), within the (3, €) parameter plane. The sweep
indicates the maximal stability region of the two emerging
periodic solutions, related by the exchange symmetry
of units indices. The data are obtained by numerical
continuation starting from a stable periodic solution, such
that the final state reached for the given parameter set is
used as initial conditions of the system dynamics for incre-
mented parameter values. One observes that for fixed (3,
there exists an interval of timescale separation ratios ¢ €
(Emins €maz) admitting oscillations, see fig. 2(b). Within
the given € range, the system exhibits multistability
where periodic solutions coexist with the two symmetry-
related stable stationary states. The lower threshold for
oscillations, €,,;n, reduces with (3, whereas the upper
boundary value, €,,4., is found to grow as 3 is enhanced.
Note that the waveform of oscillations also changes as
€ is increased under fixed B. In particular, for smaller
€, the waveforms corresponding to the two units are
rather different. Nevertheless, around e ~ 0.06 the system
undergoes a pitchfork bifurcation of limit cycles, such that
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Fig. 2: (Color online) Onset of oscillations in (1) for D = 0.
(a) Variation o, of the coupling weight x1 in the (3, €)-plane.
(b) Mean coupling weights (x1)(e) and (k2)(e) for oscillatory
(thick lines) and stationary states (thin lines) at 8 = 4.2.
(c) Variation o, (€¢) and ok, (€), presented as in (b). Shad-
ing in (b) and (c) indicates the € interval admitting the stable
periodic solutions.
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Fig. 3: (Color online) (a) Mean spiking rate (f) in terms of
D for ¢ € {0.06,0.08,0.1}. The curves exhibit a character-
istic minimum at an intermediate noise level. (b)—(d) Time
traces ¢1(t) and @2(t) for noise levels below, at and above
the resonant value. The remaining parameters are Iy = 0.95,
B =4.2,¢=0.06.

the oscillatory solution gains the anti-phase space-time
symmetry o1(t) = @o(t+71/2), k1(t) = ko(t+T/2), where
T denotes the oscillation period [21].

Numerical results on ISR. — Inverse stochastic
resonance manifests itself as noise-mediated suppression
of oscillations, whereby the frequency of noise-perturbed
oscillations becomes minimal at a preferred noise level.
For system (1), we find such an effect to occur generically
for intermediate adaptivity rates, supporting multistabil-
ity between the stationary and the oscillatory solutions,
as described in the previous section. A family of curves
describing the dependence of the oscillation frequency on
noise variance (f)(D) for different e values is shown in
fig. 3. All the curves corresponding to € > €, () show
a characteristic non-monotonous behavior, displaying a
minimum at the optimal noise intensity. For weaker noise,
the oscillation frequency remains close to the determinis-
tic one, whereas for much stronger noise, the frequency
increases above that of unperturbed oscillations. The dis-
played results are obtained by averaging over an ensemble
of 1000 different stochastic realizations, having excluded
the transient behavior, and having fixed a single set of ini-
tial conditions within the basin of attraction of the limit
cycle attractor. Nevertheless, we have verified that the
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Fig. 4: (Color online) (a)—(c) Stationary distribution P(¢1) for the noise levels below, at and above the resonant value. System
parameters are Ip = 0.95, 3 = 4.2 and € = 0.06. From the three observable peaks, the middle one, prevalent in (a) and (c), refers
to the metastable state associated to the oscillatory mode of (1) for D = 0. The two lateral peaks, dominant in (b), correspond
to quasi-stationary states derived from the stable equilibria of the deterministic version of (1). (d) Bimodality coefficient for
the stationary distribution of k1, bp(.,), as a function of D. The three curves refer to e = 0.06 (diamonds), e = 0.08 (circles)
and € = 0.1 (squares).
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Fig. 5: (Color online) (a) and (b): transition rates from the stability basin of the limit cycle to the fixed point, yrc—rp(D)
and vice versa, yrp—rc(D), numerically obtained for ¢ = 0.06 (squares) and ¢ = 0.1 (circles). The remaining parameters are
Ip = 0.95,3 = 4.2. (c) Determinant of the Jacobian calculated along the limit cycle orbit as a function of the phase variable.
The quantity provides an indication of the sensitivity of certain sections of the orbit to external perturbation. Blue and red

colors correspond to € = 0.06 and € = 0.1, respectively.

qualitatively analogous results are obtained if for each
realization of stochastic process one selects a set of ran-
dom initial conditions lying within the stability basin of
the periodic solution. The suppression effect of noise de-
pends on the adaptivity rate, and is found to be more pro-
nounced for faster adaptivity. Indeed, for smaller €, o(t)
series corresponding to the noise levels around the min-
imum of (f)(D) exhibit bursting-like behavior, whereas
for larger €, noise is capable of effectively quenching the
oscillations, such that the minimal observed frequency ap-
proaches zero.

The core of the described effect concerns switching
dynamics between the metastable states associated to
coexisting attractors of the deterministic version of sys-
tem (1). To illustrate this, in fig. 4 we have considered
the stationary distributions of one of the phase vari-
ables, P(y), for the noise levels below, at and above the
minimum of the (f)(D), having fixed the remaining pa-
rameters to (3,¢) = (4.2,0.06). The distribution P(y)
is characterized by two lateral peaks, reflecting the two
symmetry-related quasi-stationary states, and the area
around the central peak, corresponding to the oscillatory
mode. For small noise D = 0.0015, see fig. 4(a), and
very large noise D = 0.006, cf. fig. 4(c), the central
peak of P(ip) is expectedly prevalent compared to the two
lateral peaks. Nevertheless, the switching dynamics for

D = 0.0025, the noise level about the minimum of (f)(D),
is fundamentally different, and the corresponding distribu-
tion P(¢) in fig. 4(b) shows that the system spends much
more time in the quasi-stationary states than performing
the oscillations. The onset of ISR in the dynamics of fast
variables is accompanied by the increased bimodality of
the stationary distribution of the couplings, see fig. 4(d).

In order to observe the non-monotonous response of
the system’s frequency to noise, the geometry of the
phase space has to be asymmetrical with respect to the
separatrix between the coexisting attractors in such a
way that the limit cycle attractor lies much closer to
the separatrix than the stationary states. Such structure
of phase space gives rise to asymmetry in switching
dynamics, whereby at the preferred noise level around the
minimum of (f)(D), the transition rate from the stability
basin of the limit cycle attractor to that of stationary
states yLo— pp becomes much larger than the transition
rate in the inverse direction, vypp_rc. Figures 5(a)
and (b) corroborate that the dependences v,c— pp(D)
and ypp_rc(D) are qualitatively distinct: the former
displays a maximum at the resonant noise level, whereas
the latter just increases monotonously with noise. The
fact that ISR is more pronounced for higher adaptivity
rates is reflected in that the curve y,o— pp(D) for e = 0.1
lies substantially above that for e = 0.06, see fig. 5(a).
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Fig. 6: (Color online) Mean spiking rate (f) as a function of 3
and D for fixed € = 0.05. The results evince the robustness of
the ISR effect with respect to different plasticity rules.

To understand why the interplay of adaptivity rate and
noise yields a stronger resonant effect for larger €, we have
investigated the susceptibility of the limit cycle attractor
to external perturbation. In particular, fig. 5(c) shows how
the determinant of the Jacobian calculated along the limit
cycle orbit change for € = 0.06 (blue line) and € = 0.1 (red
line), respectively. For smaller €, one may identify two
particular points where the determinant of the Jacobian
is the largest, i.e., where the impact of external pertur-
bation is felt the strongest. This implies that noise is
most likely to drive the systems trajectory away from the
limit cycle attractor around these two sections of the orbit,
which should lie closest to the boundary to the stability
basins of the stationary states. Such a physical picture
is maintained for larger €, but one should stress that the
sensitivity of limit cycle attractor to external perturbation
substantially increases along the entire orbit, cf. fig. 5(c).
In other words, faster adaptivity enhances the impact of
noise, contributing to a more pronounced ISR effect. This
point is addressed from another perspective in the next
section.

We also examine the robustness of ISR to different
modalities of the plasticity rule specified by (. Figure 6
shows how the average oscillation frequency changes with
B and D for fixed e = 0.05. The non-linear response to
noise, conforming to a resonant effect with a minimum of
oscillation frequency at an intermediate noise level, per-
sists in a wide range of 3, essentially interpolating between
the Hebbian-like and the STDP-like adaptive dynamics.

Fast-slow analysis: role of plasticity in the reso-
nant effect. — Though ISR is observed for intermediate e,
here we show that the fast-slow analysis may still be
applied to demonstrate a peculiar feature of the mecha-
nism behind the resonant effect. In particular, we find
that the plasticity enhances the resonant effect by driv-
ing the fast flow dynamics toward the parameter domain
where the stationary state is a focus rather than a node. It
is well known that the response to noise in multi-timescale
systems qualitatively depends on the character of station-
ary states. Indeed, by using the sample-paths approach
and other advanced techniques, it has already been shown

that such systems may exhibit fundamentally different
scaling regimes with respect to noise variance and the
scale-separation ratio [27,28]. Moreover, the resonant ef-
fects may typically be expected in the case in which quasi-
stationary states are focuses [27], essentially because the
local dynamics around the stationary state then involves
an eigenfrequency.

Within the standard fast-slow analysis, one may ei-
ther consider the layer problem, defined on the fast
timescale, or the reduced problem, concerning the slow
timescale [29]. For the layer problem, the fast flow dynam-
ics p1(t; k1, Ka), p2(t; K1, ko) is obtained by treating the
slow variables k1 and kg as system parameters, whereas in
the case of the reduced problem, determining the dynamics
of the slow flow (k1 (t), k2(t)) involves time-averaging over
the stable regimes of the fast flow of the layer problem.
The fast flow can in principle exhibit several attractors,
which means that multiple stable sheets of the slow flow
may emerge from the averaged dynamics on the different
attractors of the fast flow. Our key point concerns the dy-
namics of the slow flow, which requires us to first classify
the attractors of the fast flow.

The fast flow dynamics is given by

$1 = Io — siny + k1 sin (2 — 1), @)

Yo = Iy — singy + Ko sin (p1 — p2),
where K1, kg € [—1, 1] are considered as additional system
parameters. One may formally obtain (2) by setting e = 0
in (1) with D = 0. We find that the fast flow is monos-
table for most of the (k1,k2) values, exhibiting either a
stable equilibrium or a limit cycle attractor, see fig. 7(a).
In general, the fast flow admits either two or four fixed
points, and a more detailed physical picture, including
the associated bifurcations, is presented in [21]. The sta-
bility region of the oscillatory regime, outlined by the red
color, has been calculated by numerical continuation start-
ing from a stable periodic solution. Bistability between a
stable fixed point and a limit cycle is observed only in a
small area near the main diagonal k1 = ky. Within the
region featuring oscillatory regime, each periodic solution
obtained for (k1,k2) above the main diagonal has a Zs
symmetry-related counterpart below the diagonal. Typi-
cally, the periodic solutions emanate from SNIPER bifur-
cations, which make up two branches where either x; or
ko are almost constant and close to zero.

Using the results from the analysis of the layer problem,
our goal is to determine the vector fields corresponding
to the stable sheets of the slow flow. We have numeri-
cally obtained the dynamics of the slow flow by a standard
two-step approach [19,30]. First, for fixed values (K1, k2),
we have determined the time-averaged dynamics of the
fast flow (2), (w2 — v1)+ = h(K1, k2), whereby the averag-
ing (), is carried out over a sufficiently long time interval,
having excluded the transient behavior. As already in-
dicated, such an average depends on the attractor of the
fast flow for the given (K1, ko). If the fast flow possesses
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Fig. 7: (Color online) (a) Attractors of the fast flow (2) in terms of k1 and k2, now treated as free parameters. The fast flow
is typically monostable, admitting either a stable fixed point (FP) or a stable limit cycle (LC), apart from a small region of
bistability (FP+LC) around the main diagonal. (b) Vector field of the slow flow (3) determined by considering only the stable
regimes of the fast flow for 8 = 4.2, [p = 0.95. Within the yellow-highlighted regions, the stable fixed point of the fast flow is
a focus rather than the node. The displayed orbit (r1(¢), k2(t)) corresponds to a switching episode from the oscillatory state

to the quasi-stationary state and back (evolution direction indicated by arrows).

Panels (c) and (d) show the time traces of

phases and couplings during the switching episode. (e) Conditional probability pg (D) for e = 0.06 (blue squares) and ¢ = 0.1

(red circles).

a stable fixed point, then (Y2 — ¢1); = @35 — ¢f, which
corresponds to the slow critical manifold of the system.
For (k1, k) where the attractor of the fast flow is a peri-
odic solution, (ps —¢1)¢ amounts to the time average over
the period. Averaging over a periodic attractor of the fast
flow is a standard approximation [30], quite natural when
describing the influence of oscillations in the fast flow to
the dynamics of the slow flow.

As the second step, the obtained time averages are sub-
stituted into the coupling dynamics

K1 = €|—r1 + sin(h(k1, k2) + B)],

e[—ka + sin(—h(k1, k2) + B)]. 3)

Ko =
The system (3) allows one to determine the vector fields
on the stable sheets of the slow flow, which correspond to
the attractors of the fast flow. In fig. 7(b), the vector fields
associated to each of the attractors (fixed point or limit
cycle) are presented within its respective (k1, ko) stability
region. In the small region of the (k1, k2)-plane support-
ing coexisting stable solutions of the fast flow, the corre-
sponding vector field of the slow flow is given on multiple
overlapping sheets, since the value of the average f(k1, k2)
depends on the initial conditions.

Within the above framework, one is able to explain a
subtle influence of adaptivity on the mechanism behind
the ISR. To this end, in fig. 7(b) we have projected a
typical example of the (k1(t), k2(t)) trajectory of the full
system (1) corresponding to a switching episode between
the metastable states associated to a limit cycle attractor
and a stable equilibrium of the deterministic system, see
the time traces in figs. 7(c), (d). One observes that for
the oscillating regime, the coupling dynamics always re-
mains close to the SNIPER bifurcation of the fast flow, cf.
fig. 7(a), which makes the oscillations quite susceptible to
noise. Recall that the fast flow is typically monostable.
Thus, switching events in the full system are naturally
associated to the fast flow undergoing the SNIPER bifur-
cation: either a direct one, leading from the oscillatory to
the stationary regime, or the inverse one, unfolding in the

opposite direction. For (ki,k2) values immediately after
the SNIPER bifurcation toward the quiescent state, the
stable equilibrium of the fast flow is a node. Nevertheless,
for the noise levels where the effect of ISR is most pro-
nounced, we find that the coupling dynamics guides the
system into the region where the equilibrium is a stable
focus rather than a node, see the yellow highlighted re-
gion in fig. 7(b). We have verified that this feature is a
hallmark of the resonant effect by numerically calculating
the conditional probability pr that the events of crossing
the SNIPER bifurcation are followed by the system’s orbit
visiting the (k1, k2) region where the stable equilibrium is
a focus. The pr(D) dependences for two characteristic e
values at fixed § = 4.2 are plotted in fig. 7(e). One learns
that pr(D) has a maximum for the resonant noise levels,
where the corresponding curve f(D) displays a minimum.
In other words, the fact that the coupling dynamics drives
the fast flow to the focus-associated regions of the (K1, k2)-
plane results in trapping the phase variables for a longer
time in the quasi-stationary (quiescent) state. Small noise
below the resonant values is insufficient to drive the system
to this region, whereas for too large a noise, the stochastic
fluctuations completely take over, washing out the quasi-
stationary regime. Note that for the faster adaptivity rate,
the facilitatory role of coupling becomes more pronounced,
as evinced by the fact that the curve pp(D) for € = 0.1
lies above the one for ¢ = 0.06.

Discussion. — In the present paper, we have demon-
strated a novel generic scenario for the onset of ISR, which
involves an interplay between the local excitability fea-
ture and the adaptive dynamics of the couplings. For
the example of two active rotators with coupling plastic-
ity, we have shown that the spiking frequency correspond-
ing to emergent oscillations varies non-monotonously with
noise, displaying a minimum at a preferred noise level.
Though the model per se is simplified, the underlying
paradigm is relevant for combining the two core features
of typical neuronal systems. The effect derives from the
multi-timescale structure of the system, whereby the scale
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separation between the local and the weight dynamics is
tuned via adaptivity rate. Within a range of intermedi-
ate adaptivity rates, the deterministic dynamics of the full
system exhibits multistability between the limit cycle at-
tractors and the stable equilibria, each appearing in pairs
due to the systems invariance to Z symmetry. Applying
the standard fast-slow analysis, we have shown that the
resonant effect with noise is in fact plasticity-enhanced:
plasticity promotes the impact of noise by guiding the fast
flow toward the parameter domain where the stable equi-
libria become focuses instead of nodes. This mechanism
increases the trapping efficiency by which the noise is able
to deviate the systems trajectory from the metastable os-
cillatory states to the non-spiking regime. For faster adap-
tivity, the resonant effect is found to be more pronounced
in a sense that the frequency dependence on noise shows
deeper minima. Our scenario has proven to persist in a
wide range of plasticity rules, interpolating between the

cases analogous to Hebbian learning and STDP.
In earlier studies, observation of ISR has mostly been

confined to Type-II neurons with intrinsic bistable dynam-
ics, as in case of Hodgkin-Huxley or Morris-Lecar neurons
near the subcritical Hopf bifurcation [3,6-9]. Even in case
of networks, the macroscopic ISR effect has been linked
to dynamical features of single units, only being modu-
lated by the details of synaptic dynamics and the network
topology [10]. In contrast to that, our results show that
ISR may not rely on bistability of local dynamics, but
may rather emerge due to the facilitatory role of coupling,
here reflected in the interplay of multiscale dynamics and
plasticity. Another distinction from most of the previous
studies is that our scenario concerns Type-I units. For
this class of systems, it is known that the dependence of
the oscillating frequency of a single unit with noise is just
monotonous [3,12], so that the resonant effect can only
be observed in case of coupled units. So far, the latter
case has been analyzed only once [5], but the underlying
scenario is different from ours insofar as it involves static,
rather than the adaptive couplings, and the effect per se

is confined to a narrow region of the parameter space.
Quite recently, the onset of ISR has been reported for a

single Fitzhugh-Nagumo oscillator [12], which is the first
observation of the effect for Type-II neuron model in the
vicinity of the supercritical Hopf bifurcation. Similar to
the scenario we elaborated, ISR there also derives from
the multiscale structure of the system. However, the ac-
tual mechanism behind the effect is associated to phase-
sensitive (non-uniform) excitability of a limit cycle orbit
conforming to relaxation oscillations [12]. These findings
and the results here suggest that ISR may indeed provide
a generic means of controlling and optimizing the firing
rate in multi-timescale systems, which can be applied to
neuronal activity, calcium signaling and other types of cell
dynamics.
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PACS 05.40.Ca — Noise
PACS 87.19.1n — Oscillations and resonance

Abstract — Inverse stochastic resonance is a phenomenon where an oscillating system influenced
by noise exhibits a minimal oscillation frequency at an intermediate noise level. We demonstrate
a novel generic scenario for such an effect in a multi-timescale system, considering an example
of emergent oscillations in two adaptively coupled active rotators with excitable local dynamics.
The impact of plasticity turns out to be twofold. First, at the level of multiscale dynamics,
one finds a range of intermediate adaptivity rates that give rise to multistability between the
limit cycle attractors and the stable equilibria, a condition necessary for the onset of the effect.
Second, applying the fast-slow analysis, we show that the plasticity also plays a facilitatory role
on a more subtle level, guiding the fast flow dynamics to parameter domains where the stable
equilibria become focuses rather than nodes, which effectively enhances the influence of noise.
The described scenario persists for different plasticity rules, underlying its robustness in the light

of potential applications to neuroscience and other types of cell dynamics.

Copyright © EPLA, 2018

Introduction. — Noise in coupled excitable or bistable
systems may induce two types of generic effects [1]. On
the one hand, it can modify the deterministic behavior
by acting non-uniformly on different states of the sys-
tem, thus amplifying or suppressing some of its features.
On the other hand, noise may give rise to completely
novel forms of behavior, typically based on crossing the
thresholds or separatrices, or involving enhanced stabil-
ity of deterministically unstable structures. In neuronal
systems, the constructive role of noise at different stages
of information processing, referred to as “stochastic facili-
tation” [2,3], mainly comprises resonant phenomena. A
classical example is the stochastic resonance [4], which
allows for the detection of weak subthreshold periodic
signals. A more recent development concerns the ef-
fect of inverse stochastic resonance (ISR) [3,5-12], where
noise selectively reduces the spiking frequency of neuronal
oscillators, converting the tonic firing into intermittent
bursting-like activity or a short-lived transient followed

(@) E-mail: franovic@ipb.ac.rs

by a long period of quiescence. The name of the effect
should be taken cum grano salis, because in contrast to
stochastic resonance, it involves no additional external sig-
nal: one rather observes a non-monotonous dependence of
the spiking rate on noise variance, whereby the oscilla-
tion frequency becomes minimal at a preferred noise level.
Such an inhibitory effect of noise has recently been shown
for cerebellar Purkinje cells [11], having explicitly demon-
strated how the lifetimes of the spiking (“up”) and the
silent (“down”) states [13-15] are affected by the noise
variance. ISR has been indicated to play important func-
tional roles in neuronal systems, including the reduction
of spiking frequency in the absence of neuromodulators,
suppression of pathologically long short-term memories,
triggering of on-off tonic spiking activity and even opti-
mization of information transfer along the signal propaga-
tion pathways [3,7,9,11].

So far, theoretical studies on ISR have mostly con-
cerned the scenario where a single neuron exhibits bistable
deterministic dynamics, featuring coexistence between a
limit cycle and a stable equilibrium. Such bistability is
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typical for Type-II neurons below the subcritical Hopf bi-
furcation, e.g., classical Hodgkin-Huxley and Morris-Lecar
models [3,6-8]. There, applying noise induces switching
between the metastable states, but at an intermediate
noise level, one surprisingly finds a strong asymmetry of
the associated switching rates, which makes the periods
spent in the vicinity of equilibrium much longer than the
periods of spiking activity.

An important open problem concerns conditions giving
rise to ISR in coupled excitable systems, where noise influ-
ences the emergent oscillations. Here we address in detail
this issue, as it may be crucial to understanding the preva-
lence of the effect in neural networks, whose activity de-
pends on the interplay of excitability, coupling properties
and noise. Synaptic dynamics typically involves the plas-
ticity feature, which makes self-organization in neuronal
systems a multi-timescale process: the short-term spiking
activity unfolds on a quasi-static coupling configuration,
while the slow adjustment of coupling weights depends on
the time-averaged evolution of units.

Motivated by the findings in neuroscience, we focus on
the onset of ISR in a simplified, yet paradigmatic system
of two adaptively coupled stochastic active rotators with
excitable local dynamics. Active rotators are canonical for
Type-I excitability and may be seen as equivalent to the
theta-neuron model. Adaptivity is introduced in a way
that allows continuous interpolation between a spectrum
of plasticity rules, including Hebbian learning and spike-
time-dependent plasticity (STDP) [16-18].

We demonstrate a generic scenario for the plasticity-
induced ISR, where the system’s multiscale structure, de-
fined by the adaptivity rate, plays a crucial role. On a
basic level, plasticity gives rise to multistable behavior in-
volving coexisting stationary and oscillatory regimes. An
additional subtlety, which we show by the fast-slow anal-
ysis, is that the plasticity promotes the resonant effect by
guiding the fast flow toward the parameter region where
the stable fixed points are focuses rather than nodes.

The paper is organized as follows. In the next sec-
tion the details of the model and the numerical bifurca-
tion analysis of the deterministic dynamics are presented.
The third section contains the results on the ISR effect
and the supporting conditions. In the fourth section the
fast-slow analysis is applied to explain the mechanism by
which plasticity enhances the system’s non-linear response
to noise. Apart from providing a brief summary, in the
last section we also discuss the prevalence of the observed
effect.

Model and bifurcation analysis of deterministic
dynamics. — Our model involves two stochastic active
rotators interacting by adaptive couplings [19-22],

©1 = Iy —sinpy + ky sin (w2 — 1) + \/551 (t),

Yo = Iy —sin s + Ko sin (¢1 — @2) + \/Efg(t), ()
K1 = e(—r1 +sin(p2 — @1 + 3)),
Ko = €(—ka + sin(¢1 — p2 + 0)),

where the phases {p1,¢2} € S!', while the coupling
weights {k1, ko} are real variables.

The excitability parameters Iy, which one may interpret
as external bias currents in the context of neuroscience,
are assumed to be identical for both units. For such a
setup, the deterministic version of (1) possesses a Zs sym-
metry, being invariant to the exchange of units’ indices.
The uncoupled units undergo a SNIPER bifurcation at
Iy = 1, with the values Iy < 1(Iy > 1) corresponding to
the excitable (oscillatory) regime. We consider the case of
excitable local dynamics, keeping Iy = 0.95 fixed through-
out the paper, such that the oscillations may emerge only
due to the coupling terms and/or noise. The scale sepa-
ration between the fast dynamics of the phases and the
slow dynamics of adaptation is adjusted by the parameter
€ < 1. The fast variables are influenced by independent
white noise of variance D such that & (¢)&; (t') = 6;;0(t—t')
for i,j € {1,2}. Conceptually, adding stochastic input to
the fast variables embodies the action of synaptic noise in
neuronal systems [23].

The modality of the plasticity rule is specified by the
parameter 3, whose role may be understood by invok-
ing the qualitative analogy between the adaptation dy-
namics in classical neuronal systems and the systems of
coupled phase oscillators. This issue has first been ad-
dressed in [24-26], and a deeper analysis of the correspon-
dence between the phase-dependent plasticity rules and
the STDP has been carried out in [19]. In particular, it
has been shown that the plasticity dynamics for § = 3m/2,
where the stationary weights between the oscillators with
smaller /larger phase differences increase/decrease, quali-
tatively resembles the Hebbian learning rule [25,26]. Nev-
ertheless, when 8 = m, the coupling weights encode a
causal relationship between the spiking of oscillators by
changing in the opposite directions, in analogy to an
STDP-like plasticity rule. Our interest lies with the (8
interval interpolating between these two limiting cases.

Using bifurcation analysis of the deterministic dynam-
ics of (1), we first show how the modality of the plasticity
rule influences the number of stationary states, and then
explain how the onset of oscillations depends on adap-
tivity rate. The bifurcation diagram in fig. 1 indicates
that the number and the stability of fixed points of (1)
change with 8 in such a way that the system may pos-
sess two, four or six fixed points. Due to invariance to
Z5 symmetry, one always finds pairs of solutions shar-
ing the same stability features. We consider the plastic-
ity rules described by 8 € (3.298,4.495), cf. the shaded
region in fig. 1, where the system has two stable fixed
points lying off the synchronization manifold ¢ = @9, as
well as four unstable fixed points. The bifurcations oc-
curring at the boundaries of the relevant § interval are
as follows. At § = 3.298, the system undergoes a su-
percritical symmetry-breaking pitchfork bifurcation giving
rise to a pair of stable fixed points off the synchroniza-
tion manifold. For § = 4.495, this pair of stable fixed
points collides with a pair of unstable fixed points off
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Fig. 1: (Color online) Bifurcation diagram for the fixed points
of (1) with D = 0 under variation of 3. Solid lines refer to
stable fixed points, while dashed and dotted lines correspond
to saddles of unstable dimension 1 and 2, respectively. Shad-
ing indicates the considered range of plasticity rules. The two
fixed points independent on (3 belong to the synchronization
manifold. The remaining parameters are Ip = 0.95, ¢ = 0.05.

the synchronization manifold, getting annihilated in two
symmetry- related inverse fold bifurcations. Note that the
weight levels typical for the two stable stationary states
support effective unidirectional interaction, in a sense that
one unit exerts a much stronger impact on the dynamics
of the other unit than vice versa. When illustrating the
effect of ISR, we shall mainly refer to the case § = 4.2.
For this 3, the two stable focuses of (1) at D = 0 are
given by (¢1, p2, k1, k2) = (1.177,0.175,0.032, —0.92) and
(¢1,p2, k1, k2) = (0.175,1.177,—0.92,0.032). Within the
considered [ interval, the two stable fixed points of the
coupled system exhibit excitable behavior, responding to
external perturbation by generating either the successive
spikes or synchronized spikes [21].

The onset of oscillations for the deterministic version
of (1) relies on the interplay between the plasticity rule,
controlled by (, and the adaptation rate, characterized
by e. In fig. 2(a) are shown the results of parameter sweep
indicating the variation of k; variable, o,;, = max(k1(t))—
min(k1(¢)), within the (3, €) parameter plane. The sweep
indicates the maximal stability region of the two emerging
periodic solutions, related by the exchange symmetry
of units indices. The data are obtained by numerical
continuation starting from a stable periodic solution, such
that the final state reached for the given parameter set is
used as initial conditions of the system dynamics for incre-
mented parameter values. One observes that for fixed (3,
there exists an interval of timescale separation ratios ¢ €
(Emins €maz) admitting oscillations, see fig. 2(b). Within
the given € range, the system exhibits multistability
where periodic solutions coexist with the two symmetry-
related stable stationary states. The lower threshold for
oscillations, €,,;n, reduces with (3, whereas the upper
boundary value, €,,4., is found to grow as 3 is enhanced.
Note that the waveform of oscillations also changes as
€ is increased under fixed B. In particular, for smaller
€, the waveforms corresponding to the two units are
rather different. Nevertheless, around e ~ 0.06 the system
undergoes a pitchfork bifurcation of limit cycles, such that

(5)(Ky)
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Fig. 2: (Color online) Onset of oscillations in (1) for D = 0.
(a) Variation o, of the coupling weight x1 in the (3, €)-plane.
(b) Mean coupling weights (x1)(e) and (k2)(e) for oscillatory
(thick lines) and stationary states (thin lines) at 8 = 4.2.
(c) Variation o, (€¢) and ok, (€), presented as in (b). Shad-
ing in (b) and (c) indicates the € interval admitting the stable
periodic solutions.
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Fig. 3: (Color online) (a) Mean spiking rate (f) in terms of
D for ¢ € {0.06,0.08,0.1}. The curves exhibit a character-
istic minimum at an intermediate noise level. (b)—(d) Time
traces ¢1(t) and @2(t) for noise levels below, at and above
the resonant value. The remaining parameters are Iy = 0.95,
B =4.2,¢=0.06.

the oscillatory solution gains the anti-phase space-time
symmetry o1(t) = @o(t+71/2), k1(t) = ko(t+T/2), where
T denotes the oscillation period [21].

Numerical results on ISR. — Inverse stochastic
resonance manifests itself as noise-mediated suppression
of oscillations, whereby the frequency of noise-perturbed
oscillations becomes minimal at a preferred noise level.
For system (1), we find such an effect to occur generically
for intermediate adaptivity rates, supporting multistabil-
ity between the stationary and the oscillatory solutions,
as described in the previous section. A family of curves
describing the dependence of the oscillation frequency on
noise variance (f)(D) for different e values is shown in
fig. 3. All the curves corresponding to € > €, () show
a characteristic non-monotonous behavior, displaying a
minimum at the optimal noise intensity. For weaker noise,
the oscillation frequency remains close to the determinis-
tic one, whereas for much stronger noise, the frequency
increases above that of unperturbed oscillations. The dis-
played results are obtained by averaging over an ensemble
of 1000 different stochastic realizations, having excluded
the transient behavior, and having fixed a single set of ini-
tial conditions within the basin of attraction of the limit
cycle attractor. Nevertheless, we have verified that the
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Fig. 4: (Color online) (a)—(c) Stationary distribution P(¢1) for the noise levels below, at and above the resonant value. System
parameters are Ip = 0.95, 3 = 4.2 and € = 0.06. From the three observable peaks, the middle one, prevalent in (a) and (c), refers
to the metastable state associated to the oscillatory mode of (1) for D = 0. The two lateral peaks, dominant in (b), correspond
to quasi-stationary states derived from the stable equilibria of the deterministic version of (1). (d) Bimodality coefficient for
the stationary distribution of k1, bp(.,), as a function of D. The three curves refer to e = 0.06 (diamonds), e = 0.08 (circles)
and € = 0.1 (squares).
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Fig. 5: (Color online) (a) and (b): transition rates from the stability basin of the limit cycle to the fixed point, yrc—rp(D)
and vice versa, yrp—rc(D), numerically obtained for ¢ = 0.06 (squares) and ¢ = 0.1 (circles). The remaining parameters are
Ip = 0.95,3 = 4.2. (c) Determinant of the Jacobian calculated along the limit cycle orbit as a function of the phase variable.
The quantity provides an indication of the sensitivity of certain sections of the orbit to external perturbation. Blue and red

colors correspond to € = 0.06 and € = 0.1, respectively.

qualitatively analogous results are obtained if for each
realization of stochastic process one selects a set of ran-
dom initial conditions lying within the stability basin of
the periodic solution. The suppression effect of noise de-
pends on the adaptivity rate, and is found to be more pro-
nounced for faster adaptivity. Indeed, for smaller €, o(t)
series corresponding to the noise levels around the min-
imum of (f)(D) exhibit bursting-like behavior, whereas
for larger €, noise is capable of effectively quenching the
oscillations, such that the minimal observed frequency ap-
proaches zero.

The core of the described effect concerns switching
dynamics between the metastable states associated to
coexisting attractors of the deterministic version of sys-
tem (1). To illustrate this, in fig. 4 we have considered
the stationary distributions of one of the phase vari-
ables, P(y), for the noise levels below, at and above the
minimum of the (f)(D), having fixed the remaining pa-
rameters to (3,¢) = (4.2,0.06). The distribution P(y)
is characterized by two lateral peaks, reflecting the two
symmetry-related quasi-stationary states, and the area
around the central peak, corresponding to the oscillatory
mode. For small noise D = 0.0015, see fig. 4(a), and
very large noise D = 0.006, cf. fig. 4(c), the central
peak of P(ip) is expectedly prevalent compared to the two
lateral peaks. Nevertheless, the switching dynamics for

D = 0.0025, the noise level about the minimum of (f)(D),
is fundamentally different, and the corresponding distribu-
tion P(¢) in fig. 4(b) shows that the system spends much
more time in the quasi-stationary states than performing
the oscillations. The onset of ISR in the dynamics of fast
variables is accompanied by the increased bimodality of
the stationary distribution of the couplings, see fig. 4(d).

In order to observe the non-monotonous response of
the system’s frequency to noise, the geometry of the
phase space has to be asymmetrical with respect to the
separatrix between the coexisting attractors in such a
way that the limit cycle attractor lies much closer to
the separatrix than the stationary states. Such structure
of phase space gives rise to asymmetry in switching
dynamics, whereby at the preferred noise level around the
minimum of (f)(D), the transition rate from the stability
basin of the limit cycle attractor to that of stationary
states yLo— pp becomes much larger than the transition
rate in the inverse direction, vypp_rc. Figures 5(a)
and (b) corroborate that the dependences v,c— pp(D)
and ypp_rc(D) are qualitatively distinct: the former
displays a maximum at the resonant noise level, whereas
the latter just increases monotonously with noise. The
fact that ISR is more pronounced for higher adaptivity
rates is reflected in that the curve y,o— pp(D) for e = 0.1
lies substantially above that for e = 0.06, see fig. 5(a).
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Fig. 6: (Color online) Mean spiking rate (f) as a function of 3
and D for fixed € = 0.05. The results evince the robustness of
the ISR effect with respect to different plasticity rules.

To understand why the interplay of adaptivity rate and
noise yields a stronger resonant effect for larger €, we have
investigated the susceptibility of the limit cycle attractor
to external perturbation. In particular, fig. 5(c) shows how
the determinant of the Jacobian calculated along the limit
cycle orbit change for € = 0.06 (blue line) and € = 0.1 (red
line), respectively. For smaller €, one may identify two
particular points where the determinant of the Jacobian
is the largest, i.e., where the impact of external pertur-
bation is felt the strongest. This implies that noise is
most likely to drive the systems trajectory away from the
limit cycle attractor around these two sections of the orbit,
which should lie closest to the boundary to the stability
basins of the stationary states. Such a physical picture
is maintained for larger €, but one should stress that the
sensitivity of limit cycle attractor to external perturbation
substantially increases along the entire orbit, cf. fig. 5(c).
In other words, faster adaptivity enhances the impact of
noise, contributing to a more pronounced ISR effect. This
point is addressed from another perspective in the next
section.

We also examine the robustness of ISR to different
modalities of the plasticity rule specified by (. Figure 6
shows how the average oscillation frequency changes with
B and D for fixed e = 0.05. The non-linear response to
noise, conforming to a resonant effect with a minimum of
oscillation frequency at an intermediate noise level, per-
sists in a wide range of 3, essentially interpolating between
the Hebbian-like and the STDP-like adaptive dynamics.

Fast-slow analysis: role of plasticity in the reso-
nant effect. — Though ISR is observed for intermediate e,
here we show that the fast-slow analysis may still be
applied to demonstrate a peculiar feature of the mecha-
nism behind the resonant effect. In particular, we find
that the plasticity enhances the resonant effect by driv-
ing the fast flow dynamics toward the parameter domain
where the stationary state is a focus rather than a node. It
is well known that the response to noise in multi-timescale
systems qualitatively depends on the character of station-
ary states. Indeed, by using the sample-paths approach
and other advanced techniques, it has already been shown

that such systems may exhibit fundamentally different
scaling regimes with respect to noise variance and the
scale-separation ratio [27,28]. Moreover, the resonant ef-
fects may typically be expected in the case in which quasi-
stationary states are focuses [27], essentially because the
local dynamics around the stationary state then involves
an eigenfrequency.

Within the standard fast-slow analysis, one may ei-
ther consider the layer problem, defined on the fast
timescale, or the reduced problem, concerning the slow
timescale [29]. For the layer problem, the fast flow dynam-
ics p1(t; k1, Ka), p2(t; K1, ko) is obtained by treating the
slow variables k1 and kg as system parameters, whereas in
the case of the reduced problem, determining the dynamics
of the slow flow (k1 (t), k2(t)) involves time-averaging over
the stable regimes of the fast flow of the layer problem.
The fast flow can in principle exhibit several attractors,
which means that multiple stable sheets of the slow flow
may emerge from the averaged dynamics on the different
attractors of the fast flow. Our key point concerns the dy-
namics of the slow flow, which requires us to first classify
the attractors of the fast flow.

The fast flow dynamics is given by

$1 = Io — siny + k1 sin (2 — 1), @)

Yo = Iy — singy + Ko sin (p1 — p2),
where K1, kg € [—1, 1] are considered as additional system
parameters. One may formally obtain (2) by setting e = 0
in (1) with D = 0. We find that the fast flow is monos-
table for most of the (k1,k2) values, exhibiting either a
stable equilibrium or a limit cycle attractor, see fig. 7(a).
In general, the fast flow admits either two or four fixed
points, and a more detailed physical picture, including
the associated bifurcations, is presented in [21]. The sta-
bility region of the oscillatory regime, outlined by the red
color, has been calculated by numerical continuation start-
ing from a stable periodic solution. Bistability between a
stable fixed point and a limit cycle is observed only in a
small area near the main diagonal k1 = ky. Within the
region featuring oscillatory regime, each periodic solution
obtained for (k1,k2) above the main diagonal has a Zs
symmetry-related counterpart below the diagonal. Typi-
cally, the periodic solutions emanate from SNIPER bifur-
cations, which make up two branches where either x; or
ko are almost constant and close to zero.

Using the results from the analysis of the layer problem,
our goal is to determine the vector fields corresponding
to the stable sheets of the slow flow. We have numeri-
cally obtained the dynamics of the slow flow by a standard
two-step approach [19,30]. First, for fixed values (K1, k2),
we have determined the time-averaged dynamics of the
fast flow (2), (w2 — v1)+ = h(K1, k2), whereby the averag-
ing (), is carried out over a sufficiently long time interval,
having excluded the transient behavior. As already in-
dicated, such an average depends on the attractor of the
fast flow for the given (K1, ko). If the fast flow possesses
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Fig. 7: (Color online) (a) Attractors of the fast flow (2) in terms of k1 and k2, now treated as free parameters. The fast flow
is typically monostable, admitting either a stable fixed point (FP) or a stable limit cycle (LC), apart from a small region of
bistability (FP+LC) around the main diagonal. (b) Vector field of the slow flow (3) determined by considering only the stable
regimes of the fast flow for 8 = 4.2, [p = 0.95. Within the yellow-highlighted regions, the stable fixed point of the fast flow is
a focus rather than the node. The displayed orbit (r1(¢), k2(t)) corresponds to a switching episode from the oscillatory state

to the quasi-stationary state and back (evolution direction indicated by arrows).

Panels (c) and (d) show the time traces of

phases and couplings during the switching episode. (e) Conditional probability pg (D) for e = 0.06 (blue squares) and ¢ = 0.1

(red circles).

a stable fixed point, then (Y2 — ¢1); = @35 — ¢f, which
corresponds to the slow critical manifold of the system.
For (k1, k) where the attractor of the fast flow is a peri-
odic solution, (ps —¢1)¢ amounts to the time average over
the period. Averaging over a periodic attractor of the fast
flow is a standard approximation [30], quite natural when
describing the influence of oscillations in the fast flow to
the dynamics of the slow flow.

As the second step, the obtained time averages are sub-
stituted into the coupling dynamics

K1 = €|—r1 + sin(h(k1, k2) + B)],

e[—ka + sin(—h(k1, k2) + B)]. 3)

Ko =
The system (3) allows one to determine the vector fields
on the stable sheets of the slow flow, which correspond to
the attractors of the fast flow. In fig. 7(b), the vector fields
associated to each of the attractors (fixed point or limit
cycle) are presented within its respective (k1, ko) stability
region. In the small region of the (k1, k2)-plane support-
ing coexisting stable solutions of the fast flow, the corre-
sponding vector field of the slow flow is given on multiple
overlapping sheets, since the value of the average f(k1, k2)
depends on the initial conditions.

Within the above framework, one is able to explain a
subtle influence of adaptivity on the mechanism behind
the ISR. To this end, in fig. 7(b) we have projected a
typical example of the (k1(t), k2(t)) trajectory of the full
system (1) corresponding to a switching episode between
the metastable states associated to a limit cycle attractor
and a stable equilibrium of the deterministic system, see
the time traces in figs. 7(c), (d). One observes that for
the oscillating regime, the coupling dynamics always re-
mains close to the SNIPER bifurcation of the fast flow, cf.
fig. 7(a), which makes the oscillations quite susceptible to
noise. Recall that the fast flow is typically monostable.
Thus, switching events in the full system are naturally
associated to the fast flow undergoing the SNIPER bifur-
cation: either a direct one, leading from the oscillatory to
the stationary regime, or the inverse one, unfolding in the

opposite direction. For (ki,k2) values immediately after
the SNIPER bifurcation toward the quiescent state, the
stable equilibrium of the fast flow is a node. Nevertheless,
for the noise levels where the effect of ISR is most pro-
nounced, we find that the coupling dynamics guides the
system into the region where the equilibrium is a stable
focus rather than a node, see the yellow highlighted re-
gion in fig. 7(b). We have verified that this feature is a
hallmark of the resonant effect by numerically calculating
the conditional probability pr that the events of crossing
the SNIPER bifurcation are followed by the system’s orbit
visiting the (k1, k2) region where the stable equilibrium is
a focus. The pr(D) dependences for two characteristic e
values at fixed § = 4.2 are plotted in fig. 7(e). One learns
that pr(D) has a maximum for the resonant noise levels,
where the corresponding curve f(D) displays a minimum.
In other words, the fact that the coupling dynamics drives
the fast flow to the focus-associated regions of the (K1, k2)-
plane results in trapping the phase variables for a longer
time in the quasi-stationary (quiescent) state. Small noise
below the resonant values is insufficient to drive the system
to this region, whereas for too large a noise, the stochastic
fluctuations completely take over, washing out the quasi-
stationary regime. Note that for the faster adaptivity rate,
the facilitatory role of coupling becomes more pronounced,
as evinced by the fact that the curve pp(D) for € = 0.1
lies above the one for ¢ = 0.06.

Discussion. — In the present paper, we have demon-
strated a novel generic scenario for the onset of ISR, which
involves an interplay between the local excitability fea-
ture and the adaptive dynamics of the couplings. For
the example of two active rotators with coupling plastic-
ity, we have shown that the spiking frequency correspond-
ing to emergent oscillations varies non-monotonously with
noise, displaying a minimum at a preferred noise level.
Though the model per se is simplified, the underlying
paradigm is relevant for combining the two core features
of typical neuronal systems. The effect derives from the
multi-timescale structure of the system, whereby the scale
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separation between the local and the weight dynamics is
tuned via adaptivity rate. Within a range of intermedi-
ate adaptivity rates, the deterministic dynamics of the full
system exhibits multistability between the limit cycle at-
tractors and the stable equilibria, each appearing in pairs
due to the systems invariance to Z symmetry. Applying
the standard fast-slow analysis, we have shown that the
resonant effect with noise is in fact plasticity-enhanced:
plasticity promotes the impact of noise by guiding the fast
flow toward the parameter domain where the stable equi-
libria become focuses instead of nodes. This mechanism
increases the trapping efficiency by which the noise is able
to deviate the systems trajectory from the metastable os-
cillatory states to the non-spiking regime. For faster adap-
tivity, the resonant effect is found to be more pronounced
in a sense that the frequency dependence on noise shows
deeper minima. Our scenario has proven to persist in a
wide range of plasticity rules, interpolating between the

cases analogous to Hebbian learning and STDP.
In earlier studies, observation of ISR has mostly been

confined to Type-II neurons with intrinsic bistable dynam-
ics, as in case of Hodgkin-Huxley or Morris-Lecar neurons
near the subcritical Hopf bifurcation [3,6-9]. Even in case
of networks, the macroscopic ISR effect has been linked
to dynamical features of single units, only being modu-
lated by the details of synaptic dynamics and the network
topology [10]. In contrast to that, our results show that
ISR may not rely on bistability of local dynamics, but
may rather emerge due to the facilitatory role of coupling,
here reflected in the interplay of multiscale dynamics and
plasticity. Another distinction from most of the previous
studies is that our scenario concerns Type-I units. For
this class of systems, it is known that the dependence of
the oscillating frequency of a single unit with noise is just
monotonous [3,12], so that the resonant effect can only
be observed in case of coupled units. So far, the latter
case has been analyzed only once [5], but the underlying
scenario is different from ours insofar as it involves static,
rather than the adaptive couplings, and the effect per se

is confined to a narrow region of the parameter space.
Quite recently, the onset of ISR has been reported for a

single Fitzhugh-Nagumo oscillator [12], which is the first
observation of the effect for Type-II neuron model in the
vicinity of the supercritical Hopf bifurcation. Similar to
the scenario we elaborated, ISR there also derives from
the multiscale structure of the system. However, the ac-
tual mechanism behind the effect is associated to phase-
sensitive (non-uniform) excitability of a limit cycle orbit
conforming to relaxation oscillations [12]. These findings
and the results here suggest that ISR may indeed provide
a generic means of controlling and optimizing the firing
rate in multi-timescale systems, which can be applied to
neuronal activity, calcium signaling and other types of cell
dynamics.
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Abstract. Understanding the effect of network connectivity patterns
on the relation between the spontaneous and the stimulus-evoked net-
work activity has become one of the outstanding issues in neuroscience.
We address this problem by considering a clustered network of stochas-
tic rate-based neurons influenced by external and intrinsic noise. The
bifurcation analysis of an effective model of network dynamics, com-
prised of coupled mean-field models representing each of the clusters,
is used to gain insight into the structure of metastable states char-
acterizing the spontaneous and the induced dynamics. We show that
the induced dynamics strongly depends on whether the excitation is
aimed at a certain cluster or the same fraction of randomly selected
units, whereby the targeted stimulation reduces macroscopic variabil-
ity by biasing the network toward a particular collective state. The
immediate effect of clustering on the induced dynamics is established
by comparing the excitation rates of a clustered and a homogeneous
random network.

1 Introduction

Characterizing the structure of spontaneous emergent activity in neuronal pop-
ulations, and the fashion in which it is modulated by the sensory stimuli, is
fundamental to understanding the principles of information processing in the cortex.
The generic patterns of spontaneous cortical dynamics, called slow rate fluctuations or
UP-DOWN states, involve switching between the episodes of elevated neuronal and
synaptic activity, and the stages of relative quiescence [1-3]. Alternation between UP
and DOWN states is orchestrated by coherent action of individual neurons, with the
observed rates typically lying in the range from 0.1 to 2 Hz [3]. Slow rate fluctuations
give rise to macroscopic variability in the cortex [4,5], underlying in vivo activity
during quiet wakefulness, sleep or under anesthesia [1,6,7], and even featuring in var-
ious in vitro preparations [8,9]. Our paper focuses on the open issues concerning the
ingredients that affect the relationship between the stimulus-evoked and the ongoing
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dynamics of neural assemblies, as well as the way the induced activity depends on
the stimulus.

The research on induced patterns in sensory cortical areas has surprisingly shown
that regardless of the type of stimuli, these patterns exhibit remarkable similarity
to those of the idling activity [10-13]. In fact, the onset of UP-DOWN states has
been recorded while performing perceptual tasks, but has also been found crucial
to pyramidal neurons of neocortex, where it facilitates certain forms of learning and
memory consolidation [1,14-17]. Such data evince that typical evoked activity pat-
terns are drawn from a limited ”vocabulary” already present within the spontaneous
dynamics [10], whereby the sampling ability is pinned by the form of sensory stim-
uli. The striking similarity between the ongoing and the induced cortical activity is
now considered as a generic feature of cortical dynamics, verified at increasing levels
of structural complexity [18]. Certain experimental studies have linked the similar-
ity to nontrivial properties of cortical connectivity, suggesting that it confines the
pool of potential activity patterns [18]. By this paradigm, the structure of patterns
reflects the modular (clustered) architecture of cortical networks, whereby certain pat-
terns are activated by stimulating particular local subcircuits, known as the leader
sites [19]. Conceptually, investigating the impact of clustered topology on different
aspects of collective dynamics is biologically plausible [5,20], as recent research indi-
cates strong prevalence of clustered over the homogeneous connectivity in cortical
networks [21-24]. Clustering has already been shown to enable task-specialization,
maintaining of high levels of neuronal activity, or adaptation to certain types of
stimuli [25,26].

Here, we examine how the interplay of modular network architecture and noise
influences the relation between the spontaneous and induced macroscopic activity,
as well as how the macroscopic variability is affected by the different types of net-
work stimulation. We analyze a model of a clustered network of noisy rate-based
neurons [27-29], employing a second-order effective model of collective dynam-
ics to gain insight into the structure of network’s metastable states. While the
spontaneous activity consists of noise-induced fluctuations between the metastable
states, we show that the specific type of stimulation, targeted at a certain clus-
ter, biases the network toward a particular state, thereby reducing the macroscopic
variability.

The origin of macroscopic variability, as an emergent network phenomenon, has
so far been treated within two different frameworks, one associating slow rate fluc-
tuations to deterministic networks, where balanced massive excitation and inhibition
render the collective dynamics highly sensitive to fluctuations, and the other, which
ties the slow rate fluctuations to multistability in attractor model networks, such that
switching between coexisting states emerges due to noise, whose action amounts to a
finite-size effect. In our recent paper [27], we have applied the latter approach, com-
paring the switching dynamics in clustered networks relative to random (statistically
uniform) networks with the same average connectivity, having shown that clustering
promotes multistability, thereby enhancing the switching phenomenon and its robust-
ness. Here, the use of effective model of collective dynamics derived in [27] is extended
to capture the response of random and clustered networks to external stimuli. In case
of clustered networks, we compare the effects of two different stimulation protocols,
including (i) the targeted stimulation, where an increased bias current is introduced
only to units in a certain cluster, and (ii) the distributed stimulation, where the same
fraction of randomly selected neurons is excited. It is found that due to modular
architecture, the two stimulation scenarios may give rise to fundamentally different
responses of the network.

The paper is organized as follows. In Section 2, we introduce the model of net-
work dynamics and present the effective model of its macroscopic behavior. Section 3
contains the bifurcation analysis of the effective model of a clustered network in
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the thermodynamic limit, applying it to anticipate the induced dynamics of the
network. In Section 4, we compare the numerical results to the predictions of the
mean-field model. Section 5 provides a brief summary and discussion on the obtained
results.

2 Network dynamics: full and the effective model

We consider an m-cluster network comprised of N neurons, assuming random connec-
tivity both within and between the clusters. The intra-cluster connectivity, specified
by connectedness probability pi,, is more dense than the cross-connectivity pout,
whereby the degree of topological heterogeneity is characterized by the clustering
parameter g = pin/Pout- Larger g implies stronger clustering, such that the limit-
ing case g = 1 describes the non-clustered (homogeneous random) network, while the
case g — oo corresponds to a network of uncoupled clusters. The clustering algorithm
involves rewiring of a sparse random network, and thus preserves the average con-
nectedness probability, set to a biologically plausible level p = 0.2. The parameters
Ppin and poy; can be linked to p via py, = mfﬁgp and pouy = m_Lng, which allows
one to explicitly compare the relevant parameter domains between the homogeneous
and the clustered network.
The local dynamics follows a stochastic rate model [27-31]

dTXi
dt

= —)\XTXi+H(UXi)+@§Xi(t)7 (1)

where ry; is the firing rate of neuron ¢ from cluster X, Ax defines the rates relaxation
time, and H is the nonlinear gain function, whose argument is the total input to a
neuron vx,;. The latter is given by vx; = ux; + Ix + \/@nXi(t), where ux; is the
synaptic input ux; = K) .y Ay XjiTY and Iy denotes the external bias current.
The coupling scheme is specified by the adjacency matrix ay xj; € {0,1}, such that
ay xj; stands for the link projecting from neuron j in cluster ¥ to neuron 7 in cluster
X. Coupling weights are assumed to be homogeneous and scale with the network
size as k = Ky x /N. The random perturbations in the microscopic dynamics derive
from two distinct sources of noise. In particular, the external noise, characterized by
B, and the intrinsic noise, described by D, are introduced to account for the action
of synaptic and ion-channel noise, respectively. All the associated fluctuations are
independent and are given by Gaussian white noise.

Note that the form (1) is quite general, in a sense that by choosing different H,
one may interpolate between different classes of models, including Wilson—-Cowan or
Hopfield model. From a broader perspective, a plausible gain function should meet
three simple requirements: it should drop to zero for sufficiently small input, exhibit
saturation for large enough input, and just be monotonous for intermediate input
values. Here, the form of H

0, U <0,
HU) =302 -2U3, 0<U<1, (2)
1, U > 1.

is selected to make the analysis of macroscopic dynamics analytically tractable
[27-29]. Note that the qualitative physical picture associated to the collective multi-
stable behavior in assemblies of neurons with rate-based dynamics does not depend
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on the particular choice of the gain function. This point has been extensively elab-
orated in [30], and we have also numerically verified that the results presented here
persist for the Heaviside-like gain function.

2.1 Effective model of clustered network dynamics

The effective model of network dynamics is comprised of coupled mean-field models
representing the activities of particular clusters. Typically, the effective models of
network behavior concern either the case of random sparse connectivity or the case
of full connectivity. In this context, our model can be seen as interpolating between the
two standard scenarios, featuring dense intra-cluster connectivity and sparse inter-
cluster connections. The applied mean-field approach involves a Gaussian closure
hypothesis [32-35], such that the collective dynamics of each cluster X is described
by the mean-rate Rx and the associated variance Sx

Ry = NLX ZT’” = <7“XZ->SX - <r§(> ~RZ, (3)

where () denotes averaging over the neurons within the given cluster. For each of
the clusters, we use the bottom-up approach to obtain the second-order stochastic
equations of macroscopic behavior. With the detailed derivation of the effective model
already provided in [27], here we only briefly outline the two main steps necessary
to carry out the appropriate averaging over the microscopic dynamics, namely the
Ansatz on local variables and the Taylor expansion of H function.

The Ansatz on local variables consists in writing rx; as rx; = Rx +vSxpxi [36],
where {px;} is a set of variables satisfying (px;) = 0, (p%,;) = 1, as readily follows
from definition (3). The introduced Ansatz is applied to rewrite the total input to a
neuron as v,; = Ux + dvx;, where

Ux =1Ix + KJZPYXNYRY (4)
Y

presents the assembly-averaged input to cluster X, py x denotes the connectedness
probability from cluster Y to cluster X, and Ny is the size of cluster Y. The deviation
dvy; from the average input Ux consists of two terms:

Svxi =k Y Ryvyxi+rY VSyovxi. (5)
% %

The first term accounts for the topological effect associated to the deviation vy x; =
Y ayxji — pyxNy from the average number of connections py x Ny, whereas the
J

second term captures the effect of local rate fluctuations, contained within the fac-
tor oyxi = . ayxjipy;. Equations (4) and (5) allow one to average the terms
J

containing the gain function by developing H(vx;) about Ux up to second order.
This leads to H(vx;) = Hox + Hixdvxi + ngévgﬁ, having introduced notation

Hox = HUx),Hix = #2-(Ux),Hox = % &I (Ux).

- 2
dvx; dvy,;
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Following a number of intermediate steps elaborated in [27], one arrives at the
effective model of network dynamics stated in terms of interacting finite-size mean-
field models describing the cluster dynamics. The effective model is given by

dR
TtX = —AxRx + Hox +2BxHax + Hax ZK%XPYXNY (Rg] * SY>/N2
%
+IxBt) + /2xn,
ds
TISX = —2\xSx +2BxH}iy +2Dx, )

and involves three types of finite-size effects, including the small deterministic correc-
tion term, the effective “macroscopic” noise of intensity ¥y, as well as the quenched
randomness, accounting for the fact that each particular network realization features
distinct deviations from the average connectivity degree. The macroscopic noise is
multiplicative

1 1 Ny
QIX:N(2DX+2BXH12X)+NH12XZY:K12/XPYX]VXSY7 (7)

and incorporates three terms: the first two describe how the local external and
intrinsic noise are translated to macroscopic level, whereas the third one reflects
the impact of local fluctuations in the input arriving to each neuron in the clus-
ter. At variance with the time-varying stochastic term featuring 3(t), the effect of
quenched randomness in (6) is characterized by a constant random term of magni-

tude 2x = +Hi Y K%/XPYX%R%/, with 7 being just a constant random number
Y

N(0,1).

In the Sx dynamics, for simplicity we omit all the finite-size effects, including
the deterministic correction and the stochastic terms. One may do so because the
variance Sx only affects the O(1/N) terms in the dynamics of Rx.

3 Bifurcation analysis of the effective model in the
thermodynamic limit

In this section, we carry out the bifurcation analysis of the system (6) in the limit
N — oo to characterize the response of a clustered network to external stimuli. Our
focus is on the scenario of targeted stimulation, where an increased bias current
is applied to a certain cluster, while the rest of the network remains unperturbed.
The stimulation is provided in the form of a rectangular pulse, whose duration A is
sufficiently long such that the network is allowed to reach the new metastable state.
Our analysis will address the issues of why the evoked states of the network are similar
to those occurring within the spontaneous activity, and how the stimulus biases the
network dynamics to a particular collective state. Note that the system (6) holds for
networks of an arbitrary number of clusters of arbitrary sizes, but for simplicity we
consider the case of m equal clusters of size N, = N/m.

In our previous study, the model (6) has been analyzed in case where the entire
network receives homogeneous external current I. Here, we deal with inhomoge-
neous stimulation, conforming to a paradigm with [ clusters delivered the current
14, whereas the remaining ones are influenced by I5. One is interested into solutions
where the mean activity of the unperturbed clusters equals Rp, whereas the state of
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Fig. 1. (a) Bifurcation diagram R(I) for the non-clustered network subjected to homoge-
neous stimulation. The network parameters are o = 0.8, B = 0.004, D = 0.02 and g = 1.
(b) Bifurcation diagram for the clustered network m = 5 influenced by the homogeneous
stimulation: bias current I against logarithm of the clustering coefficient g. The numbers
indicate how many coexisting attractors exist within the given region.

the excited clusters R4 may be different. Neglecting the finite-size effects O(1/N), it
follows that the network dynamics is given by

% =—Rj— ZUA(RA,RB)3 + 3UA(RA7RB)2 + 63(1 - 2UA<RA,RB>)
% = —Rp —2Us (RA,RB)3 +3Up (RA,RB)2 +68(1-20p(Ra, Rp)), (8)

where the average input to the two subsets of clusters reads

UA(RA,RB) — g
p—

1+g[<g+l—1)RA+ (m—1)Rs]

UB(RA,RB) — I+ [ZRA+ <g+m—l—1)RB], 9)

e}
m—1+g
having a = Kp denote the network coupling parameter.

Prior to analyzing the induced dynamics of the network, let us briefly consider
the spontaneous activity, which is in this framework represented by a setup with
homogeneous bias currents Iy, = Ig = I. In case of a non-clustered network (g = 1),
one observes bistability in a certain interval I € [I3, I5] [29], provided the coupling
parameter « is sufficiently large. The corresponding bifurcation diagram R(«) in
Figure la contains two stable branches associated to the UP and DOWN states of the
network. Introducing sufficiently strong clustering promotes multistability, giving rise
to network states which do not exist in the non-clustered case. The increased number
of network levels derives from the states with broken symmetry, where subsets of
clusters may lie in their respective high or low states [27]. For such inhomogeneous
collective states, the system symmetry is reduced from the permutation group X,
(permutation of all cluster indices), to a subgroup of the type X; ® X,,_;, where
1l €{1,2,,m — 1}. Given that each cluster may either lie in the low or the high
state, the maximal multistability of a network comprised of m clusters is m + 1. To
provide an example, in Figure 1b is shown a bifurcation diagram in the (g, I) plane
for a modular network m = 5. There, one observes that maximal multistability is
facilitated by the clustering parameter g 2 100.

Note that the external noise B acts in (8) as a bifurcation parameter, influencing
the number and position of stationary states in the thermodynamic limit. Figure 2a
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Fig. 2. (a) Bifurcation diagram in the (B,I) for the non-clustered network subjected to
homogeneous stimulation. The remaining parameters are a« = 0.8, D = 0.02 and g = 1.
(b) Shift of the maximal multistability region in the (g,I) plane for a clustered net-
work m = 5. The red solid lines outline the maximal multistability domain for noise level
B = 0.004, whereas the blue dotted lines and the green dashed lines correspond to B = 0.01
and B = 0.015, respectively.

shows the bifurcation diagram referring to spontaneous activity of the non-clustered
network in the (B, I) plane, obtained under fixed connectivity o = 0.8. The bistability
region again lies between two branches of fold bifurcations (red curves) that meet at
the cusp point, where a pitchfork bifurcation occurs. One finds that for fixed I, there
always exists a B value above which a non-clustered network can no longer support
bistable behavior. For the spontaneous dynamics of a clustered network, it can be
shown that the region of maximal multistability in the (g,I) plane, bounded by
two curves of fold bifurcations intersecting at the pitchfork bifurcation, reduces and
shifts toward stronger clustering under increasing B, cf. Figure 2b. In other words,
for higher external noise, one requires larger clustering in order to observe maximal
multistability in the network.

To investigate the scenario of a targeted stimulation, we analyze the network’s
response by looking into solutions of (8) for I = 1, such that the stimulated cluster
occupies the state different from the remaining clusters. The clustering coefficient g
and the stimulation current I4 are considered as control parameters, while the remain-
ing parameters o = 0.8, B = 0.004, and Ip = 0.1 are such that the spontaneous
dynamics of the associated homogeneous random network with I = Ig pertains to
bistability region in Figure la. The (g, I4) bifurcation diagram explaining the action
of targeted stimulation is plotted in Figure 3a. For I4 ~ Ip and strong enough clus-
tering, the network possesses four stable steady states, which can readily be traced
in the limit of ultimate clustering g — oo. Indeed, suppose that a network is decom-
posed into a set of non-interacting clusters, and that I4 and Ig lie within the interval
[I1, I5] from Figure la. Then, each of the clusters is bistable, which gives exactly four
stable steady states in the full system (8). The area of maximal multistability, where
both the stimulated cluster and the resting network may either occupy the low or
the high state, extends to moderate clustering g ~ 100. In Figure 3b, the four stable
steady states of the effective model are denoted by Oy, Org, Ogr and Ogp. Note
that the first and second index refer to states of the stimulated cluster and the rest of
the network, respectively, whereby L/H indicates the low/high level, and U denotes
the unstable state.

As the stimulation I, increases, the system undergoes a saddle-node bifurcation
in which the states Opy and Oypg are annihilated, see the curve Cy in Figure 3a.
Then the system passes to the area with 3 stable steady states, with the correspond-
ing phase portrait shown in Figure 3c. Further growth of Iy causes the states Op,
and Oy, to collide, cf. the curve C5 in Figure 3a, such that the system becomes
bistable, as corroborated by the phase portrait in Figure 3d. For small g, very
strong simulation I4 leads to a collision and disappearance of the steady states Ogy,
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Fig. 3. (a) Bifurcation diagram I4(g) of system (8), with the number of coexisting solutions
indicated for particular regions. The remaining parameters are fixed to o = 0.8, B = 0.004,
D =0.02, m =5 and Ip = 0.1. (b—d) Phase portraits associated to system (8) under
increasing /4.

and Opgy, see the curve C3 in Figure 3a, whereby the system becomes monostable.
Note that the decrease of I4 (targeted inhibition) gives rise to a similar scenario.
When 14 is systematically reduced, the system first becomes tristable with coexist-
ing states Opr, Opy and Oy g, then bistable and eventually passes to monostability
domains.

4 Numerical results: targeted vs. distributed stimulation

In this section, our aim is to first explicitly demonstrate that the effective model (8)
can successfully predict the response of a clustered network in case of targeted stimu-
lation. Nevertheless, we shall also show an interesting effect evincing that the response
of modular networks to external stimulation is strongly dependent on the character of
stimulation, i.e. the fashion in which it is distributed to neurons within the network.

In Figure 4, the response of a clustered network m = 5 to a targeted stimula-
tion is compared against the induced dynamics of the effective model analyzed in
Section 3. Note that the numerical experiments concerning the full system (1) have
been carried out on a relatively small network comprised of N = 300 neurons, which
corresponds to only 60 neurons per cluster, having fixed the noise levels to D = 0.02
and B = 0.004. Given the relatively small cluster size, one would expect strong fluc-
tuations in the network dynamics. Nevertheless, it will be shown that even under
such conditions, the mean-field analysis performed in case of thermodynamic limit
still remains qualitatively valid, in a sense of being able to qualitatively capture the
induced behavior of the network.
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Fig. 4. (a) Response of a clustered network (m = 5) to a stimulus of intensity I and
duration A introduced to cluster 5 at the moment Tp. Notation R;, 4 € [1, 5] refers to mean-
rates of particular clusters, whereas Ry stands for the collective network activity. Panels
(b) and (c) show excitation and relaxation processes of the network in the (Ra, Rp) plane,
respectively. The system’s orbit is superimposed on the vector field of the effective model (8),
obtained for (I4,Ig) = (0.12,0.1) in (b) and I4 = I = 0.1 in (c¢). The remaining parameters
are g = 250, B = 0.004, D = 0.02.

The scenario of targeted stimulation unfolds in such a way that before introducing
the stimulation, all the clusters occupy the low state and are influenced by the same
current 4 = Ig = 0.1. Then, at the moment Ty = 500, a rectangular pulse of elevated
bias current I4 = 0.12 is introduced solely to cluster 5. The pulse is maintained
for a sufficiently long time A = 500, such that the network is allowed to reach the
new metastable state. Note that during the stimulation, I4 lies very close to the
bifurcation curve Cy from Figure 3a. Therefore the state Orp is weakly stable, and
the finite-size fluctuations may easily drive the system away from it, as indicated by
the time traces in Figure 4a. In Figure 4b, we have plotted the excitation orbit of
the network in the (R4, Rp) plane in order to demonstrate that the system switches
between the metastable states anticipated by the effective model (8). In particular, the
vector field provided in the background presents the flow of system (8) for (I4,Ip) =
(0.12,0.1). One observes that the network rapidly leaves the vicinity of the state O,
and switches to Oy, conforming to the path where a single cluster, described by
R4, is perturbed by the stimulation, whereas the remaining clusters, associated to
Rp, remain unaffected.

We have also examined the relaxation process of the network after the termination
of the stimulus at t = Ty + A. In Figure 4c, the relaxation orbit is plotted against
the vector field of the system (8) for I4 = Iz = 0.1. As predicted by the effective
model, the state Ogy lies far from bifurcations, which makes it relatively stable, in
a sense that the network may spend quite a long time in its vicinity. However, the
fluctuations induced by the finite-size effect eventually drive the network back to the
homogeneous DOWN state Op .

The dependence of the networks response on the stimulation magnitude I, is
illustrated in Figure 5. The response is characterized by the ”excitation rate” -,
defined as the average fraction of excited neurons at the moment Ty + A just after
the stimulus has ceased, having performed averaging over an ensemble of 80 stochastic
realizations. Since the targeted stimulation may only give rise to excitation of a single
cluster, «v in this case is merely the probability of cluster excitation. The response
function «(I4) exhibits threshold-like behavior, with the rising stage triggered at
I4 =~ 0.11 and completed at I4 ~ 0.12, cf. the blue solid line with empty circles. Note
that the latter value is in perfect agreement with the prediction of the bifurcation
diagram in Figure 3a. For large I4, the excitation rate saturates at v = 1/m = 0.2,
which implies that only a single cluster is excited regardless of how large 14 becomes.
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Fig. 5. Excitation rate, i.e. fraction of excited clusters v in terms of I4 for the different
stimulation scenarios. The circles and squares refer to targeted and distributed stimulation
of a clustered network (m = 5,9 = 250), respectively, whereas the diamonds indicate the
response of a homogeneous random network (g = 1). The empty symbols connected by solid
lines denote 7 values at the moment 7o + A when the stimulation is terminated. The solid
symbols connected by the dotted lines show v at the moment T} after the stimulation has
ceased, cf. Figure 4a. The remaining network parameters are B = 0.004, D = 0.02 and
Ig =0.1.

In general, the persistence of the elevated state does not depend on the applied
stimulation magnitude I4, but is rather determined by the relaxation speed of the
state the network occupies at the moment Ty + A when the stimulation is terminated.
In order to analyze the features of the relaxation process, we have measured the
excitation rate v at a later moment 77 = 1250, sufficiently long after the excitation
pulse has ceased, cf. the blue dotted line connecting the filled circles in Figure 5.
Since in the case of targeted stimulation one always encounters the same excited
state with only a single cluster perturbed, it is natural to expect proportionality
between the excitation rate immediately after the stimulation (moment Ty + A) and
at a later moment T;. Our results corroborate that the elevated state may indeed
persist considerably longer than the triggering pulse.

As already announced, we also report on an interesting finding that the induced
dynamics of modular networks strongly depends on the applied stimulation proto-
col. In particular, suppose that instead of a targeted stimulation, one introduces an
elevated bias current to the same fraction of neurons as in a single cluster, but just
randomly distributed over the network. We refer to such a scenario as “distributed
stimulation”. In this instance, for sufficiently large stimulation I 4, the network may
reach states where substantially more than a single cluster is elicited, in spite of
relatively large clustering coefficient g.

The network excitation rate as a function of I 4 for the case of distributed stimula-
tion is indicated by the solid red line with empty squares in Figure 5. One immediately
realizes that the impact of the distributed stimulation is quite distinct from that of
the targeted one in two aspects: (i) the I4 threshold where it starts to excite a single
cluster is significantly larger than for the targeted stimulation and (ii) for sufficiently
strong stimulation I 4, all the clusters may cross to high state.

To gain a deeper insight into how the network’s response is shaped by clus-
tering, we consider an additional scenario, where a certain fraction of neurons is
stimulated in a homogeneous random network g = 1. To allow the comparison, we
have perturbed the same fraction of units as in the clustered network, but here one
cannot distinguish between the targeted and the distributed stimulation protocols
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Fig. 6. Dependence of excitation rate v on the applied current I4 for levels of external
noise B where the network cannot exhibit maximal multistability. The green diamonds
concern the response of a homogeneous random network g = 1 in case where the effective
model exhibits only the DOWN state (B = 0.028, D = 0.02,Ig = 0.1). The blue circles
and the red squares refer cases of a targeted and distributed stimulation of a clustered
network m = 5, respectively. In the thermodynamic limit, the parameters of the clustered
network facilitate bistable dynamics between the homogeneous UP and DOWN states (B =
0.018, D = 0.02,g = 60,Ip = 0.1). The solid/empty symbols are used the same way as in
Figure 5.

because any subset of units is equivalent. The ensuing excitation rate, plotted in
Figure 5 by the solid green line, indicates a response substantially distinct from
that of a clustered network in case of targeted stimulation, but reminiscent of the
induced dynamics typical for the distributed stimulation. This is so because the
homogeneous network possesses only two metastable states, namely the homogeneous
DOWN and UP states, which implies that one cannot excite only a certain fraction
of units, but can rather excite the entire network. As the DOWN state vanishes
at the bifurcation curve C3 in Figure 3a, the guaranteed excitation of the network
is observed only if I4 lies sufficiently close to this curve. The associated threshold
current corresponds to the saturation of the excitation rate observed at Iy ~ 0.19
in Figure 5.

As already indicated, the external noise influences the multistable dynamics of
both the homogeneous and the clustered networks. In Figure 6, it is examined how
the excitation rate changes if the level of external noise B is increased such that
the network can no longer exhibit maximal multistability in the thermodynamic
limit. For the non-clustered network, we have considered the case where the deter-
ministic dynamics is monostable, admitting only the DOWN state. As expected,
stimulating a fraction of neurons with arbitrary strong external current cannot switch
the network to the UP state, cf. the green diamonds in Figure 6. For the clus-
tered network m = 5, the external noise B and the clustering coefficient g have
been set such that the deterministic dynamics exhibits only bistability between
the homogeneous UP and DOWN states. For both the scenarios of the targeted
and distributed stimulation protocols, the excitation rate exhibits a threshold-like
behavior, ultimately reaching the network-wide UP state for a sufficiently strong
stimulation. As predicted by the effective model, the targeted stimulation can no
longer bring the network to a heterogeneous state where only a single cluster is
excited.
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5 Summary and discussion

In the present paper, we have analyzed the induced dynamics of a clustered network
subjected to two types of stimulation protocols, the targeted stimulation and the
distributed stimulation. In the former case, it has explicitly been demonstrated that
the effective model, describing the macroscopic dynamics in terms of coupled mean-
field models associated to each of the clusters, may accurately capture the networks
response, predicting the metastable state reached by the network.

An interesting finding is that the response of a clustered network strongly depends
on the applied stimulation protocol. In particular, in case of a targeted stimulation,
under sufficiently strong clustering, one typically observes that only the targeted
cluster is activated, whereas the remaining clusters are unaffected by the perturbation.
Nevertheless, for the distributed stimulation, applying a sufficiently strong excitation
may result in much richer dynamics, where different forms of elevated states, including
a network-wide high state, may be reached.

Concerning the immediate impact of the modular network architecture, we have
established that the response of a clustered network is drastically different from that
of a statistically homogeneous one even if the same number of randomly selected units
is stimulated. In particular, given the same stimulation magnitude, the excitation rate
of the homogeneous random network turns out to be substantially lower than that of a
clustered network. This distinction derives from the fact that a non-clustered network
cannot exhibit heterogeneous states. As expected, the differences in behavior of the
non-clustered and clustered networks vanish for sufficiently strong stimuli, where the
network-wide excitation becomes the prevalent scenario regardless of the network
structure. In case of a non-clustered network, the reduced model has been shown
to provide a good estimate of the threshold current that guarantees reaching the
elevated state.

The external noise has been found to play a nontrivial role with respect to the exci-
tation process, because it affects the features of the network’s multistable behavior in
the thermodynamic limit. This is a consequence of the fact that the macroscopic
noise derived from the local external noise is multiplicative [37]. The associated
changes in the multistability have been shown to substantially influence the exci-
tation rates in clustered networks for both the stimulation protocols, as well as in the
scenario where the stimulus acts on a certain fraction of neurons in a non-clustered
network.

For the particular stimulation protocol, the properties of the relaxation process
are found not to be determined by the intensity of excitation, but rather by the
state of the network at the moment the stimulation is terminated. One should note
that instances of prolonged relaxation have been observed, especially in the case of
distributed stimulation under higher intensities of the applied current, which facilitate
excitation to the homogeneous UP state. The lifetimes of the metastable states are
also influenced by the level of the external noise, and the underlying effects provide
an interesting topic for future studies. In particular, the impact of multistability on
the relaxation process may consist in inducing nonlinear dependencies of relaxation
times on the noise level, which can manifest as noise-enhanced stability of metastable
states [38,39].

Within the present study, we have explained by the effective model, and cor-
roborated numerically, why the induced dynamics of a clustered network resembles
the spontaneous one, further demonstrating how the stimulation biases the net-
work toward a particular collective state. Recent experimental research indicates
that the external stimulation reduces both the macroscopic and the microscopic
neuronal variability [10,40,41], the latter being associated to randomness in local
dynamics, viz. the spiking series of individual units. While our results may indeed
account for the stimulation-induced decrease of macroscopic variability, one cannot
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infer anything regarding the microscopic variability, since we apply a rate-based
neuron model. In this context, it would be of interest to consider in detail the
induced dynamics of a clustered network of spiking neurons via an effective model,
especially given that the numerical results in [5,13,20] already link the stimu-
lated activity with reduction of both the macroscopic and microscopic neuronal
variability.

This work is supported by the Ministry of Education, Science and Technological
Development of Republic of Serbia under project No. 171017, by the Russian Foundation
for Basic Research under project No. 17-02-00904, and by the Russian Science Foundation
under project No. 16-42-01043.
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Abstract. We demonstrate that the interplay of noise and plasticity
gives rise to slow stochastic fluctuations in a system of two adaptively
coupled active rotators with excitable local dynamics. Depending on the
adaptation rate, two qualitatively different types of switching behav-
ior are observed. For slower adaptation, one finds alternation between
two modes of noise-induced oscillations, whereby the modes are distin-
guished by the different order of spiking between the units. In case of
faster adaptation, the system switches between the metastable states
derived from coexisting attractors of the corresponding determinis-
tic system, whereby the phases exhibit a bursting-like behavior. The
qualitative features of the switching dynamics are analyzed within the
framework of fast-slow analysis.

1 Introduction

In many complex systems, ranging from biology, physics and chemistry to social sci-
ences and engineering, the interaction patterns are not static, but are rather affected
by the states of constituent units [1-4]. This gives rise to complex feedback mecha-
nisms, where the coupling weights adapt to dynamical processes at the units, which in
turn influences the evolution of units itself. Modeling of such systems is based on the
paradigm of adaptive networks, where self-organization unfolds both at the level of
coupling weights and the collective states of the units, typically involving a separation
of characteristic timescales. The faster and the slower timescales are naturally asso-
ciated to the dynamics of units and couplings, respectively, such that the short-term
evolution of the units occurs on a quasi-static network, whereas the slow changes in
coupling weights depend on the time-averaged dynamics of the units. An important
example of adaptive connectivity is provided by neuronal systems, where the strength
of synaptic couplings is adjusted to the underlying spiking activity via spike-time-
dependent plasticity (STDP), a temporally asymmetric form of Hebbian learning [5],

2 e-mail: franovic@ipb.ac.rs
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promoting causal relationship between the spikes of pre- and postsynaptic neurons
[6-8].

Motivated by the research on neuronal systems, in the present paper we study
a simplified model which incorporates the basic ingredients of neurodynamics, such
as excitability, plasticity and noise. The considered system consists of two adap-
tively coupled active rotators, whose intrinsic dynamics is set to excitable regime
and subjected to noise. The plasticity rule is introduced in such a way that one may
continuously interpolate between the coupling dynamics characteristic to Hebbian
learning and STDP. We demonstrate that the interplay of plasticity and noise may
facilitate two qualitatively different forms of slow stochastic fluctuations, depend-
ing on the adaptation rate. While for slower adaptation the self-organized dynamics
consists of switching between the two modes of noise-induced oscillations, in case of
faster adaptation, the switching dynamics comprises metastable states associated to
attractors of the deterministic system.

In the context of neuroscience, one may compare the considered system to a binary
neuron motif. It is well known that the same structural motif, defined at the level
of anatomy, can support multiple functional motifs [9-12], characterized by different
weight configurations and potentially distinct directions of information flow. In these
terms, our study will show that the co-effect of plasticity and noise may (i) contribute
to the emergence of different functional motifs on top of the given structural one and
(ii) trigger slow alternation between the functional motifs.

So far, the co-effects of noise and the STDP plasticity rule have been analyzed in
systems of two coupled neural oscillators, as well as in networks of oscillators. In case
of two units, multistability between different weight configurations has been found,
surprisingly indicating that noise may stabilize configurations of strong bidirectional
coupling absent in the deterministic system [13]. At variance with this, our study
concerns excitable local dynamics and explicitly addresses the slow stochastic fluctu-
ations between metastable states. For networks of adaptively coupled neural or phase
oscillators, the previous research has mainly focused on the impact of plasticity on the
synchronization behavior. In the absence of noise, several generic forms of macroscopic
dynamics have been identified, including desynchronized or partially synchronized
states with weak couplings, as well as cluster states [14-18]. In presence of noise,
an interesting effect of self-organized noise resistance to desynchronization has been
reported in the case of a network of neural oscillators [19]. In networks of excitable
units, the STDP rule has been shown to give rise to oscillating coupling configurations
that facilitate switching between strongly and weakly synchronized states [20-22].

The paper is organized as follows. The details of the model are introduced in
Section 2. An overview of the underlying deterministic dynamics, characterizing the
impact of plasticity on the stationary states and the onset of emergent oscillations,
is provided in Section 3. Section 4 is dedicated to a fast—slow analysis of the deter-
ministic dynamics, whereas in Section 5 are explained the features of the two generic
types of switching behavior. In Section 6 we provide a summary of our main results.

2 Model

We consider a system of two stochastic active rotators interacting by adaptive cou-
plings, where the dynamics of the phases {¢1(¢),¢2(t)} and the coupling weights
{k1(t), ka(t)} is given by

()0'1 = IQ — sin<p1 —|- K1 sin ((pg — SOI) —+ \/ﬁfl

90.2 = I() — sin (pg + K9 sin (901 — ('02) =+ \/552
K1 = €(—k1 +sin(p2 — @1 + B))
Ko = €(—k2 + sin(p1 — @2 + B)), (1)
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where @1, s € S 1 while k; and k9 are real variables. The rotators are assumed to be
identical, having their local dynamics governed by the excitability parameter I, which
gives rise to a SNIPER bifurcation at Ip = 1. We focus on the excitable regime, such
that Iy = 0.95 is kept fixed throughout the paper. In this case, the uncoupled system
always converges to a steady state, whereas the collective dynamics emerges due to
interaction and noise. The parameter ¢ < 1 defines the scale separation between the
fast dynamics of the phases and the slow dynamics of adaptation. White noise of
variance D acts only within the subspace of fast variables, whereby the terms & (t)
and & (t) are independent (§;(¢)&;(t') = 6,;0(t —t') for 4,5 € {1,2}). In the context of
neuroscience, Iy can be interpreted as external bias current, whereas the impact of
stochastic terms is analogous to that of synaptic noise. Note that the deterministic
version of (1) is symmetric with respect to the exchange of indices 1 +» 2.

The plasticity rule is controlled by the parameter 5, which allows one to interpo-
late between the different adaptation modalities. The analogy between the adaptivity
dynamics in classical neuronal systems and the systems of coupled phase oscillators
has been addressed in [14,23,24], whereas a deeper analysis of the correspondence
between the phase-dependent plasticity rules and the STDP has been provided in
[13]. From these studies, it follows that the scenario found for 5 = 37/2, where the
stationary weights increase for smaller phase differences and decrease for larger ones
(“like-and-like” form of behavior), qualitatively resembles the Hebbian learning rule
[23,24]. Nevertheless, in the case 8 = 7, the two coupling weights always change in
opposite directions, which may be interpreted as promoting an STDP-like plasticity
rule. In the present paper, we are interested in the § interval between these two limit
cases, since it admits two coexisting excitable fixed points.

3 Deterministic dynamics of the full system

In this section, we analyze the details of the deterministic dynamics of the full
system (1), considering first the stationary states and the associated excitability
feature, and then focusing on the scenario that gives rise to emergent oscillations.

3.1 Stationary states and excitable dynamics

Fixed points (¢7, ¢35, k3, k5) of the complete system (1) for D = 0 are given by the
solutions of the following set of equations:

sin o] — sin(ps — 7 + B) sin(vh — ©7) = o,
sin 5 — sin(p] — @5 + B) sin(p] — p3) = Io, (2)

with

K] = sin(ps — 7 + B),
Ky = sin(p] — @5 + 3). (3)

Equation (2) can be solved numerically for any fixed parameter set, or numerical
path-following can be applied in order to study the dependence of the fixed points
on the parameters.

The bifurcation diagram in Figure 1 shows how the number and stability of fixed
points of the full system change with 5. In particular, depending on [, there may
be two, four or six fixed points. Due to symmetry, the solutions always appear in
pairs of points sharing the same stability features. Since our study concerns plastic-
ity rules which support excitable fixed points, we have confined the analysis to the
interval 8 € (3.298,4.495), where the system has two stable fixed points, which lie off
the synchronization manifold ¢; = 5. Apart from that, there are also four unstable
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Fig. 1. (a) Bifurcation diagram for the fixed points of system (1) with D = 0 in the
(B, ¢1, p2) space. (b) Projection of the bifurcation diagram to (8, 1) plane. The two fixed
points independent on 8 belong to the synchronization manifold: the red (blue) one is
always longitudinally stable (unstable). The solid lines denote stable fixed points, whereas
the dashed and dotted lines denote saddles of unstable dimension 1 and 2, respectively.

fixed points. The bifurcations associated to the boundaries of the given [ interval
are as follows: at 8 = 3.298 the system undergoes a supercritical symmetry-breaking
pitchfork bifurcation where a symmetry related pair of two stable fixed points off the
synchronization manifold is created, whereas at 5 = 4.495, this pair meets another
pair of unstable fixed points off the synchronization manifold such that both are
annihilated in symmetry related inverse saddle-node bifurcations. For instance, at
B = 4.1, one finds the symmetry related pair of stable foci given by (¢1, @2, k1, Kk2) =
(1.177,0.175,0.032, —0.92) and (1,2, k1,K2) = (0.175,1.177,—0.92,0.032). Note
that these weight levels support effective master-slave configurations, where one unit
exerts a much stronger influence on the other unit than vice versa.

The two stable asymmetric fixed points in the interval 8 € (3.298,4.495) are
excitable, and may exhibit several different types of response to external pertur-
bations, see the classification in Figure 2. Introducing the perturbations by setting
different initial conditions, we plot in Figure 2 the phase dynamics in the fast sub-
space while keeping the weights (k1, k2) fixed. Note that in the case where both units
respond with a single spike, the order of firing is such that the unit with larger initial
phase ¢;(0),7 € {1, 2} fires first.

3.2 Onset of oscillations

The onset of emergent oscillations in system (1) with D = 0 depends on the interplay
between the plasticity rule, specified by /3, and the speed of adaptation, characterized
by e. A parameter scan indicating the variation of k1, A,, = max(x1(t)) — min(xq(t))
in terms of (3, ¢€) is shown in Figure 3a. The results are obtained by numerical con-
tinuation beginning from a stable periodic solution, such that the final state reached
for a certain set of (/3,¢€) values provides the initial conditions for the simulation of
the system at incremented parameter values. By this method, we have determined
the maximal stability region of the periodic solution.

One finds that for a fixed (3, there actually exists an interval of timescales sep-
aration € € (€min, €maxz) admitting oscillations, cf. Figure 3b. The periodic solutions
in this interval coexist with the two symmetry-related stable stationary states. One
observes that the threshold €,,;, reduces with 3, whereas the upper boundary value
€maz Erows with increasing . The detailed bifurcation mechanisms behind the onset
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Fig. 2. Modalities of the response to external perturbation for system (1) with D = 0. The
system parameters are Iop = 0.95, ¢ = 0.01 and 8 = 4.212, whereas the initial conditions for
the coupling weights are set to x1(0) = —0.0077, k2(0) = —0.846. Depending on the initial
phases (¢1(0), ¢2(0)), one may observe the following regimes: (0) no spikes; (1) the unit
with larger ¢(0) emits one spike and the other does not; (2) both units emit a single spike,
with the unit with larger ¢(0) firing first; (3) the unit with larger ¢(0) emits two spikes and
the other unit emits one; (4) both units spike synchronously.

of oscillations and multistability are beyond the scope of this paper, and essentially
involve an interplay between the fast and slow variables.

Enhancing € under fixed 8 gives rise to a supercritical symmetry-breaking
pitchfork bifurcation of limit cycles, indicated by PFL in Figure 3b. Below the
bifurcation, the phases ¢1(t) and ¢3(t) maintain a small phase-shift, while the
oscillation profiles k;(t), i € {1,2} are rather different, see Figures 3d and 3e, respec-
tively. Above the bifurcation, the system gains the anti-phase space-time symmetry
©1(t) = p2(t + T/2),k1(t) = k2(t + T/2) where T denotes the oscillation period, cf.
the associated waveforms in Figures 3g and 3f.

4 Slow-fast analysis of the deterministic dynamics

The deterministic dynamics in case of slow adaptation, corresponding to a strong
timescale separation between the fast and slow variables, may be analyzed within the
framework of standard fast-slow analysis. In general, one may either consider the
layer problem, defined on the fast timescale, or the reduced problem, which concerns
the slow timescale. Within the layer problem, the aim is to determine the fast flow
dynamics o1 (t; k1, K2), p2(t; K1, ko) by treating the slow variables k1 and k9 as param-
eters, whereas the reduced problem consists in determining the dynamics of the slow
flow (k1(t), k2(t)) (reduced flow) assuming that the fast flow of the layer problem is
either at a stable equilibrium or at the averaged value of a stable regime.

In this section, we first investigate the fast layer problems. Depending on the
values of the slow variables (k1, k2), the fast flow can exhibit several attractors, such
that multiple sheets of the slow flow emerge from the averaged dynamics on the
different attractors of the fast flow.
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Fig. 3. Onset of oscillations in the full system (1) for D = 0. In panel (a) is shown how
the variation A, of coupling weight k1 changes in the (8, ¢) plane. Panel (b) shows how
the mean coupling weights (k1) and (k2) of oscillatory states (thick lines) change with e
under fixed 8 = 4.212. The thin solid lines indicate the stationary state. In panel (c¢) are
plotted the analogous dependencies for variation of the oscillation. The dotted lines in (b)
and (c) indicate the e values corresponding to the time traces in Figure 7, whereas the dashed
lines indicate the boundaries of the e region supporting the stable periodic solutions. The
symmetry-breaking pitchfork bifurcation of limit cycles is denoted by PFL. In panels (d)—(g)
are shown the waveforms of periodic solutions without and with the anti-phase space-time
symmetry, obtained for € = 0.03 and € = 0.09, respectively (see the arrows). The excitability
parameter is fixed to Iy = 0.95.

4.1 Dynamics of the fast flow
Within the layer problem, one studies the dynamics of the fast variables

$1 = Iy —sinpy + k1 sin (p2 — 1)
Yo = Ip — sin pg + Ko sin (1 — ¢2), (4)

where k1,k9 € [—1,1] are considered as additional system parameters. Formally,
system (4) is obtained by setting e = 0 in (1) for D = 0.

The numerically obtained bifurcation diagram in Figure 4a shows that the fast
flow is monostable for most of the (K1, ko) values, possessing either an equilibrium or
a limit cycle attractor. The stability boundary of the periodic solution (red curves)
has been obtained by the method of numerical continuation where, beginning from a
stable periodic solution, the initial conditions for incremented parameter values are
given by the final state reached for the previous set of (3, €) values. The coexistence
between a stable fixed point, lying on the synchronization manifold, and a limit cycle
is found within a small region near the diagonal, see Figure 4a. Let us first classify
the fixed points of the fast flow and then examine the scenarios that give rise to
oscillations.

It can be shown that the fast flow admits either two or four fixed points, with
the associated regions indicated in Figure 4b. In particular, two fixed points FP1 and
FP2 on the synchronization manifold are independent on k1 and ko. They are given
by (¢%,¢3) = (arcsin Iy, arcsin Ip) and (93, ¢3) = (7 — arcsin Iy, 7 — arcsin Iy). One
may also find two additional fixed points off the synchronization manifold, referred
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Fig. 4. (a) Attractors of the fast flow (4) in terms of k1 and k2, now considered as param-
eters. The fast flow is typically monostable, supporting either a stable fixed point (FP)
or a stable limit cycle (LC), apart from a small region around the main diagonal, where it
exhibits bistable behavior. The green dashed curves indicate approximations of two branches
of SNIPER bifurcations, obtained by the method described in the text. The red lines cor-
respond to the numerically determined stability boundaries of the oscillatory solution. (b)
Classification of the fixed points of the fast flow (4). The fixed points are labeled the same
way as in the main text, with their stability indicated as follows: full circles denote stable
fixed points, semi-full circles represent saddle points and white circles correspond to doubly
unstable fixed points. Within the four light-shaded triangular-shaped regions, the doubly
unstable fixed point is a focus, rather than a node. The notation I-VIII refers to parameter
values corresponding to the phase portraits in Figure 5.

to as FP3 and FP4 in Figure 4b. The bifurcations affecting the number and stability
of the fixed points, beginning from the lower left region of the (k1,%2) plane, can
be summarized as follows. Along the main diagonal k1 = ko, we find two points of
supercritical pitchfork bifurcations (PF), where from the symmetric fixed points the
saddles FP3 and FP4 appear and disappear. Off the main diagonal, the pitchforks
are unfolded into curves of saddle-node (SN) and transcritical bifurcations (TC), see
Figure 4b.

The (k1,k2) region featuring stable oscillations almost completely matches the
lower left domain admitting two unstable fixed points. Within this region, each peri-
odic solution obtained for (K1, k2) above the main diagonal k1 = k2 has a counterpart
in the domain below the main diagonal, related to it by the exchange symmetry of
units indices. Typically, the periodic solutions emerge via SNIPER bifurcations, com-
prising two branches where either k1 or ks remain almost constant and close to zero.
In both cases, the two fixed points that collide and disappear are FP3 and FP4. Nev-
ertheless, such scenarios cannot be maintained in the small (k1, k2) region admitting
coexistence between a fixed point and a limit cycle, because the SNIPER bifurcation
is accompanied by a change in the number of fixed points. Our findings suggest that
near the main diagonal, the limit cycle emerges via a heteroclinic bifurcation, where
an orbit connects two saddles lying off the synchronization manifold (not shown).
Note that the orbit of the limit cycle follows the unstable manifold of the saddle
point FP2 on the synchronization manifold. To the left or the right of the main diag-
onal, instead of a heteroclinic bifurcation, one finds homoclinic bifurcations, whereby
a saddle point, either FP3 or FP4, touches the limit cycle orbit. The schematic phase
portraits indicating the stable and unstable manifolds of the fixed points and the limit
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Fig. 5. Schematic phase portraits corresponding to the characteristic regimes of the fast
flow. The panels I-VIII refer to representative parameter values indicated in Figure 4b.
Also, the stability of fixed points is presented the same way as in Figure 4b. The invariant
synchronization manifold is denoted by the red color, whereas the orbit of a stable/unstable
limit cycle is indicated by the solid/dashed blue lines.

cycle for the characteristic regimes of the fast flow, denoted by I-VIII in Figure 4b,
are illustrated in Figure 5.

The two branches of SNIPER bifurcations may readily be approximated for small
values of k1 and k2 by a simple scheme, which amounts to reducing the fast flow to
a normal form of saddle-node bifurcation. Suppose first that k; < 1 and Iy — 1 < 1.
More specifically, let £ < 1 be a small parameter such that Iy — 1 = £ (close to the
threshold) and k1 = 7€, i.e. 7y is a rescaling parameter of k1, allowing for a zoom in
the neighborhood of zero. Then, the steady states are given by the system

14+ & —singg + &ysin(ps — 1) =0,
14+ & —singy + ko sin(p1 — p2) = 0. (5)

The first equation in the zeroth order approximation leads to ¢ = /2. Hence, using
the perturbation approach, we have

™
@T:§+\/@71+"'; gy =P+, (6)

where the /€ scaling follows from the Taylor expansion of the function sin 7 at /2.
Inserting (6) into (5), one obtains the system of equations for ¥; and ¥,

1
1+ 5%2 —ycosWy =0,
1 —sin®, + ko cos ¥y = 0. (7)

From system (7), it is not difficult to see that the saddle-node bifurcation takes place if
the condition 1 —~ cosW, = 0 is satisfied. This leads to the parametric representation
K1 =&y = C@S}}z Ky = S’élofgl, of the saddle-node curve for small x; values, where
¥y plays the role of the parameter along the curve. An analogous approach may be
used to capture the second branch of saddle-node bifurcations, cf. the green dashed

lines in Figure 4a.
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4.2 Dynamics of the slow flow

We have numerically obtained the dynamics of the slow flow by applying a two-step
approach. First, for fixed values (k1, k2), we determine the time-averaged dynamics
of the fast flow (4), (p2 — ¢1)¢ = f(k1, k2). Here, the averaging (-), is performed over
a sufficiently large time interval, having eliminated a transient. Hence, this average
depends on the attractor of the fast flow for the given (k1, k2). In particular, if the
fast flow possesses a stable fixed point, then (o2 — ¢1)r = 5 — @I, where (o}, }) is
a solution of

Iy — sin o] + K1 sin (¢35 — ©7)
Iy — sin @3 + Ko sin (¢] — ¢3)

0. 8)

This procedure just results in determining the slow critical manifold of the system.
In case when the attractor of the fast flow is periodic, (2 — 1)+ presents the time
average over the period. Averaging approximation in case of a periodic attractor of
the fast flow constitutes a standard approach [13,25], rather natural for describing
the influence of oscillations in the fast flow on the dynamics of the slow flow. At the
second stage, the obtained time-averages are substituted into the dynamics of the
weights

K1 = €[—k1 + sin(f(k1, k2) + B)]
Ko = €[—ka + sin(—f(k1, k2) + B)]- (9)

The system (9) is used to determine the vector field of the slow flow by taking into
account only the attractors of the fast flow, such that the vector field associated to
each attractor is plotted within its respective stability region, cf. Figure 6.

In regions of the (k1,k2) plane where there are coexisting stable solutions of
the fast flow, the corresponding vector field of the slow flow is given on multiple
overlapping sheets, since the value of the average f(x1,k2) depends on the initial
conditions. In our case, this occurs only in a small region of coexistence between an
equilibrium and a stable limit cycle.

One should single out two important features of the slow flow: (i) it exhibits two
symmetry-related fixed points in the green and blue regions in Figure 6, and (ii) the
slow vector field is pointed in opposite directions close to the boundary between the
fast oscillatory regime (orange region) and the steady states of the fast flow (blue,
green and white regions). The latter in particular implies that interesting effects
occur close to the border of the oscillatory and the steady state regime of the fast
flow. Moreover, adding noise gives rise to fluctuations around this boundary, which
leads to switching between the quasi-stationary and the fast spiking dynamics. Such
effects are studied in more detail within the next section.

5 Switching dynamics

Our main observation in this section is that the interplay of plasticity and noise
induces slow stochastic fluctuations (switching dynamics), mediating two qualita-
tively different scenarios depending on the speed of adaptation. The latter include
(i) switching between two modes of noise-induced oscillations for slower adaptation
(small € ~ 0.01) and (ii) switching between multiple coexisting attractors of the
deterministic dynamics for faster adaptation (intermediate e ~ 0.05).

In case (i), the impact of noise is twofold: on a short timescale, it gives rise to spik-
ing dynamics, whereas on a long time scale, it induces random transitions between
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Fig. 6. Vector field of the slow flow obtained by taking into account only stable attractors
of the fast flow for 8 = 4.212, Iy = 0.95. The color coding is as follows: orange color denotes
the region associated to the stable limit cycle of the fast flow, white stands for the stable
fixed point of the fast flow FP1, whereas blue and green color correspond to the two stable
fixed points FP3 and FP4. Within the light-shaded regions, FP3 and FP4 are foci rather
than nodes, cf. Figure 4b.

the two oscillatory modes. In case (ii), the switching dynamics comprises metastable
states derived from two fixed points, as well as two limit cycles associated to emergent
oscillations of the corresponding deterministic system. The key difference between the
effects (i) and (ii) is that for slower adaptation, the system switches between the oscil-
latory modes that do not exist as deterministic attractors. Moreover, the two generic
types of switching are characterized by distinct phase dynamics: for slower adapta-
tion, one finds alternation of patterns with different order of spiking between the
units, whereas for faster adaptation, the phases effectively exhibit bursting behav-
ior, involving a succession between episodes of spiking and relative quiescence. An
overview on how the typical dynamics of couplings changes with € at fixed § is pro-
vided in Figure 7. Note that the difference between the average coupling weights of
the stable periodic solutions of the deterministic system are much smaller than a typ-
ical distance between the coupling levels for the stationary states. The prevalence of
metastable states is affected by € so that intermediate adaptation favors oscillatory
modes, whereas the fast adaptation apparently promotes the two quasi-stationary
states. In the next two subsections, we provide further insight into the mechanisms
behind the switching dynamics using the results of the fast-slow analysis.

5.1 Switching dynamics under slow adaptation

As already indicated, € is here taken sufficiently small, such that it cannot facilitate
emergent oscillations in the full system (1). For e ~ 0.01 and under appropriate noise
levels, one observes noise-induced oscillations [26]. The latter arise via a scenario
involving a multiple-timescale stochastic bifurcation, whereby noise acts only within
the fast subsystem of (1). The onset of oscillations under increasing D occurs in two
stages. In the first stage, the phase dynamics gradually exhibits more induced spikes,
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Fig. 7. Switching dynamics under variation of €. The time traces (k1 (t), k2(t)) are obtained
for fixed Ip = 0.95, D = 0.006, S = 4.212, whereas ¢ assumes the following values: (a)
e =0.008, (b) ¢ =0.02, (c) ¢ =0.03, (d) e =0.06, (e) e =0.09, (f) e =0.11.
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Fig. 8. Switching dynamics between the two modes of noise-induced oscillations. Time traces
of the weights are shown in panel (a), whereas panel (b) and (c) display the corresponding
time traces of the phases during the intervals between the dashed lines in panel (a). In panel
(d), the (k1(t),k2(t)) projections of the orbits associated to each of the two modes (blue
color), as well as the switching episode, shown in white, are superimposed to the vector field
of the slow flow from Figure 6. The shaded area corresponds to the stable limit cycle. The
system parameters are Ip = 0.95, 8 = 4.212,¢ = 0.01, D = 0.009.

such that the stationary distributions of phases eventually acquire a longer tail reflect-
ing the occurrence of spikes (not shown). Nevertheless, the stationary distributions
P(k;) change appreciably only at the second stage, which takes place for sufficiently
large D. Such a change accompanies the emergence of coupling oscillations. Note that
the system (1) actually exhibits two modes of noise-induced oscillations, character-
ized by the different order of firing between the two units, cf. the time traces of phase
dynamics and the associated evolution of couplings in Figure 8a.

It is interesting to examine whether the vector field of the slow flow from
Section 4.2 can be used to explain the slow stochastic fluctuations of the coupling
weights. To this end, we have superimposed the (k1 (t), k2(t)) orbits of the two noise-
induced modes, as well as a switching episode, to a vector field of the slow flow from
Figure 6. Note that the orbits typically lie close to the boundary outlining the tran-
sition between the two attractors of the fast flow, featuring non-negligible coupling
weights. Moreover, the two modes are confined to small areas of the (k1,k2) plane
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Fig. 9. Time traces of the phases (a) and weights (b) associated to noise-induced switching
between the coexisting attractors of the deterministic system. The results are obtained for
Iy = 0.95,8 = 4.212,¢ = 0.05, D = 0.004. In panel (c) is provided the deterministic dynamics
of weights obtained for the same parameter values. In panel (d), the (k1(t), k2(t)) orbit
corresponding to the interval between the dashed lines in (b) is super-imposed on the vector
field of the slow flow cf. Figure 6.

symmetrical with respect to the main diagonal k1 = ko, whereas the switching episode
virtually takes place on the diagonal. Apparently, the noise-induced modes occupy
regions where the oscillations in the fast flow emerge via homoclinic bifurcations,
rather than the SNIPER scenario. Nonetheless, the switching episode seems to involve
the domain featuring coexistence of the two stable sheets of the slow vector field.
Within these sheets, which correspond to two attractors of the fast flow (a stable
node and a stable limit cycle), the vector fields are oriented in opposite directions,
thereby contributing to switching.

5.2 Switching dynamics for faster adaptation

In case of faster adaptation associated to intermediate €, the switching dynamics
involves four metastable states, derived from the attractors of the deterministic
system. The deterministic multistable behavior includes two symmetry-related sta-
tionary states, as well as two symmetry-related limit cycles. Note that while the two
stable steady states exist for arbitrary small ¢ and are therefore visible in the slow
flow in Figure 6, the oscillatory solutions disappear for small ¢ and hence cannot
be observed in the slow flow. The two oscillatory regimes are characterized by the
same phase shift, but the reverse order of firing between the two units. Influenced by
noise, the phases effectively engage in bursting behavior, manifesting slow stochas-
tic fluctuations between episodes of intensive spiking activity and periods of relative
quiescence, see Figure 9a. For a fixed noise level, the prevalence of metastable states,
defined by transition probabilities between them, changes with adaptation speed. One
observes that for € ~ 0.05, the oscillatory dynamics is preferred, whereas for € ~ 0.1,
the quasi-stationary states are more ubiquitous.

A comparison of the (k1,k2) orbits displaying switching dynamics and the vec-
tor field of the slow flow from Figure 6 again shows that the former is confined
to the criticality region at the boundary between the stationary and oscillatory
regimes in the fast flow, cf. Figure 9. One should remark on how the transitions
between the different metastable states take place. In particular, from Figure 9b, it is
clear that there can be no direct transitions between the two quasi-stationary states,
but they rather have to be mediated by the system passing through the oscillatory
states. Also, the transition from oscillatory to quasi-stationary states typically occurs
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once the couplings approach a master-slave-like configuration, where the coupling in
one direction is much stronger than the other one. This scenario coincides with the
SNIPER bifurcation of the fast flow described in Section 4.1. The scenario of tran-
sition between the two metastable oscillatory states resembles closely the one from
Section 5.2.

6 Summary

In the present study, we have analyzed a system of two adaptively coupled active
rotators with excitable intrinsic dynamics, demonstrating that the interplay of plas-
ticity and noise may give rise to slow stochastic fluctuations. Two qualitatively
different types of self-organized behavior have been identified, depending on the adap-
tation speed. For slower adaptation, the switching dynamics consists of an alternation
between two modes of noise-induced oscillations, associated to a preferred order of
spiking between the two units. In this case, noise plays a twofold role: on one hand, it
perturbs the excitable local dynamics giving rise to oscillations on a short timescale,
whereas on the other hand, it elicits the alternation between the two oscillatory states
on a long timescale. The underlying phase dynamics shows slow switching between
two patterns distinguished by the different order in which the units are spiking. In
case of faster adaptation, the coupling becomes capable of eliciting emergent oscilla-
tions in the deterministic system [27]. The latter then exhibits complex multistable
behavior, involving two stationary and two oscillatory regimes. Under the influence
of noise, the system undergoes switching between these four different metastable
states, whose prevalence at fixed noise level depends on the speed of adaptation. The
deterministic attractors associated to metastable states are related by the Zs symme-
try. Thus, a mismatch in excitability parameters would lead to symmetry-breaking,
whereby a small mismatch would induce a bias in switching dynamics, whereas a
larger mismatch, corresponding to a scenario with one excitable and one oscillatory
unit, would completely alter the observed dynamics.

Though the underlying phenomena are not found in the singular limit of infinite
scale separation, the fast-slow analysis we have applied still allows one to explain
the qualitative features of both considered types of switching behavior. Studying the
layer problem, and in particular the vector field of the slow flow, has enabled us to
gain insight into the metastable states and the transitions between them. It has been
demonstrated that the coupling dynamics is always in a state of “criticality”, being
confined to the boundary between the stationary and oscillatory regimes of the fast
flow.

Given that excitability, plasticity and noise are inherent ingredients of neuronal
systems, the obtained results can be interpreted in the context of neuroscience. It is
well known that the backbone of neural networks is made up of binary and ternary
neuron motifs, whereby the structural motifs typically support multiple functional
motifs, essentially characterized by the weight configuration and the underlying direc-
tion of the information flow. With this in mind, the scenario of switching under slow
adaptation may be important, because it implies that a binary motif can display slow
alternation between two effectively unidirectional weight configurations, promoting
opposite direction of information flow. For faster adaptation, one finds multistabil-
ity between unidirectional coupling and bidirectional coupling of moderate strength.
Nonetheless, the underlying phase dynamics, if extended to networks, may be con-
sidered as a paradigm for UP-DOWN states, typical for cortical dynamics [28,29].
Thus, it would be of interest to examine the impact of plasticity in networks of
noisy excitable units, where one may expect different types of emergent behavior,
such as cluster, non-synchronized and partially synchronized states, depending on
the frustration of local dynamics and the impact of noise.
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