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Abstract. Inelastic scattering of visible light (Raman effect) offers a window
into properties of correlated metals such as spin, electron and lattice dynamics
as well as their mutual interactions. In this review we focus on electronic and
spin excitations in Fe-based pnictides and chalcogenides, in particular but not
exclusively superconductors. After a general introduction to the basic theory
including the selection rules for the various scattering processes we provide an
overview over the major results. In the superconducting state below the transition
temperature Tc the pair-breaking effect can be observed, and the gap energies may
be derived and associated with the gaps on the electron and hole bands. In spite
of the similarities of the overall band structures the results are strongly dependent
on the family and may even change qualitatively within one family. In some of the
compounds strong collective modes appear below Tc. In Ba1−xKxFe2As2, which
has the most isotropic gap of all Fe-based superconductors, there are indications
that these modes are exciton-like states appearing in the presence of a hierarchy
of pairing tendencies. The strong in-gap modes observed in Co-doped NaFeAs are
interpreted in terms of quadrupolar orbital excitations which become undamped
in the superconducting state. The doping dependence of the scattering intensity
in Ba(Fe1−xCox)2As2 is associated with a nematic resonance above a quantum
critical point and interpreted in terms of a critical enhancement at the maximal
Tc. In the normal state the response from particle-hole excitations reflects the
resistivity. In addition, there are strongly temperature-dependent contributions
from presumably critical fluctuations in the energy range of kBT which can
be compared to the elastic properties. Currently it is not settled whether the
fluctuations observed by light scattering are related to spin or charge. Another
controversy relates to putative two-magnon excitations, typically in the energy
range below 0.5 eV. Whereas this response presumably originates from charge
excitations in most of the Fe-based compounds theory and experiment suggest
that the excitations in the 60 meV range in FeSe are from localized spins in a
nearly frustrated system.
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Raman scattering in Fe-based systems 2

1. Introduction

Superconductivity in iron-based componds (FeBCs)
came as a big surprise when first reported by
Kamihara and coworkers [1, 2]. The FeBCs consist
of quadratically coordinated Fe planes sandwiched
between layers of pnictogen (As, P) or chalcogen (S,
Se, Te) atoms as shown in Fig. 1 (a). The rest of
the structure is rather variable as can be seen from
the sum formulae in Table 1. For this variability
and the relative change in the band structures the
FeBCs are a laboratory for studying the interrelation
of magnetism, fluctuations and superconductivity or
strong versus weak-coupling effects as summarized in
excellent reviews including [3, 4, 5, 6, 7, 8].

FeBCs typically have a magnetically ordered
phase at zero nominal doping. Upon elemental
substitution or application of pressure, magnetism
can be suppressed and superconductivity (SC) may
appear [Fig. 1 (b)]. In contrast to the cuprates, all
phases are metallic. The order at zero doping is a
stripe-like antiferromagnetic spin-density wave (SDW)
and widely believed to originate from the nesting
properties of the hole- and electron-like Fermi surfaces
encircling the (0, 0) (Γ) and the (±π, 0)/(0,±π) (X/Y )
points in the idealized 1 Fe Brillouin zone. Similarly,
the topology of the Fermi surface is considered
important for superconductivity [9]. Although the
Fermi surfaces are always centered at Γ and X/Y
there are substantial variations in shape and character
across the families and as a function of doping
[10]. However, this variation is not necessarily and
exclusively at the origin of the differences in the
superconducting ground states. Already on the level
of local-density approximation (LDA) [11] a variety
of nearly degenerate superconducting ground states is
expected [6, 12].

In addition to the SDW and SC phase transitions,
nematic order, with the rotational symmetry broken
but the translational symmetry preserved, and wide
temperature ranges with fluctuations are observed [14].
For studying this plethora of instabilities, a wide
variety of experimental methods has been applied.
Inelastic light scattering is a useful technique, since
relevant information on practically all phases and their
fluctuations can be obtained.

It will be the purpose of this review to present
typical results, provide a snapshot of the current status
of the field and outline possible future developments.
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Figure 1. Crystal structure and phase diagram. (a) Crystal
structure of BaFe2As2. Thin grey lines indicate the edges of
the unit cell (2 Fe per layer, I4/mmm). Grey connecting lines
between Fe and As illustrate covalent Fe-As bonds. (b) Phase
diagram. The spin density wave (SDW) and the superconducting
(SC) ranges are indicated in grey and blue, respectively. The
dashed magenta-grey line indicates a simultaneous structural
transition at TS and SDW transition at TSDW. The nematic
phase is shaded magenta. The green shaded area indicates the
existence of fluctuations next to the SDW transition. Note that
the scales in x (hole doping) and y (electron doping) differ. From
[13] with permission.

First, we briefly describe the experiment and the
theoretical background and then summarize the most
relevant results obtained from light scattering with the
focus placed on electronic and spin excitations.

2. Raman experiment

Shown in Fig. 2 is a schematic view of the experimental
setup of a typical macro Raman experiment in vacuo
and in a diamond anvil cell (inset) on opaque samples.
In the macro setup the incident light with polarization
êI impinges on the surface at an angle of incidence
ϑI ∼ 70o in order to prevent the directly reflected
light from entering the optics and the spectrometer.
For this “pseudo-Brewster” angle the reflection is
minimal for êI parallel to the plane of incidence. The
scattered light is collected along the surface normal.
Photons having a selected polarization state êS enter
the spectrometer. A charge-coupled device (CCD)
detector registeres the number of transmitted photons
per unit time ṄI,S(Ω) (“Raman spectrum”) for a
given energy shift Ω = ωI − ωS and polarization
combination (êI , êS), where ωI,S are the energies of the
photons. The differential light scattering cross-section
is proportional to the Raman spectrum,

d2σI,S
dΩSdωS

= ~r2
0

ωS
ωI

1

π
{1+n(Ω, T )}RI,Sχ′′I,S(q,Ω, T ).(1)

Here ΩS is the solid angle into which the photons are
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Raman scattering in Fe-based systems 3
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Figure 2. Schematic representation of a Raman experiment.
The polarized monochromatic photons hit the sample at a large
angle of incidence. The scattered photons are collected along
the surface normal and pass the analyzer before entering the
spectrometer. Inset: Side view of a Raman pressure cell. The
laser beam (LB) enters from the right, the scattered light (SL)
is collected along the normal of the sample surface. From [15].

scattered, and RI,S absorbs matrix element effects and
experimental factors, χI,S(q,Ω, T ) = χ′I,S+iχ′′I,S is the
typically non-resonant response function, n(Ω, T ) =
[exp (~Ω/kBT ) − 1]−1 is the Bose-Einstein occupation
number and r0 = e2/(4πε0mc

2) the Thompson
electron radius, thus Eq. (1) describes the cross section
per electron. From linear combinations of the spectra,
pure symmetries µ can be derived (for details see
Section 4.9).

3. Materials

Most of the existing FeBCs were studied by Raman
scattering. In the beginning the phonons were in the
main focus [16, 17, 18, 19, 20, 21, 22]. With the advent
of high-quality single crystals of the 122 family [23],
being a result of FeAs self-flux growth [24], the study
of electronic properties by light scattering became
promising, and the superconducting gap was studied
successfully in Ba(Fe1−xCox)2As2 for two doping levels
[25]. Soon thereafter the redistribution of spectral
weight in the SDW state of BaFe2As2 was reported
[26, 27]. Finally, the fluctuations above the magneto-
structural transformation, inferred from transport [28],
were observed [29, 30]. Although there are reports
on spectra in the range 1 000 cm−1 to 4 000 cm−1 (the
energy range of two-magnon excitations) [31], their
interpretation remains controversial.

The materials for which data on the spin, charge
and orbital response exist are compiled in Table 1.

4. Theoretical background

The analysis of the results in the FeBCs requires
insight into the theoretical background, including
both standard knowledge and modern developments.
We give a brief historical summary and sketch the

underlying theory with the emphasis placed on metallic
systems.

4.1. Historical remarks

Raman scattering studies of excitations of localized
spins started in the 1960s on insulating antiferromag-
nets [60] and experienced a renaissance with the advent
of the cuprates [61]. The theoretical framework was set
by the seminal work of Elliot, Fleury and Loudon [62]
which still represents the basis of contemporary anal-
yses [63] even in the case of metallic systems such as
the FeBCs [31, 64, 65].

Light scattering from conduction electrons was
first discussed in the context of superconductors
[66]. It took almost 20 years to observe the
effect experimentally in the layered compound 2H-
NbSe2 [67]. In NbSe2 superconductivity competes
with a charge density wave (CDW) for area on
the Fermi surface (FS), and the spectral features
observed below Tc cannot directly be traced back
to the superconducting energy gap in contrast to
those for selected symmetries in the A15 compounds
V3Si and Nb3Sn [68, 69] or in the cuprates [63, 70,
71]. Hence, only in special cases the Raman spectra
of superconductors can be described satisfactorily
in terms of lowest order weak coupling theory as
developed between 1961 and 1984 [66, 72, 73]. In
all other cases, including the FeBCs, lowest order is
insufficient, although it still captures the plain vanilla
such as the strong momentum dependence of the gap if
the symmetries of the response are properly taken into
account [74].

In normal metals, contributions from particle-
hole excitations were observed and discussed for doped
semiconductors [75, 76], but in-depth studies started
only in the cuprates [77, 78, 79, 80, 81]. Similarly as
in the superconducting state, the major contribution
from Raman scattering, in addition to what was known
from optical spectroscopy, was the observation of a
polarization dependent relaxation of the carriers which
could be mapped on the electronic momentum [74, 82].

Important new developments include the obser-
vation and analysis of critical fluctuations in both
cuprates [83, 84] and FeBCs [29, 30, 49, 85, 86, 87]. In
the superconducting state an anisotropic pairing po-
tential [73, 88, 89, 90, 91, 92], amplitude (“Higgs”)
fluctuations of the superconducting order parameter
[93, 94], number-phase fluctuations in multiband sys-
tems (Leggett modes [95]) [96, 97, 98, 99, 100] or a
nematic resonance [39] need to be included. Whereas
the interpretation of the results in NbSe2 in terms of
coupled gap excitations and amplitude fluctuations in a
coupled SC-CDW system seems to converge [101, 102]
the discussion of the Eg symmetry contributions in the
A15 materials [68, 69, 103, 89, 102], the B1g response in
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Raman scattering in Fe-based systems 4

Table 1. Materials studied by Raman scattering. The table includes only materials for which electronic properties (spin, charge,
fluctuations) were studied. In the second column typical acronyms are listed which will be used occasionally in the text. The main
subject of the respective experiments are listed in the second to last column.

material acronym substitution subject reference

BaFe2As2 BFA/Ba122 no SDW [27, 32]
SrFe2As2 Sr122 no SDW, fluctuations [29, 33]
EuFe2As2 Eu122 no SDW, fluctuation [33, 34]
CaFe2As2 Ca122 no SDW [34]
LaFeAsO 1111 no SDW [35]

Ba(Fe1−xCox)2As2 BFCA x = 0.061, 0.085 SC gap [25]
Ba(Fe1−xCox)2As2 BFCA x = 0.061 gap, vertex [36]
Ba(Fe1−xCox)2As2 BFCA x = 0.08 gap [37]
Ba(Fe1−xCox)2As2 BFCA 0 ≤ x ≤ 0.045 SDW [26]
Ba(Fe1−xCox)2As2 BFCA 0 ≤ x ≤ 0.20 fluctuations [30]
Ba(Fe1−xCox)2As2 BFCA 0.055 ≤ x ≤ 0.10 SC gap [38]
Ba(Fe1−xCox)2As2 BFCA 0 ≤ x ≤ 0.10 SC gap-nematicity [39]
Ba(Fe1−xCox)2As2 BFCA x = 0, 0.025, 0.051 fluctuations [40]
Ba(Fe1−xCox)2As2 BFCA 0.045 ≤ x ≤ 0.085 fluctuations and SC gap [41]
Ca(Fe1−xCox)2As2 x = 0.03 crystal field [42]
Sr(Fe1−xCox)2As2 x = 0, 0.04, 0.20 SDW [43, 44]
Ba(Fe1−xAux)2As2 x = 0, 0.012, 0.014, 0.031 fluctuations [45]

Ba1−xKxFe2As2 BKFA x = 0.4 SC gap and pairing [46]
Ba1−xKxFe2As2 BKFA x = 0.4 SC gap and pairing [47]
Ba1−xKxFe2As2 BKFA 0.22 ≤ x ≤ 0.70 fluctuations and SC gap [41, 41]
Ba1−xKxFe2As2 BKFA x = 0.25, 0.4, 0.6 fluctuations and SC gap [48]

BaFe2(As1−xPx)2 BFAP x = 0.5 fluctuations and SC gap [48]

NaFe1−xCoxAs Na111 0 ≤ x ≤ 0.08 fluctuations and SC gap [49]

CaKFe4As4 CKFA/1144 no SC gap and pairing [50, 51]

Fe1+δTe1−xSex x = 0, 0.4 SC gap, phonon, magnon [52]
FeSe 11 no fluctuations [15, 53, 54]
FeSe 11 no 2-magnon [55]
FeSe0.82 11 no crystal field [56]
FeSe1−xSx x = 0, 0.04, 0.08, 0.15, 0.20 fluctuations [57]

K0.75Fe1.75Se2 no gap [58]
Rb0.8Fe1.6Se2 no gap [46]
A0.8Fe1.6Se2 A = K, Rb, Cs, Tl 2-magnon [59]

the cuprates [104, 105, 106, 107, 108, 109] or the in-gap
modes in the FeBCs [39, 41, 46, 47, 49] remains con-
troversial. In addition to the weak-coupling descrip-
tion of the superconducting state at T = 0 a lot more
work is needed to arrive at a coherent picture for the
normal and superconducting states in the presence of
collisions, fluctuations and strong coupling. Only a
few special cases have been studied theoretically so far
[77, 85, 86, 87, 110, 111, 112, 113, 83, 114, 115, 116].
More details can be found in Refs. [63] and [82] and,
for recent developments, in [41, 64, 65, 85, 86, 87, 91,
92, 99, 100, 115, 116, 117, 118].

4.2. Light scattering

Photons in the visible or x-ray range do not directly
scatter off low-energy excitations. Rather, high-energy
electron-hole pairs having energies of the incoming
photons (1.6 ≤ ~ωI ≤ 3.5 eV for the visible) are

created and couple to excitations in the range ~Ω =
1 . . . 200 meV such as phonons, fluctuations, particle-
hole, gap or spin excitations [119]. After scattering,
the electron-hole pairs recombine and emit photons
with energies ~ωS = ~ωI ∓ ~Ω. The mechanism
works whether or not the intermediate electronic states
are eigenstates. If they are eigenstates the cross-
section is resonantly enhanced, but most of the results
were successfully analysed in terms of non-resonant
scattering. In systems with a high correlation energy
U = O(~ωI) there are no well-defined eigenstates, and
the resonances are in fact found to be mild in most of
the cases.

Given these considerations, Eq. (1) is most
naturally derived from scattering matrix elements in
third order perturbation theory such as in the case of
phonons or spin excitations [62, 119]. For electrons
the Raman susceptibility or response function χ(Ω, T )
is almost always derived in the non-resonant limit
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Raman scattering in Fe-based systems 5

using either diagrammatic techniques [66, 73, 77, 63]
or the kinetic equation [82, 120]. Since χ(Ω, T ) is not
a pure density or current correlation function there
is no general sum rule such as the f -sume rule in
optical conductivity [121].‡ Usually For this reason,
the Raman cross section may be a superposition
of independent contributions, for example particle-
hole excitations (electronic continuum) and magnons
or phonons. Occasionally, some of the excitations
may be are interrelated, for instance phonons and
particle-hole excitations leading to the Fano effect
(not discussed in this review) or gap formation and
excitations in density-wave or superconducting states
and the continuum playing an important role below.

The Raman response of all types of excitations
is causal implying that χ∗I,S(−Ω) = χI,S(Ω) where ∗

denotes the conjugate complex. Thus χ′′I,S(Ω) is anti-
symmetric with respect to the origin, and its expansion
contains only odd powers of Ω.

In Fig. 3, Feynman diagrams for Raman scattering
are displayed. γ and Γ are the bare and the
renormalized vertices, respectively, for the interaction
between light and electrons [63]. They depend
on the light polarizations and on momentum and
determine the selection rules. In panel (a) particle-
hole excitations are described. The bare vertex γ is an
approximations where properties of the intermediate
states are neglected assuming that all photon energies
are smaller than any band gap, ~ωI,S < |εc −
εν |, where the subscripts c and ν refer to electrons
in the conduction bands and those in other bands,
respectively. Γ is a renormalized vertex in the spirit
of the Bethe-Salpeter equation [123]. In panel (b)
scattering from bosons via electrons is described. f
is the vertex for the interaction between electrons and
other excitations.

4.3. Charged systems

In general, visible light cannot transfer substantial
momentum to a crystal since the lattice constant a
is much smaller than the wavelengths λI,S of the
incoming and outgoing photons, and all unit cells are
excited in phase. This is usually called the q = 0
selection rule of Raman scattering in crystals. In the
case of (resonant) inelastic x-ray scattering [(R)IXS]
with λ = O(a) most of the Brillouin zone can be
accessed [124]. Metals have a small penetration depth
for light a < δ0 < λI,S . As a consequence, the
momentum transfer in a metal is bigger than in an
insulator, |q| = q ∼ δ−1

0 , where 100 Å < δ0 < 1000 Å
for typical metals, as pointed out first by Abrikosov
and Fal’kovskii [66]. Yet, the available momentum
is still much smaller than π/a, and for exciting a

‡ Special cases [107, 122] are beyond the scope of this review.

g g

g f gf

g
f

f

g
f

f

g
f

f

g
f

f

g G = ...

+

(a)

(b)

+

Figure 3. Feynman diagrams for (non-resonant) light
scattering. (a) Raman response of particle-hole excitations
in the presence of interactions and (b) scattering processes
involving one and two bosonic excitations. Wavy lines represent
incident and scattered photons whereas solid lines are electronic
propagators. The bosonic excitation or fluctuation propagators
are represented by dashed lines. The bare and renormalized
Raman vertices γ and, respectively, Γ describe the interaction of
light and electrons and f describes the interaction of electrons
and other excitations, e.g. bosons.

non-interacting conduction electron from an occupied
(i) to an unoccupied (f) state the maximal energy

is limited by ~Ωmax = ε
(f)
k − ε

(i)
k ≈ ~vFδ

−1
0 where

εk is the electronic dispersion. In the FeBCs the
relevant in-plane Fermi velocity is of order 106 cm/s,
and the penetration depth is close to 1000 Å yielding
~Ωmax . 1 meV ≡ 8 cm−1.

Due to charge conservation and screening all
isotropic charge excitations are pushed up to the
plasma frequency Ωpl [125], and there is no scattering
in the range of kBT in non-interacting systems with
a strictly quadratic electron dispersion. What looks
like a disadvantage at first glance is the origin of
the selection rules for electronic Raman scattering
[72]. Loosely speaking, one cannot move charges
from one unit cell to another one but the charges
can only be redistributed in phase inside all unit cells
(quadrupolar-type of excitations). This is the origin of
the form factors, and the light does not scatter from
the charge density but from a weighted charge density
[72, 73, 89],

ρ̃q =
1

N

∑
n

∑
k,σ

γn(k,q)c†n,k+q,σcn,k,σ. (2)

n is the band index, and γn(k,q) is a form factor which
is related to the Raman vertex γα,β(k,q) through the
polarization directions êI,S ,

γn(k,q) =
∑
α,β

eαI γn,α,β(k,q)eβS . (3)

The bare response χ̃(q,Ω) is the commutator of ρ̃q,

χ̃(q,Ω) = 〈〈[ρ̃q(t), ρ̃−q(0)]〉〉Ω = χ̃′ + iχ̃′′, (4)

where 〈〈. . .〉〉Ω denotes the thermodynamic average and
the Fourier transformation, and χ̃′ and χ̃′′ are the real
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Raman scattering in Fe-based systems 6

and imaginary part of χ̃, respectively. Eq. (4) includes
a sum over the Brillouin zone and the bands through
Eq. (2), and can be recast as [82],

χ̃a,b(q,Ω) =
1

N

∑
n

∑
k

akbkΘn(k,Ω). (5)

a = ak and b = bk are generalized vertices that
stand for either an isotropic (1) or Raman [γ(k,q)] or
renormalized Raman [Γ(k,q)] vertex. Θn(k,Ω) is the
response kernel, examples of which will be presented
below.

The bare response is not gauge invariant, and
charge conservation and screening lead to the final
- exact and gauge-invariant - result for the response
[89, 120, 126],

χγ,γ = χ̃γ,γ −
χ̃1,γχ̃γ,1
χ̃1,1

(
1− 1

ε

)
. (6)

The projected structure of the first two terms is a result
of charge conservation. The polarization-dependent
vertex is written down explicitly as a subscript in
Eq. (6), and ε in the third term is the dielectric function
which originates from screening alone. Since a constant
vertex can be pulled in front of the sum of Eq. (2)
the first two terms of Eq. (6) cancel for constant γ
(corresponding to lowest order A1g symmetry and/or
strictly parabolic dispersion), and only the last term
survives but is suppressed as q2/Ω2

pl in a charged
system. In the fully symmetric channel having A1g

symmetry in the D4h space group, applicable for most
of the FeBCs, the response is at least partially screened.

4.4. Weakly interacting systems

The scattering from free electrons cuts off at ~Ωmax

[127]. In a realistic normal metal with a single
conduction band either impurities or interactions can
maintain the q = 0 selection rule and facilitate the
occurrence of broad continua extending to energies well
above ~Ωmax [77, 128]. Obviously this is the case
in all materials of interestwith interactions including
the FeBCs, the cuprates, the A15 compounds, MgB2

and many others. However, only in the cuprates the
argumentation is straightforward since in the single-
layer compounds with only one CuO2 plane per unit
cell, for instance La2−xSrxCuO4, there is a single
conduction band. Somewhat surprisingly, the response
in the double-layer compounds (two neighboring CuO2

planes) such as YBa2Cu3O6+y is nearly identical to
that in materials with just one CuO2 plane. It was
in fact shown that the contributions from individual
bands in multi-band systems just add up to a good
approximation not only in the cuprates [129] but also
in the FeBC [117] allowing one, as a starting point, to
treat the response in a band basis and neglect inter-
band transition.

If we disregard spurious contributions to the
cross section such as luminescence (being a good
approximation at low energies; see, however, Ref. [57])
only (dynamic) interactions can produce the broad
continua observed [81, 130]. Impurities are present
but irrelevant in high-quality single crystals as can be
seen directly below Tc since impurities reduce the effect
of pair breaking in the Raman spectra. As shown by
Klein and Dierker [73] the response of a clean isotropic
superconductor has a square root singularity at the
gap edge 2∆ in the limit q = 0. In the presence
of impurities (and similarly for finite q [73]) the
singularity disappears and the response at 2∆ becomes
finite and scales as ∆τ0, where τ0 is the impurity
scattering time [110, 111, 112]. In all realistic cases
the difference between the normal and superconducting
spectra cannot be observed any further for ~τ−1

0 →
∆. Therefore, the continuum in superconductors
essentially comes from dynamical interactions between
the conduction electrons and other excitations which
are gapped out below Tc for ~Ω . 2∆. In nearly
all superconductors which have been studied by light
scattering this conclusion holds. The only exception is
the A1g response in A15 compounds where the normal
state intensity vanishes [103, 131].

Although the normal state continuum generally
signals the presence of strong interactions, it is
impossible to describe the superconducting response
in terms of strong-coupling theory so long as the
microscopic origin of the relevant interactions is
unknown. Only in the case of spin fluctuations both
the normal and the superconducting spectra have been
modelled microscopically on equal footing [113]. In a
few cases phenomenological descriptions on the basis
of Eliashberg theory were applied [112, 132, 133, 134].

In the majority of cases, the weak-coupling result
[73] is used since it is sufficient to capture the generic
properties of the superconducting state. The response
kernel is given by the Tsuneto-Maki (TM) function
[135],

Θ′′k,TM(Ω, T ) =
π

2

|2∆k|2

Ω
√

Ω2 − |2∆k|2
; Ω > |2∆k|. (7)

It is the result of a superposition of particle excitations
across the gap from an occupied into an unoccupied
state and pair breaking. Both contributions have a
square-root singularity at |2∆k| and, because of the
coherence factors, add constructively in the case of
light scattering and destructively in the case of the (real
part of the) optical (IR) conductivity σ′(Ω) [136].

In the case of a charge or spin density wave the
functional form of the response close to the density-
wave gap |2∆DW| is also described by Eq. (7) [137]
if the material is insulating below the transition. In
a metal the best way of describing the response is
the superposition of a normal metallic response (see
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Raman scattering in Fe-based systems 7

next section) and a condensate in the spirit of a two-
fluid model [82]. In all metallic cases there is an
incomplete redistribution of spectral weight from low
to high energies starting abruptly at the transition
temperature. The line shape is comparable to that
of a superconductor having an anisotropic gap with
BaFe2As2 being a prototypical example for SDW
formation in the pnictides [38].

4.5. Collision limited regime

The simplest type of response in the normal state in
systems with vanishingly small ~vFq results from the
presence of (heavy) impurities. Here the electrons
change only their momentum but not their energy
(Drude model). The gauge-invariant kernel was
derived by Zawadowski and Cardona [77],

Θ′′k,D(Ω) =
π

2

~ΩΓ∗k
(~Ω)2 + (Γ∗k)2

, (8)

where Γ∗k = ~(τ∗k)−1. τ∗k is not identical to
the electronic relaxation time but is renormalized
by a (presumably small) channel-dependent vertex
correction, similarly as in ordinary transport where
the vertex corrections ensure (among other things)
that forward scattering does not contribute to the
resistivity. Γ∗k is temperature and energy independent.

If the electrons scatter from excitations in the
energy range of kBT such as phonons, spin fluctuations
or among themselves they transfer both momentum
and energy. As a consequence they become dressed
quasi-particles, and the relaxation rate depends now
on energy, momentum and temperature. Due to these
interaction effects, the electron velocity gets reduced
and the mass increases by the same factor 1+λk(Ω, T ),
and the extended Drude response reads [81]

Θ′′k,eD(Ω, T )=
π

2

~ΩΓ∗k(Ω, T )

(~Ω[1+λk(Ω, T )])2+[Γ∗k(Ω, T )]2
. (9)

The energy and temperature dependent projected
parameters Γ∗k(Ω, T ) and 1 + λk(Ω, T ) can be derived
if Θ′′k,eD(Ω, T ) is known for a sufficiently wide energy
interval [81]. The zero-energy extrapolation value
of Γ0(T ) = Γ∗k(Ω → 0, T ) can be compared with
ordinary or optical transport, for instance. Shastry
and Shraiman [138] noticed that the relation between
the Raman response and the real part of the optical
conductivity, Θ′′k,(e)D(Ω, T ) ∝ Ωσ′(Ω, T ), is a good
approximation in many cases, in particular if the
momentum dependence is weak.§ In this sense
Θ′′k,(e)D(Ω, T )/Ω is a momentum dependent “Raman
conductivity”.

An expression equivalent to Eq. (9) can be derived
for the superconducting or a density-wave state state

§ The reason is that σ′ is always an average over the entire Fermi
surface whereas Θ′′

k,(e)D
is not (see below).

in terms of Eliashberg theory. It is considerably
more complicated, and the normal state continuum
and the gap excitations are closely interrelated [113].
Since this analysis was not used in the case of for
the FeBCs so far we do not reproduce it here. The
interested reader can consult Refs. [132] and [134].
Qualitatively, the continuum is qapped out below |2∆|
for zero temperature and increases continuously for
0 < T ≤ Tc(DW) due to the presence of thermal
excitations. In the zero-energy limit χ′′ ∝ Ω, and the
initial slope reflects the anomalous (Nambu) Raman

relaxation rate Γ
SC(DW)
0,µ inside the gap being similarly

difficult to analyze as the relaxation rates in NMR,
microwave or ultrasound absorption experiments, in
particular in unconventional systems.

All results summarized here are essentially lowest-
order response theory. However, the experiments
in Ba1−xKxFe2As2 and Na(Fe1−xCox)As2 show [41,
46, 47, 49] that higher order corrections may be
necessary for the proper interpretation and for
extracting relevant information on the pairing in the
superconducting state [47, 90, 91, 115, 118].

4.6. Beyond lowest order

Eq. (7) is the lowest-order approximation of the
response and is not gauge invariant as already pointed
out by Klein and Dierker [73]. The controversy as
to whether or not the resulting vertex corrections are
relevant for the interpretation in the A15 materials is
still not settled [73, 89, 94, 103, 139]. A similar narrow
in-gap mode as in the Eg response of the A15s was
observed recently in BKFA where it is well separated
from the pair-breaking peak [46]. A mode in the
dx2−y2 channel (1 Fe unit cell) with this property was
predicted by Scalapino and Devereaux [91] for a two-
band model applicable to the FeBCs. Chubukov and
coworkers predicted an A1g mode originating from the
same type of mechanism for a different hierarchy of
pairing instabilities.

The existence of in-gap modes in a superconductor
was first noticed by Bardasis and Schrieffer (BS) [140].
They studied the effect of final state interaction in the
presence of an anisotropic pairing potential Vk,k′ and
found undamped modes below the gap edge, ~ΩL,M <
2∆, which are characterized by quantum numbers
L and M corresponding to the expansion of Vk,k′

into spherical harmonics. These collective excitations,
usually called BS modes, are similar to excitons in
semiconductors with binding energy Eb,L,M = 2∆ −
~ΩL,M . For simplicity they may be refered to as EBS,α

labelled by α in consecutive order. The result was
adopted for light scattering in superconductors [89] and
is formally similar to light scattering from roton pairs
in superfluid 4He [88, 141]. The predictions include
symmetry selection rules and the dependence of EBS,α
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Raman scattering in Fe-based systems 8

and the strength of the pole ZBS,α on the relative
coupling strength of the sub-leading channels α > 1
with respect to the ground state α = 1, λα/λ1. As
pointed out in Refs. [90] and [91] the analysis of
these excitons would help in clarifying the so far elusive
pairing mechanism in the FeBCs.

The functional form of the response additional to
lowest order [Eq. (7)] reads [91],

∆χ̃′′(Ω) =
8

Ω2
=

{
〈γ(k)g(k)∆(k)P̄ (Ω,k)〉2(
λ−1
d −λ

−1
s

)
−〈g2P̄ (Ω,k)〉

}
, (10)

where γ(k) is the usual Raman vertex, g(k) is the d-
wave-like formfactor on the electron bands for making
the interaction between them separable, and P̄ (Ω,k)
is the complex superconducting response kernel the
imaginary part of which is given in Eq. (7). Eq. (10)
was used in Ref. [47] for estimating the value of
the sub-leading dx2−y2 coupling parameter λd from
the electronic Raman spectra of BKFA for a given
s-wave coupling strength λs. Identical expressions
with redefined coupling parameters were derived for
explaining the nematic resonance [39]. Similarly as in
the case of excitons, there may be more than one BS
mode in the presence of several sub-leading coupling
channels. This possibility was considered recently in a
theoretical study [92].

In a system with more than one band there is an
additional contribution to the response from number-
phase oscillations between the bands in momentum
space comparable to the Josephson effect in real space
[95]. It must be included to make the response
gauge invariant, as pointed out recently by Cea and
Benfatto [99]. Usually, for instance in the cases studied
theoretically by Suhl and coworkers [142], which is
possibly realized in MgB2, the main contribution
to superconductivity comes from coupling in the
individual bands having strength λi,i. The inter-band
coupling λi,j is weaker but leads to an increase of
Tc to values above the maximum of the individual
bands. It is widely believed that the main contribution
to pairing in the FeBC has its origin in inter-band
[9] or inter-orbital [143] coupling and that the intra-
band pairing is weak. The effect of weak inter-band
coupling was investigated already earlier in the context
of MgB2 [96, 97] whereas strong inter-band coupling
was addressed only recently in the context of the
FeBCs [98, 99, 100]. The symmetry properties of
the Leggett modes depend sensitively on the orbital
content [98, 100].

For weak inter-band coupling, the mode related to
the number-phase fluctuations is below the gap energy
and increases essentially linearly with λi,j . For λi,i �
λi,j the Legget mode is in the continuum above 2∆ and
is therefore overdamped. Figure 4 shows the transition
between the two coupling regimes and demonstrates

Figure 4. Response from Leggett modes in a two-gap system.
Ni is the density of states on band i. η encodes the ratio of intra-
to inter-band coupling with η = −1 and η = 1 representing pure
intra- and inter-band coupling, respectively. The mode’s energy
saturates at the maximal gap. The damping starts above the
smaller gap. From [99] with permission.

the damping effect. In addition, it could be shown
that the energy saturates at the maximal gap energy.

4.7. Spin excitations

For spin excitations the Elliot-Fleury-Loudon Hamil-
tonian [62] is the simplest nonresonant interaction op-
erator which desribes scattering in a Heisenberg model
with nearest-neighbour exchange coupling J ,

ĤEFL = J
∑
<i,δ̂>

(δ̂ · êI)(δ̂ · êS)(Sr(i) · Sr(i)+δ̂a). (11)

Sr(i) is a spin at site r(i), a is the distance between

the sites and δ̂ is a unit vector pointing towards one
of the nearest neighbors. < i, δ̂ > is a restricted
sum to avoid double counting. The spectral shape
can either be determined in terms of spin-wave theory
[62], by numerical [64] or field theoretical methods
[144]. In the thermodynamic limit (infinitely large
systems) of a spin-only model the low-energy limit
is characterized by an Ω3 variation of the response
[145, 146, 144, 147]. If there exist itinerant electrons in
addition to localized spins, such as proposed for FeSe
for instance [148, 149, 150], the spin response may be
superimposed on an electronic continuum. Possible
interrelation effects have not been explored yet.

In anisotropic systems two-magnon excitations
may be observed well above TN. Then the evolution
of the two-magnon line is continuous over large
temperature ranges below and above TN [151]. Thus
the line shape and the temperature dependence of the
response allows one to clearly distinguish the scattering
from localized and itinerant spins as described at the
end of section 4.4.

Screening may become relevant in metallic
systems such as the FeBCs in which the spins forming
the SDW are itinerant as opposed to the cuprates
which are Mott insulators at low doping. However,
there is no analytic treatment yet dealing with
the problem of light scattering from spin polarized
conduction electrons beyond SDW formation or the
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Raman scattering in Fe-based systems 9

nearly antiferromagnetic Fermi liquid [152]. Doped
cuprates were studied using Quantum Monte Carlo
methods [153, 154]. Considerations along these lines
may surface when analyzing the differences between
the pnictides and chalchogenides where the magnetism
is believed to be predominantly itinerant and localized,
respectively, at least for some orbitals [149, 155, 156,
157, 158]. However, this rather general problem cannot
be solved here although the controversial discussion on
spin excitations in the FeBCs requires additional work.

4.8. Fluctuations

In the case of fluctuations, there are three possibilities
to deal with the q = 0 selection rule. (i) A fluctuation
can have zero momentum. This case applies if all unit
cells have the same excitation pattern as for the case
of ferro-orbital fluctuations [49]. (ii) A fluctuation
with finite critical wave vector such as qc = (π, π)
or qc = (π, 0) for incipient Néel type or stripe-like
antiferromagnetic order, respectively, can exchange
momentum with another excitation or a defect. The
case of moderately high defect concentrations was
studied by Gallais and Paul [116]. The momentum
transferred by the photons is certainly insufficient for
large critical momenta (see section 4.3). (iii) Two
fluctuations with opposite momenta are exchanged. It
is exactly what happens in the case of two-magnon
excitations in a system with long-ranged order [62,
159]. The same type of scattering may also occur in
partially ordered systems [160] or in the presence of
critical fluctuations [83]. This type of diagrams were
first studied by Aslamazov and Larkin in the context of
paraconductivity above the superconduction transition
[161].

For the FeBCs there are various theoretical studies
on the Raman response of fluctuations [118, 115, 85,
86, 87]. Although spin, orbital, and charge degrees of
freedom are not independent, the question as to the
leading instability remains relevant and crucial for the
understanding of the FeBCs [40, 49, 115, 116, 118, 162,
163, 164, 165, 166].

4.9. Selection rules

In an inelastic light scattering experiment, all selection
rules must be compatible with the direct product of
two dipole transitions in the relevant crystal structure
[119]. Figures 5 shows the main scattering geometries
and the related sums of projected symmetries µ of the
D4h point group relevant for FeBCs (and cuprates).
The pure symmetries can only be obtained by linear
combinations of the spectra measured in appropriate
geometries. The symmetry selection rules are generally
valid and well known for, e.g., phonons. We now
consider those for spin and charge excitations.

RL x’y’ x’x’
(B +A )1g 2g(B +B )1g 2g (A +B )1g 2g

(A +A )1g 2g (B +A )2g 2g (A +B )1g 1g

Fe

RR xy

As (Se)

xx

Figure 5. Scattering geometry and symmetries for the ab
plane of FeBCs. Incoming and scattered photon polarizations
are indicated as blue and green arrows. In backscattering
configuration, the arrows corresponding to R and L polarization
of the scattered light should be interchanged. The symmetries
refer to the 1 Fe unit cell (full line) which is relevant (and
frequently used) for electronic and spin excitations. Phonons
have the right symmetry in the crystallographic or 2 Fe unit cell
(broken line) where B1g and B2g are interchanged with respect
to the 1 Fe cell.

1.0

-1.0

0

0.5

-0.5

1.0

-1.0

0

0.5

-0.5

1.0

-1.0

0

0.5

-0.5

(1)gA1g

(1)gB2g

(1)gB1g

(2)
gA1g

(2)
gB1g

(2)
gB2g

Figure 6. Symmetry properties and momentum dependences
of the Raman vertices γµ. Shown are the first and second order
vertices (form factors) for the symmetries µ = A1g , B1g and B2g

of the D4h point group. The zeroth order A1g vertex is just a
constant and is entirely screened. Higher order A1g vertices are
only partially screened. The solid lines represent an idealized
two-band Fermi surface of FeSCs in the 1 Fe unit cell. For the
symmetry properties of the band structure in the FeBCs the
screening in A1g symmetry is almost negligible [117].

4.9.1. Particle-hole and gap excitations In the
simplest approximation the vertices relevant for the
projections in the Brillouin zone can be expanded into
crystal harmonics of the respective point group [167].
Figure 6 shows the related symmetry form factors µ.

In first order approximation selection rules can
be derived on the basis of symmetry alone since
γµ(k,q → 0) can be expanded into the set of basis
functions Φµ(k) [82]. Figure 6 shows schematic
representations of the first and second order basis
functions (crystal harmonics) of each symmetry to
which the Raman vertices γµ are proportional. For
particle-hole excitations, symmetry-resolved Raman
vertices can be derived from the band structure within

Page 9 of 32 AUTHOR SUBMITTED MANUSCRIPT - JPCM-115262.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Raman scattering in Fe-based systems 10

the effective mass approximation,

γn,A1g (k,q→ 0) ∝ 1

2

(∂2εn(k)

∂kxkx
+
∂2εn(k)

∂kyky

)
(12)

γn,B1g (k,q→ 0) ∝ 1

2

(∂2εn(k)

∂kxkx
− ∂2εn(k)

∂kyky

)
(13)

γn,B2g
(k,q→ 0) ∝

(∂2εn(k)

∂kxky

)
, (14)

where n is the band index. The vertex for each
symmetry µ is obtained by summing over all bands
crossing EF.

The first-order diagram on the right hand
side of Fig. 3 (a) describes particle-hole excitations
above and below Tc upon using the propagators
for either the normal or the superconducting state.
The evaluation yields the Raman response which
depends quadratically on γµ(k). The vertices
for Ba(Fe1−xCox)2As2 and Ba1−xKxFe2As2 were

calculated in Refs. [36] and [47] yielding γ
(2)
A1g

rather

than γ
(1)
A1g

to be relevant for presumably most of the
FeBCs. As can be seen from Fig. 6, in the B1g

symmetry (γ
(1)
B1g ) one may expect to probe electron

pockets, whereas both electron and hole pockets may

be probed in A1g symmetry (γ
(2)
A1g). The dependence

of the Raman response on γ2
µ(k) directly explains the

selectivity in k-space.

4.9.2. Bardasis Schrieffer modes The selection rules
for BS modes depend on the symmetry of the sub-
leading interaction. The first proposals considered
a ground state being driven by spin fluctuations
thus having an s±-wave gap with opposite sign on
the electron and hole bands. Then, if the sub-
leading channel originates from orbital fluctuations,
predominantly along the (π, 0) direction [143], the
BS mode is expected in the A1g channel [90].
Alternatively, the next strongest pairing interactions
can have the same origin as the ground state resulting
from spin fluctuations between the electron bands
along (π, π) thus entailing a BS mode in B1g symmetry.

4.9.3. Leggett modes The symmetry selection rules
for the Leggett modes depend on the interactions
included and thus on the band structure and the
coupling. If two concentric bands or interactions
with wave-vector (π, 0) are included the Leggett mode
appears in the fully symmetric A1g channel [99]. In the
case when (π, π) interactions have to be considered,
in particular if the central hole band is missing, the
Leggett modes appear in B1g symmetry [100]. In the
case of fluctuations between the dxz and dyz orbitals
Leggett modes may also appear in B1g symmetry so
long as they are not overdamped [98].

4.9.4. Fluctuations Fluctuation contributions to the
Raman response may arise from one and/or two
fluctuations [see Fig. 3 (b)]. As can be seen from the
diagrams, the first order term is non-vanishing only if
the symmetry of the fluctuation is that of the Raman
vertex. On the other hand, second order diagrams
include electronic loops Λ0

µ(q) which depend linearly
on γ and quadratically on f . Consequently, for a given
critical vector qc and a set of FS hot spots k0 which are
connected by qc, the selection rules for the second order
term read Λ0

µ(qc) ∝
∑

k0
γµ(qc) [83]. It states that a

finite response in symmetry channel µ is expected only
if qc connects hot-spots in which γµ does not change
sign. As opposed to the first order term, γµ does not
necessarily reflect the symmetry of the fluctuation for
second order processes.

5. Instabilities beyond superconductivity

The phase diagram (Fig. 1) shows that the FeBCs have
a multitude of instabilities beyond superconductivity.
Their interrelation amongst each other and with
superconductivity is a main focus of research. For
certain ranges of doping and/or applied pressure all
FeBCs exhibit long range magnetism while remaining
metallic in contrast to undoped cuprates. Some of the
FeBCs like FeSe display only short-ranged magnetic
order at finite temperature [157, 168]. Not surprisingly,
the nature of the magnetism is still under discussion.
It was shown recently that the degree of localization
of electrons and thus spins may depend on the orbital
and varies between the materials [149].

Above the magnetic ordering temperature there
are various structural transitions which typically go
along with electronic anisotropies such as substantial
differences in the resistivities measured along inequi-
valent directions [28] or orbital order, specifically of
the dxz and dyz orbitals [169]. Yet, how can the origin
of these differences be pinned down?

5.1. Excitations from localized spins

While itinerant and localized magnetism cannot
easily be distinguished by neutron scattering, Raman
scattering offers clear criteria [55] which are outlined
in sections 4.4 and 4.7. The main arguments are the
temperature, doping and symmetry dependences and
line shapes.

Early experiments on Fe chalcogenides and
pnictides reported excitations in the range 2 000 to
4 000 cm−1 in all symmetries. The results were
interpreted in terms of local spins [27, 31], and the
energies are in fact compatible with the exchange
coupling J ≈ 120 meV found by neutron scattering
or density functional theory (DFT) [170]. With the
improvement of the sample quality, the peaks in
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Raman scattering in Fe-based systems 11

this range faded away and may be traced back to
luminescence with high probability [43].

Recent experiments in FeSe support scattering
from localized spins. The B1g spectra at high (300 K)
and low (20 K) temperature are dominated by a broad
peak centred at approximately 500 cm−1, whereas near
TS an additional sharp peak appears in the range 100-
200 cm−1 [53, 57, 55] which we disregard here but
discuss in detail below in the context of fluctuations.
The main peak in B1g symmetry at 500 cm−1 depends
continuously on temperature [55] and survives low
doping with sulfur [57]. For FeS the excitation is
completely gone. In contrast to Massat et al. [53] and
Zhang et al. [57], Baum and coworkers [55] assign this
peak to a two-magnon excitation of nearly frustrated
spins.

There are experimental and theoretical arguments
for this assessment. Very generally, antiferromagneti-
cally ordered local spins give rise to two-magnon excita-
tions close to 3J [62] whereas SDW order in a metallic
system leads to instantaneously appearing coherence
effects close to the gap energy in the electronic exci-
tation spectrum similar to those in a superconductor
(see section 4.4). In FeSe, the pronounced excitation
in B1g symmetry on top of the particle-hole continuum
builds up gradually [53, 55]. Thus the temperature de-
pendence of the scattering intensity is compatible with
that of a quasi two-dimensional Néel antiferromagnet,
e.g., YBa2Cu3O6 [151]. However, the energy of the B1g

peak is too small by approximately a factor of five, sug-
gesting frustrated magnetism, as studied theoretically
already in pnictides and chalcogenides [64], expected
from LDA results [170], and explored recently for FeSe
using exact diagonalization [171].

On a square lattice, frustration can occur in
the presence of interactions beyond nearest-neighbour
coupling. In this case, a variety of ordering patterns
or wave vectors may be realized. A possible model is
the J1 − J2 − J3 − K Heisenberg model [170] where
nearest, next-nearest and next-next-nearest neighbour
exchange couplings are taken into account. K is the
coefficient of the bilinear interaction proportional to
(Si · Sj)2 which, depending on the sign (de)stabilizes
long-range order. For J2 ≈ 0.5J1 Néel (π, π) and stripe
(π, 0) order occur with similar probability for J3 → 0
and are separated by a (π, π/2) phase for J3 > 0 [170].
In all cases, little energy is required for flipping a spin,
and the maximum of the two-magnon excitation moves
to zero energy in the classical limit (S → ∞) and to
approximately 0.5J1 for S = 1/2 as opposed to 2.84J1

when J1 dominates [144]. The near degeneracy of the
Néel and the stripe state going along with short range
order in FeSe was not only predicted by LDA studies
[170] but also observed recently by neutron scattering
[157].

Figure 7. (Color online) Effect of SDW formation on the
Raman response of BFA. (a) High- and low-temperature Raman
response in x′y′ configuration. The spectra show two spectral
features at ∆SDW and ∆′SDW. The inset shows the anti-crossing
of the hole and electron band and the related opening of ∆SDW.
The Raman response (right) is given by Eq. (7). (b) If one
electron band and two hole bands anti-cross ∆SDW is much
larger than ∆′SDW. (c) If one of the hole bands does not
reach the Fermi level the two gaps are expected to have similar
magnitude. For phase-space reasons the response at ∆′SDW
has higher spectral weight than that at ∆SDW in case (b) in
comparison to case (c). (d) In the presence of a Dirac cone (non-
interacting bands) ∆′SDW should be characterized by very small
spectral weight, and ∆SDW is not expected to be observable.
From [26] with permission.

TheB1g response in FeSe was studied theoretically
for zero and finite temperature by diagonalizing a
4 × 4 cluster carrying spin 1 using J2 = 0.528J1 and
J3 = 0 [55, 171]. The observed agreement between
theory and experiment is semi-quantitative for all
symmetries. The conclusions are in agreement with
those of the neutron scattering experiments [157] and
support the existence of local spins. How are local spins
compatible with metallic transport in FeSe and why is
FeSe different from the pnictides? Before discussing
this question in section 5.4 the SDW systems and
fluctuations will be reviewed.

5.2. Spin density wave order

Signatures of the SDW in the Raman spectra of
BFA were first discussed by Chauvière et al. [26].
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Raman scattering in Fe-based systems 12

Figure 7 compares the low and high temperature B1g

Raman response. Spectral weight is redistributed from
energies below to above the SDW gap upon entering
the SDW state. The Raman spectra exhibit two
distinct features: A peak at about 900 cm−1 appearing
only in B1g symmetry and a step-like increase at about
400 cm−1 in all channels [26].

The B1g selection rules for inter-orbital transitions
would be compatible with a transition dx2−y2 ↔
dz2 to correspond to the peak at 900 cm−1. Yet,
this straightforward explanation is in conflict with
band-structure calculations which find the dominant
contribution to the states at the Fermi surface to
originate from dxz, dyz, and dxy orbitals. Thus
intensity can only be redistributed among these
orbitals. Consequently, a band-folding picture was
suggested with two types of electronic transitions
in the SDW state: (i) a high-energy transition
between electron and hole bands anti-crossing after
back-folding and (ii) a low-energy transition involving
either interacting or noninteracting bands. Upon
Co substitution, the peak observed in B1g symmetry
disappears due to the increase of the Fermi energy and
the related filling of the unoccupied states at the anti-
crossing points [26].

A much more pronounced redistribution of
spectral weight was reported for Sr122 [43] with a
suppression at low energies and three distinct peaks
at 820 cm−1, 1140 cm−1 and 1420 cm−1 appearing in
B1g symmetry. The peak at 820 cm−1 is also present
in B2g symmetry. In A1g symmetry no peaks can be
resolved. On the basis of the symmetry selection rules
the authors argue that the peaks at 1140 cm−1 and
1420 cm−1 originate from anti-crossing bands in the
presence of imperfect nesting rendering the X and Y
points inequivalent. The peak at 1420 cm−1 appears
only well below TSDW and was explained in terms of a
temperature dependent Fermi surface topology and the
disappearance of a hole-like Fermi surface pocket very
close to the chemical potential in the reconstructed
SDW electronic structure. The peak at 820 cm−1 is
assigned to an optical transition between folded bands
away from the Γ −X and Γ − Y directions which are
probed in xy configuration.

Recently Zhang et al. [34] reported spectral weight
redistribution in twinned Eu122 and detwinned mono-
domain Ca122 single-crystals in the SDW phase, as
shown in Fig. 8. In the x′y′ [≡ XY ] configuration,
spectral weight is transfered from low energy to above
800 cm−1 with the development of a peak at 1220 cm−1

and 1060 cm−1 for Ca122 and Eu122, respectively [see
panels (a2) and (b2) in Fig. 8]. For de-twinned Ca122
a large intensity anisotropy of the 1 220 cm−1 peak is
observed in xx and yy scattering configurations [see
panel (a3) in Fig. 8]. In addition, a weak spectral

feature is observed at 830 cm−1 in x′x′ [≡ XX] and xy
scattering configurations as indicated by arrows. The
authors derive the selection rules for inter- and intra-
orbital transitions on the basis of the D2h group for
the high symmetry points in the Brillouin zone. The
symmetry analysis, augmented by an orbital-resolved
DFT+DMFT study [34], suggests that the peak at
1 200 cm−1 in the Ag symmetry channel originates from
an intra-orbital transition at the Z point induced by
the SDW band folding, whereas the peak at 830 cm−1

in the B1g channel arises from the dxz ↔ dyz transition
at the Γ point.

The analysis of the Raman spectra in the SDW
state shows that the typical gaps induced by ordering
of the magnetic moments of itinerant electrons are in
the range of 100-150 meV or 8 kBTSDW. This ratio is
in the same range as that of the superconducting gap,
and one cannot conclude that TSDW is suppressed by
fluctuations as, for instance, in the tritellurides [137].
Rather, the large value may indicate strong coupling.
Whether or not the a− b anisotropy of the gap energy
found in Ca122 [34] is a generic feature of all pnictides
cannot be decided on the basis of the material at
hand. However, a strong electronic anisotropy was also
found in the energy range of 2-3 eV in Ba122 below
TSDW when studying resonance effects of the Ag arsenic
phonon [172]. Thus, anisotropies in the electronic
structure were identified by Raman scattering at low
and high energies in the magnetically ordered phase.

5.3. Fluctuations above the ordering transitions

There are various types of instabilities in the FeSCs
which can drive the phase transitions. While some
groups consider magnetic ordering the dominant
interaction [9, 173], Kontani et al. see orbital ordering
in the driver’s seat [174]. These basic considerations
were studied in some detail and refined recently. A
tendency towards charge-driven or Pomeranchuk-type
order was found for FeSe using either Hubbard models
with strong coupling between spin and orbitals [163]
or renormalization group (RG) schemes on model
band structures [164, 165] or orbital-dependent nesting
properties [166]. For the pnictides these studies favor
spin-driven nematicity and explain, on a qualitative
basis, the proximity of the nematic and the magnetic
transitions and the absence of magnetism in the
chalcogenides. This rather incomplete selection of
theoretical work already highlights the importance of
experimental studies for clarifying the issue.

Since strong fluctuations precede the structural
transitions in many compounds, experimental access
to the fluctuations is highly desirable. Raman
spectroscopy is among the handful of techniques
available but does not probe the fluctuations alone.
Rather, since the FeBCs are metals the contribution
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Raman scattering in Fe-based systems 13

Figure 8. (Color online) Effect of SDW order in the Raman spectra of CaFe2As2 and EuFe2As2. The unit cell on the right
which the polarizations in the panels refer to is added to the original figure for clarity. Note the notations X ≡ x′ and Y ≡ y′.
(a1)-(a4) Spectra of CaFe2As2 measured with 647 nm laser excitation in the normal state (300 K, red) and in the SDW phase (24 K,
black/blue) of a twin-free sample. (b1)-(b4) Raman response of EuFe2As2 in the normal state (205 K, red) and the SDW state
(10 K, black) of a twinned sample. (c1)-(c4) Same as (b1)-(b4) with 476 nm laser excitation. From [34] with permission.

Figure 9. (Color online) (a) Low-energy Raman spectra of BaFe2As2 at temperatures as indicated. The pictograms displaying
the unit cell and the polarizations are added to the original figure for clarity. The two central panels (xx) and (ab) [≡ x′y′] show
contributions from fluctuations at low energy and the redistribution of spectral weight from below to above 350 cm−1 upon cooling
through TSDW ≈ 135 K as indicated by red arrows. (b) Electron dispersions in (kx, 0), (kx, π), and (0, ky) direction. The circles
denote the Dirac nodes, and the squares denote the “anti-nodes” where the electrons interact. From [27, 32] with permission.
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Raman scattering in Fe-based systems 14

Figure 10. (Color online) Polarization-resolved Raman results for Ba(Fe0.975Co0.025)2As2. (a)-(c) Response Rχ′′(Ω, T ) at
temperatures as indicated. The pictograms for the polarizations were added. (a) B1g spectra above and (b) below TS. (c)
A1g response. The initial slopes defined in (a) and (c) by grey arrows are proportional to the static two-particle lifetime τ0,µ in
symmetry µ = A1g , B1g . (d) Raman relaxation rates Γ0,µ(T ) = ~/τ0,µ(T ), in A1g (blue circles) and B1g (red diamonds) symmetry
as a function of temperature. The A1g and B1g data above Tf closely follow the resistivity. The fluctuation range TS < T < Tf and
the nematic phase TSDW < T < TS are shaded green and magenta, respectively. From [40] with permission.

is always superimposed on the particle-hole continuum
which needs to be taken into account for quantitative
analyses.

A contribution from fluctuations to the Raman
spectra of FeBCs were first reported by Choi et al.
[29]. They observed a pronounced build up of the
low energy Raman response in Sr122 upon cooling
towards TS and suggested a magnetic nature of the
fluctuations. The similar build up of the low-energy
signal in the B1g channel was also observed for Ba122
by Sugai et al. [27, 32] as presented in Figure 9.
The authors attributed the low-energy x′x′ [≡ aa]
and xy spectra to excitations near Dirac nodes where
the bands intersect without interacting [circles in
Fig. 9 (b)] and the xx and x′y′ [≡ ab] spectra to the
“anti-nodal” excitations where the back-folded bands
interact [squares in Fig. 9 (b)]. The increase of the low-
energy scattering intensity was interpreted in terms of
critical fluctuations related to the opening of the anti-
nodal gap.

Several detailed studies of fluctuations in both
pnictides and chalcogenides were presented more
recently in Refs. [30, 33, 35, 40, 44, 49, 53, 116, 175,
176]. As discussed in section 4.8, one and/or two
fluctuations may contribute to the Raman spectra via
distinct scattering processes. Gallais and Paul [116]
and Thorsmølle et al. [49] point out that the first order
term has a non-zero contribution only in the presence

of momentum scattering processes (or, equivalently,
finite vFq). On the other hand, the second order AL
diagrams may include contributions having q � 0.

Gallais and coworkers suggested to use the static
limit of the real part of the response, χ′B1g(Ω = 0, T ),
for analyzing the Raman data and comparing them to
the results of other quasi-static methods such as NMR
or elasticity. χ′B1g(Ω = 0, T ) was directly extracted
from χ′′B1g(Ω, T ) via Kramers-Kronig transformation,

χ′B1g(Ω = 0, T ) = π−1
∫
dΩχ′′B1g(Ω, T )/Ω, where

χ′′µ(Ω, T )/Ω has the meaning of a channel dependent
Raman conductivity. This procedure requires an
extrapolation of χ′′B1g(Ω, T ) to zero energy and the
selection of a high-energy cutoff since χ′′B1g(Ω →
∞, T ) ≈ c where c is a constant. The method was
applied to the analysis of the data of BFCA [30, 116]
(see next paragraph) and subsequently of Eu/Sr122
[33, 44], BKFA [176], and Na111 [49]. Thorsmølle et
al. demonstrated the scaling of the static susceptibility
obtained from Raman scattering and NMR data
for Na111. Consequently, low energy quasielastic
scattering was related to d± quadrupolar nematic
fluctuations which became critical on approaching a
Pomeranchuk instability with a deformation of the
Fermi surface [177, 178].

The low-energy Raman response in differently
doped BFCA was extensively studied by Gallais
et al. [30, 116]. The authors argue that the
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Raman scattering in Fe-based systems 15

nematic susceptibility is observable in the B1g

channel and originates from charge fluctuations for
symmetry reasons since inelastic light scattering
couples preferably to the charge. They observe a
strong enhancement of the B1g response χ′′B1g(Ω ≈
kBT, T ) upon cooling towards TS and a collapse
thereof in the orthorhombic/SDW state, whereas the
B2g response is essentially temperature independent.
First, χ′B1g(Ω = 0, T ) was determined. Second, it
is shown that this quantity is equal to the quasi-
static nematic susceptibility and, in fact, compares well
to the Young modulus c66(T ) derived from thermal
expansion [116, 179]. Interestingly, neither c66(T ) nor
χ′B1g(Ω = 0, T ) diverge at TS due to the coupling of
the electronic/spin degrees of freedom to the lattice
[30, 116, 180]. As a consequence, the divergence of
χ′B1g(Ω = 0, T ) derived from a Curie-Weiss fit occurs
always below the structural transition, T0 < TS.

Kretzschmar et al. [40] focused their attention
on BFCA at finite doping where the magnetic
ordering temperature and the structural transition are
separated (TSDW < TS) as shown in Figure 10. The
memory function method [81] was used for extracting
the static Raman relaxation rates Γ0(T ) in A1g and
B1g symmetry and for facilitating the identification
of the cross-over temperature Tf below which the
contributions from fluctuations become detectable in
the B1g channel.

The fluctuations and the particle-hole continuum
can only be considered additive if they get excited
through independent scattering channels such as, e.g.,
phonons and charge excitations. If two fluctuations
are excited simultaneously (AL mechanism) the
response from fluctuations exists independent of other
excitations, otherwise the excitations are entangled.
In order to separate the fluctuation contribution, the
high temperature particle-hole continuum (T > Tf)
was extrapolated down to low temperatures by varying
Γ0(T ) in a way that the initial slope of the spectra
matches the transport results and was subtracted from
the respective total Raman response.

It is considered the key observation of that paper
that the fluctuations do not disappear directly below
TS but continuously lose spectral weight with the peak
maximum staying pinned. This indicates a nearly
constant correlation length between TS and TSDW. The
persistence of the fluctuations down to TSDW and their
immediate disappearance below TSDW favours their
magnetic origin.

For LaFeAsO and Sr(Fe1−xCox)2As2 the analysis
arrives at slightly different conclusions for the
temperature dependence but similar ones for the origin
of the fluctuations [35, 44]. In both compounds the
maxima of the fluctuation response do not coincide
with the structural transition temperature, and in

Sr(Fe0.8Co0.2)2As2 the fluctuations do not disappear
right below the magnetic ordering temperature. Some
of the discrepancies may be related to the time scale
of the fluctuations relative to that of the phonons. In
fact, the peak positions indicate much slower dynamics
in Sr(Fe0.8Co0.2)2As2 than in the other materials.
In addition, inhomogeneities in the Co content may
contribute. It is certainly necessary to study more
doping levels before concluding finally.

The spectral shape of the fluctuations can
be described quantitatively in terms AL-type of
diagrams if electron-phonon interaction is included
[83]. Otherwise the decay on the high-energy side
is too slow [118, 115]. The corresponding selection
rules (see section 4.9) yield qc = (π,0) as the wave
vector of the critical fluctuations. Furthermore, it was
demonstrated that the initial slope of the fluctuation
response χ′′fluct exhibits qualitative agreement with the
temperature dependence of the nematic susceptibility
in the tetragonal and the nematic phase, as expected
from a Ginzburg-Landau type of consideration. A
comparison of BFCA and BKFA and details of the
analysis are further discussed in Ref. [181].

In FeSe, having a structural transition at TS ≈
90 K and short-ranged but no long-ranged magnetic
order above 4 K [157, 168], the fluctuations survive
down to temperatures right above Tc ≈ 9 K [53, 57,
55]. The experimental results, of the three groups
of authors agree with each other in the energy and
temperature range where they can be compared. We
show the results of Massat et al. in Figure 11 and
describe those in B1g symmetry in detail. At 295 K
[upper part of panel (a)] a broad peak at 50 meV is
observed which is unique for FeSe (and FeSe1−xSx for
x ≤ 0.2). In the pnictides or in pure FeS it is absent,
the spectra are nearly flat and the overall intensity in
all symmetry projections is similar. Upon cooling, this
peak first gains intensity. Below 200 K an additional
structure starts to appear at some 20 meV which
becomes clearly discernible in the yellow spectrum at
142 K [see also and panel (b)]. At TS = 90 K (black)
it peaks at 4-5 meV and has maximal intensity. The
peak at 50 meV stays nearly pinned and has now almost
twice the intensity as at 295 K. Below 90 K [panel (c)]
the low energy peak survives down to at least 45 K
(Baum et al. [55] can resolve it even at 20 K) and moves
to lower energies reaching some 2 meV directly above
Tc while losing most of its intensity. The redistribution
of spectral weight in the superconducting state shows
directly that the remaining intensity below 15 meV
originates from particle-hole excitations as in the
pnictides. Concomitantly, the peak at 50 meV hardens
slightly and increases further. Baum et al. [55]
argue that the persistence of the fluctuations well
below TS is supportive of spin fluctuations similar to
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Raman scattering in Fe-based systems 16

those in BFCA, whereas Massat et al. [53] assign the
fluctuations to charge and/or orbital physics and the
peak at 50 meV to interband transitions. Zhang et
al. [57] interpret the quasi-elastic peak at low-energy
in terms of ferro-quadrupole fluctuations of a d-wave
Pomeranchuk instability at q = 0 and the assign the
reduction of the intensity below 50 meV and TS to the
opening of a gap in the electronic excitation spectrum
following the lattice distortion.

In a recent preprint [87] Udina et al. present a
detailed gauge-invariant study of the charge part of
the low-energy Raman response in FeSe and assign the
temperature dependence of the spectra to the relative
shift of the Fe 3dxz and 3dyz orbitals in the nematic
phase. The authors predict the variation of the spectral
shape below TS and find that the energy of the quasi-
elastic peak increases with decreasing temperature if an
order-parameter-like variation of the orbital splitting is
assumed (see Fig. 3 of Ref. [87]). This variation leads
to a gap-like suppression of the intensity at low energies
and resembles the temperature dependent intensity of
the fluctuation peak, whereas the energy of the quasi-
elastic peak increases below TS at variance with the
experimental findings (see last preceding paragraph).

Massat and coworkers apply an analysis similar
to that in BFCA for studying FeSe at ambient [53]
and applied pressure [15], as shown in Figure 11. The
spectra for P = 0 exhibit a pronounced temperature
dependence in the B1g channel [Figure 11(a)-(c)]. The
real part of the static Raman susceptibility χ′B1g(Ω =
0, T ), as derived from the “Raman conductivity”
χ′′B1g(Ω, T )/Ω, follows a Curie-Weiss law with T0

significantly lower than TS for reasons discussed above
in agreement with the stiffness data. With increasing
pressure [Fig. 11(e)] TS decreases, and above 2 GPa
the SDW is the dominating phase with TSDW reaching
45 K at approximately 5 GPa [Figure 11(d)] [182].
With the appearance of the SDW phase above 2 GPa
the Curie-Weiss-type variation of χ′B1g(Ω = 0, T ), as
determined from the spectra in Fig. 11(f), disappears
as opposed to the observations in BFCA. Apparently,
the magnetism in FeSe has aspects different from those
in the pnictides.

5.4. Origin of the excitations: spin or charge?

There is no consensus yet on the leading instability
in the FeBCs, and there are arguments in favor of
both orbital and spin ordering. This controversy
characterizes also the interpretation of the Raman
data, in particular those of the fluctuation response.
It is true that photons couple to the charge, and if
the vertex has the same symmetry as the fluctuations,
there is coupling. However, this does not exclude
other types of fluctuations to couple to the light;
in other words, the selection rules and the coupling

argument are not sufficient for deciding between spin
and charge.‖

Selection rules similar to those of charge excita-
tions can also be derived for spin fluctuations owing
to the specific band structure of the FeBCs [40, 83].
Given the issue with the selection rules, the temper-
ature dependence may be used as another criterion,
since critical fluctuations are expected to disappear im-
mediately at the corresponding ordering temperature.
This disappearance is observed directly at TS ≈ TSDW

in BFA [39, 40], at TSDW < TS in BFCA [40], and
not at all in FeSe without long-ranged order [53, 55].
χ′B1g(Ω = 0, T ) as an energy-integrated quantity pos-
sibly obscures this important detail to some extent.
Therefore, we argue that spin fluctuations dominate
the low-energy Raman spectra in most of the FeBCs
but would not go so far as to say that there is evidence
beyond reasonable doubt. However, we believe that
the issue can be settled, presumably by light scatter-
ing, using a wide range of excitation energies in the
visible range for tracking the resonance behaviour or
by resonant inelastic x-ray scattering (RIXS) [183].

The second open question pertains to the nature
of the short- or long-ranged spin ordering (which
exists beyond any doubt): In the pnictides the
spins of itinerant electrons order because of a Fermi
surface instability [9, 184, 185], whereas the spins
or at least some of the spins in the chalcogenides
are more localized than in the pnictides [149, 186].
The signatures of these different types of order in
the Raman spectra are relatively clear as can be
directly seen by comparing the Raman response in
cuprates to that in Ba122, for instance. However,
it was argued that the band at 500 cm−1 in FeSe
originates from incoherent intra-band scattering [53]
rather than spin excitations [55]. Yet, there are
two considerations which are hard to reconcile with
charge (particle-hole) excitations: (i) Since the energy
of the band does not vary significantly upon cooling
from 300 to 4 K, only momentum scattering having
a scattering rate of approximately 500 cm−1 and a
temperature independent intensity [77] can be at its
origin. (ii) With the scattering rate being an order
of magnitude larger than the superconducting gap the
gap excitations would be entirely suppressed [110, 111]
as opposed to the experimental results [53, 55, 57].

On the other hand, the semi-quantitative agree-
ment of the spectra in all symmetries with simulations

‖ Coupling to the charge does not mean that the photons couple
directly to low-energy charge excitations. Rather, the effective
scattering Hamiltonian for particle-hole excitations close to EF is
an approximation derived for photon energies much smaller than
the gaps in the band structure [63]. Why this approximation
works quite well in the FeBCs and in the cuprates in the presence
of low-lying bands is not entirely clear. It may have its origin
in strong correlation effects which broaden all electronic states
away from EF and thus reduce resonances.
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(a) (b)

(c)

(d)

(e)

(f)

Figure 11. (Color online) Light scattering in FeSe. (a)-(c) Symmetry-dependent Raman spectra of FeSe above TS = 87 K using
photons at 2.33 eV. The sharp peaks superimposed on the electronic continuum are due to Raman active optical phonons. The insets
display the Raman form factors in different symmetries (blue and red colors indicate positive and negative amplitudes, respectively),
and the polarization configurations used to select them. (b) Temperature dependence of the low energy B1g spectra above TS.
(c) Evolution of the B1g spectra across TS. The inset shows the spectra across the superconducting transition at Tc = 8.5 K. The
arrows indicate the peaks associated with 2∆. From [53] with permission. (d) Pressure-temperature phase diagram of FeSe. (e)
B1g response at P = 0.3 GPa and temperatures as indicated. (f) χ′′(ω)/ω in B1g symmetry for pressure values and temperatures
as indicated. Panels (d)-(f) from [15] with permission.

[55, 171] provides an attractive explanation for the ob-
served spectra. While the dependence (or indepen-
dence) of the B1g peak on S substitution [57] still needs
to be clarified it does not seem to be a killer argument
[187]. The orbital dependent localization [149, 156]
provides the necessary explanation for the differences
between the pnictides and chalcogenides, including the
experimentally observed near localization of the elec-
trons in the dxy orbitals in FeSe as opposed to the by
and large orbital-independent itineracy of the electrons
in all bands in the pnictides [188]. RIXS as a rapidly
developing technique may help to pin down the orbital
character of the differently localized electrons [189].

In spite of all these arguments the problem is
not settled, and the type of fluctuations and the
leading instability may be different in the pnictides
and chalcogenides as outlined in the beginning of
sec. 5.3. Thus further criteria for the analysis of
the B1g Raman data were proposed recently including
scaling arguments for the slope of the spectra in the
zero-energy limit and for the real part of the static

susceptibility [86]. Klein et al. analyzed data of FeSe,
Ba122 and NaFe1−xCoxAs and found support for a
Pomeranchuk-type charge instability in FeSe and for
spin fluctuations in the pnictides. Close to a quantum
critical point being ubiquitous in the pnictides and
chalcogenides energy power laws for the response were
derived but were not tested yet against experiments
[85].

6. Superconductivity

The identification of the pairing mechanism remains
one of the major challenges in all unconventional
superconductors. The momentum dependence of
the gap magnitude (and phase, if possible) is
among the important observables for addressing this
question since ∆k and the pairing potential Vk,k′ are
interrelated via the BCS gap equation [190]. Therefore,
a large variety of methods has been applied to derive
properties of the energy gap in the iron-based materials
with the goal to understand Vk,k′ and the coupling [7].
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Raman scattering in Fe-based systems 18

Raman spectroscopy allows access to the magnitude
of the gap [66, 73, 74], its number-phase fluctuations
[95, 96, 97] and bound in-gap states encoding the
anisotropy of Vk,k′ [89, 90, 91, 140].

6.1. Gap spectroscopy

6.1.1. Results from canonical methods From the be-
ginning, a substantial band and momentum depen-
dence of the energy gap was observed. Yet, sign
changes of the gap on individual bands or between
the bands could not be pinned down unambiguously
although tunneling experiments with an applied mag-
netic field [191] and neutron scattering experiments
[192] supported unconventional order parameters in
Fe(Se,Te) and BKFA, respectively. More pieces need
to be added to solve the puzzle and clarify the type of
pairing in the ground state.

Further complication arises since the gaps vary
strongly between the families and with elemental
substitution [12, 210, 211]. In BKFA at optimal
doping band dependent gaps with little variation on
the individual Fermi surfaces are observed by angle-
resolved photoemission spectroscopy (ARPES) [201,
212], while the gaps vary rather strongly around the
electron and hole pockets and along the kz reciprocal
axis in BFCA and overdoped BKFA [196, 199, 213,
214]. As a general feature, the maximal gaps observed
across the families are in the range 6-8 in units of kBTc

similar to those in cuprates.
In Table 2 we compile characteristic results found

by ARPES, specific heat (cel), neutron scattering (INS)
and tunneling spectroscopy (STS) and compare them
to Raman results. It is instructive to have this overview
in addition to the light scattering results which are
usually more subject to controversy than the canonical
methods, since data analysis is more difficult due to the
appearance of additional electronic excitations close to
or below the gap energy (cf. section 4.6).

6.1.2. Raman results Momentum- and band-resolved
Raman results for the energy gap were first presented
and discussed by Muschler et al. [25] and are shown in
Fig. 12. They reported data of a complete symmetry
analysis in the normal and superconducting states of
optimally doped Ba(Fe1−xCox)2As2 (x = 0.061). For
the symmetry analysis the 2 Fe unit cell was used,
and the related projections in the Brillouin zone were
discussed subsequently on the basis of an LDA band
structure [36]. For comparison with Fig. 5 the B1g and
B2g symmetries must be interchanged. The effect of
superconductivity is best seen by comparing spectra
taken well below and slightly above Tc similarly as in
the case of an SDW (see Fig. 7).

In Ba(Fe1−xCox)2As2, differences between the
spectra above and below Tc which are associated with

Figure 12. (Color online) Symmetry-resolved Raman response
of Ba(Fe1−xCox)2As2 (x = 0.061) for in-plane light polarizations
right above (points) and well below Tc (full lines). The
redistribution of intensity typical for superconductivity is
observed only in (a) B2g and (b) A1g symmetry. (a) In this
study, the 2 Fe unit cell was used for the symmetry assignment
implying that the out-of-phase Fe phonon at 214 cm−1 is
observed in the proper B1g symmetry. (b) In A1g symmetry
there is a small increase for Ω→ 0 from insufficient rejection of
the laser light. The A2g signal can safely be neglected at low
energies. From [25] with permission.

the opening of the superconducting gap are observed
only in A1g and B1g symmetry. In A2g the intensity is
generally low for the absence of excitations having the
right symmetry. In B2g symmetry little spectral weight
is expected since the vertices are small close to the
Fermi surface crossings of the bands. Surprisingly, the
intensity becomes comparable to that in A1g and B1g

symmetry at approximately 300 cm−1 but there are no
indications of an energy gap. There are essentially
three explanations for the absence of gap structures:
(i) The intensity originates from excitations other than
electron-hole pairs such as spins. The slow increase of
the B2g intensity indicates either that (ii) states far
away from the Fermi surface are projected consistent
with the vertices or that (iii) the relaxation rate is
much higher than expected from transport. Such an
anisotropy may occur if the quasi-particle relaxation is
strongly momentum dependent for the presence of Co
scatterers in the Fe plane. Then the gap excitations
are suppressed for specific symmetry projections [112].
We consider (iii) the most likely explanation since spin
excitations are already very weak at optimal doping
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Raman scattering in Fe-based systems 19

Table 2. Compilation of gap energies in Fe-based superconductors as observed by angle-resolved photoemission (ARPES), tunneling
(STS), optical (IR) and Raman spectroscopy. For selected cases we show also the results of thermodynamic measurements (cel)
and neutron scattering (INS) revealing local gap minima and, respectively, the spin resonance energy which are typically below the
maximal gap. In the third last column the maximal gap of each method is given in units of kBTc. A similar compilation of the results
and a discussion may be found in Refs. [8] and [193]. In particular in the case of ARPES but also for some of the thermodynamic
and Raman measurements the entries are not exhaustive and display only typical values. In some Raman studies the data of B1g

symmetry were fitted using one, two or three gap scenarios as indicated. For four samples of BKFA the data of all symmetries
were fitted simultaneously using a phenomenology including collective modes [41, 47]. In some cases the peak frequencies alone are
reproduced. For the analysis of the IR spectra the theory by Mattis and Bardeen [136] was applied. The BFCA sample used for
STS [194] had a nominal doping of x = 0.10 but the Tc is more compatible with optimal doping.

Material Tc [K] Method 2∆i [meV] 2∆i [cm−1] 2∆max [kBTc ] Ref. comment

Ba(Fe1−xCox)2As2
x = 0.051 19 ARPES 8.0/11.6 7.1 [195] el/h band
x = 0.051 18 Raman 3.7. . . 7.4/9.9 40. . . 60/80 6.4 [181] B1g/A1g peaks
x = 0.052 20 cel 3.1/7.1 4.1 [196] min/max gap
x = 0.055 20.5 Raman 5.0 41 [38] B1g ; 1-gap
x = 0.055 23 Raman 8.7/12.4 65/105 5.9 [181] B1g/A1g peaks
x = 0.060 24 Raman 4.1/9.3 33/75 4.5 [38] B1g ; 2-gaps
x = 0.061 24 Raman 8.7/12.4 70/100 5.9 [25] B1g/A1g ; aniso.
x = 0.060 25 cel 4.3/10.8 5.0 [196] min/max gap
x = 0.065 24.5 Raman 1.9/8.9 15/72 4.2 [38] B1g ; 2-gaps
x = 0.067 25 INS 8.0± 1 [195] spin resonance
x = 0.067 25 ARPES 9.2/13.0 6.0 [195] el/h band
x = 0.075 25.5 ARPES 10/13.8 6.2 [197] el/h band; isotropic
x = 0.075 23.5 Raman 9.7 78 4.8 [38] B1g ; 1-gap
x = 0.085 23 cel 4.0/8.7 4.4 [196] min/max gap
x = 0.085 22 Raman 9.3/11.8 75/95 6.2 [25] B1g/A1g peaks
x = 0.095 19 ARPES 9.2/11.2 6.8 [195] el/h band
x = 0.100 25.3 STS 12.5± 3.0 5.7 [194] average; OPT?
x = 0.100 20 Raman 9.8 79 5.7 [38] B1g ; 1-gap

Ba1−xKxFe2As2
x = 0.22 24.6 Raman 3.1. . . 13.7 25. . . 110 6.5 [41] only B1g peaks
x = 0.25 26 ARPES 7.8/15.7 7.0 [198] el/h bands
x = 0.25 31 cel 1.9/16.0 6.0 [199] min/max gap
x = 0.25 31 Raman 6.0, 20.0 48, 161 7.5 [48] B1g peaks
x = 0.25 30.9 Raman 7.4, 18.6 60, 150± 20 7.0 [41] B1g peaks
x = 0.27 31 IR 13.7/27.1 110/218 10.1 [200] Mattis-Bardeen
x = 0.35 38.9 Raman 9.9. . . 31.8 80. . . 256 9.5 [41] phenomenology
x = 0.40 38 INS 14 [192] spin resonance
x = 0.40 38 ARPES 12/24 7.5 [201] min/max gap
x = 0.40 38 ARPES 8/24 7.5 [202] min/max gap; kz
x = 0.40 38 ARPES 7.2/20.4 6.2 [203] min/max gap; kz
x = 0.40 37 STS 30 ≈ 9.4 [204]
x = 0.40 39.0 IR 18.6/31.0 157/263 9.7 [200] Mattis-Bardeen
x = 0.40 38.5 Raman 8.4. . . 32.0 68. . . 258 9.6 [46, 47] phenomenology
x = 0.42 38.5 cel 2.3/24.2 7.3 [199] min/max gap
x = 0.43 36.7 Raman 6.2. . . 31.0 50. . . 250 9.8 [41] phenomenology
x = 0.48 34.3 Raman 4.0. . . 20.0 32. . . 161 6.8 [41] phenomenology
x = 0.51 34.2 cel 2.1/17.7 6.0 [199] min/max gap
x = 0.62 26.6 Raman 7.4. . . 13.7 60 . . . 110± 10 6.0 [41] peak energies
x = 0.70 22 cel 2.1/9.1 4.8 [199] min/max gap
x = 0.70 21.6 Raman 6.2. . . 11.2 50 . . . 90± 10 6.0 [41] peak energies

CaKFe4As4 35 ARPES 16/24 8.0 [205] el/h band
CaKFe4As4 35 Raman 15.5/26.7 125/215 8.8 [50] all symmetries
CaKFe4As4 35 Raman 13.6/16.8/20.2 110/135/162 6.7 [51] B1g ; 3-gaps

BaFe2(As0.65P0.35)2 30 ARPES 4 3 [206] isotropic
BaFe2(As0.7P0.3)2 30 ARPES 12/15.2 5.9 [207] nodal gap
BaFe2(As0.5P0.5)2 18.2 cel 4.8 3.1 [208] average gap
BaFe2(P0.5As0.5)2 16 Raman 6.7 54 4.9 [176] B1g

FeSe 9 STS 5.0/7.0 9.0 [209]
FeSe 8.5 Raman 3.6/4.7 29. . . 38 6.4 [53] B1g

FeSe 8.9 Raman 3.0. . . 4.6 24. . . 37 6.0 [57, 55] B1g
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Raman scattering in Fe-based systems 20

and B2g gap features indeed appear in Ba1−xKxFe2As2

where the substitution generates only out-of-plane
defects [46].

In superconducting BFCA [25], the broad maxi-
mum close to 100 cm−1 and the well-defined peak at
around 70 cm−1 in A1g and B1g symmetry, respec-
tively, correspond to gap excitations in the hole and the
electron band. Finite spectral weight observed down to
very small energies indicates vanishingly small gaps.
The

√
Ω dependence in B1g symmetry suggests acci-

dental nodes [215].
Similar spectra were reported for doping levels in

the range 0.045 ≤ x ≤ 0.10 [37, 38, 181, 216] where
broad pair-breaking peaks appear in A1g symmetry
between 50 cm−1 and 160 cm−1. The B1g spectra
generally peak at lower energy than those in A1g

symmetry. In both symmetries the spectral changes
upon entering the superconducting state become less
pronounced below and above optimal doping [38,
181, 216]. In A1g symmetry the peak maxima scale
approximately as 6 kBTc in agreement with 2∆max from
other methods. The B1g spectra peak at 4 kBTc at
optimal doping and at 3 kBTc for x < 0.055.

The discussion about the details of the interpre-
tation of the spectral shape in superconducting BFCA
is not finally settled although the data agree and the
basic features are clear. Chauvière et al. [38] inter-
pret their B1g results for optimally doped and under-
doped samples in terms of a two-gap scenario with a
maximal gap 2∆max ≈ 75 cm−1 and a small but finite
gap 2∆min ≈ 15 cm−1 (see Table 2). The maximal
superconducting gap appears in the same location in
momentum space as the SDW gap and is thus sup-
pressed rapidly below optimal doping by the opening
of the larger SDW gap, 2∆SDW > 2∆max, and only
the feature related to 2∆min survives. The spectral
shape in B1g symmetry may also be reproduced with
a strong kz dependence of ∆k but the disappearance
of the structure at 2∆max in underdoped samples can
only be explained with an in-plane anisotropy.

Muschler et al. [25] argue that the
√

Ω variation
of the low-energy B1g spectra can be explained
with accidental nodes or near-nodes on the outer
electron band. This would be in agreement with
the results from heat transport [217] and theoretical
considerations [36]. Sugai et al. find support from
band structure calculations for the B1g intensity (1 Fe
cell) to originate from the hole bands [37]. The latter
conclusion is at variance with symmetry arguments
(cf. Fig. 5) and the LDA results of Mazin et al.
[36]. As a matter of fact, the gap in BFCA is very
anisotropic at all doping levels and may even vanish
for certain momenta. The maximum is in the range
2∆max ≈ 6 kBTc. Below optimal doping there is an
interaction with the SDW gap.

The observation of gap features in other pnictides
and in chalcogenides was delayed by sample and
surface issues. In chalcogenides the observation of pair
breaking succeeded first in Rb0.8Fe1.6Se2 after cleaving
the sample in situ at low temperature [46]. Differences
between normal and superconducting spectra were only
found in B1g symmetry. Since Rb0.8Fe1.6Se2 has
presumably no hole pockets, the B1g selection rule
supports the symmetry assignment of Refs. [25] and
[36] as reproduced in section 4.9. The observed gap
appears to be almost constant on the electron pockets,
being compatible with either a simple s- or a d-wave
state without nodes on the Fermi surface and a sign
change between the pockets. From what we shall
see below d-wave symmetry is more likely but cannot
be distinguished from an s-wave gap on the basis of
the light scattering experiment. As in the case of
BFCA, it is difficult to explain the intensities in other
symmetries which do not show features induced by
superconductivity. As a hypothesis which needs to be
worked out in more detail we assign the continua in
A1g and B2g symmetry to excitations in lower lying
bands and/or the tails of the numerous phonon lines.

In Ba0.6K0.4Fe2As2 continua and gap structures
are observed in all symmetries and are by and large
in agreement with the results from other methods
[46] as shown in Table 2. Since the hole-like Fermi
surfaces are more extended in the Brillouin zone,
the relevant electronic states are well sampled by all
vertices. Second, the simulations using the effective
mass approximation arrive at a semi-quantitative
explanation of the spectra [47]. Third, the effect of
defects induced by K doping in the Ba layer is expected
to be weak. Finally, resonance effects may contribute
[41, 49, 65] although they were found to be mild in
BFCA [36].

The spectra of Ba0.6K0.4Fe2As2 clearly show
a small but true gap of approximately 30 cm−1

indicating, among other things, that the contributions
from luminescence are negligible here. The largest
gaps reside on the middle hole band and on the
electron bands and are rather sharp as opposed to
BFCA. The gap maximum 2∆max reaches almost 10
in units of kBTc [46, 47]. This large ratio exceeds
the ARPES results and, in particular, the gap ratio
derived from the electronic specific heat as a typical
bulk method [199]. However, thermally activated
behaviour is generally sensitive to the small gaps on
the individual bands. These minimal gap energies
are typically 180 cm−1 or 6.8 in units of kBTc in
the phenomenological analysis [47, 41] thus reconciling
Raman scattering and thermodynamic measurements.

In addition to the pair-breaking features, the
B1g spectra show unexpected structures below 2∆max

which, as opposed to the pair-breaking features, have
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Raman scattering in Fe-based systems 21

Figure 13. (Color online) Raman susceptibilities of Na(Fe1−xCox)As2 in the normal (red) and superconducting (blue) states for
excitation with blue photons (476 nm). From [49] with permission. The pictograms were added by the authors for clarity. (a)
χ′′XX(ω)-χ′′xy(ω) (top row) and χ′′XY (ω) (bottom row) in the superconducting (5 K) and normal (23 K) states at doping levels as
indicated. The vertical dashed lines, shown for x = 0.0175 and 0.05, indicate the lowest superconducting gaps 2∆γ ' 10 meV and
9 meV, respectively, determined by ARPES. B2g symmetry in the figure corresponds to B1g used in this review.

a nearly resolution limited width and will be discussed
in detail in the following section. Here we first wrap up
observations of the energy gaps by Raman scattering
in other compounds.

A pair-breaking peak was also observed in the A1g

spectrum of BaFe2(As0.5P0.5)2 [48] with the spectral
weight decreasing linearly towards low frequencies
indicating the presence of nodes in agreement
with recent ARPES results for optimally doped
BaFe2(As0.65P0.35)2 [207] but, at first glance, not with
thermodynamic results on a material with comparable
doping [208] (see Table 2). However, the small
value of the thermodynamically derived gap indicates
a substantial anisotropy also for BaFe2(As0.5P0.5)2

which may be conceiled by the notion of a single
(average) gap.

Very recently, pair-breaking features were ob-
served in CaKFe4As4 [50, 51]. Depending on the in-
coming photon energy, gap features are observed either
in all symmetries [50] or only in B1g symmetry (1 Fe
unit cell corresponding to B2g in the 2 Fe cell used by
Zhang et al. [51]). The gap energies derived from the
A1g and B2g (1 Fe) Raman data are compatible with
those determined by ARPES [205] if the entire energy
range given by Mou et al. is considered (see also Ta-
ble 2). The B1g maximum (1 Fe) appears at a substan-
tially smaller energy, has a sharp onset and is clearly
peaked [50]. Zhang et al. [51] identify all features ob-
served in B1g symmetry with pair breaking while Jost
et al. [50], based on the results in three symmetries,
propose that the B1g peak at 134 cm−1 originates from
a collective mode similar to that in slightly underdoped

BKFA [41]. This - controversial - point of view would
indicate a sub-leading interaction having dx2−y2 sym-
metry which is to be discussed in more detail now.

6.2. Collective modes

The lowest order gap excitations in the electronic
Raman spectra essentially reflect the magnitude of the
energy gap. Yet, some caution is appropriate when
numbers are to be derived (see table 2). Similar as
in the ARPES or tunneling spectra neither the onset
of the enhanced intensity nor the peak maxima are
directly related to the gap 2∆. Only in the clean limit,
for q = 0, and an isotropic superconductor a square-
root singularity is expected at 2∆ [73]. In all other
cases the maximum is at higher energies [73, 74, 110,
112], and numbers can only be extracted via theoretical
models. Specifically in multiband systems, such as the
FeBCs or in the presence of higher order corrections
(final state interactions), only a model analysis leads
to useful conclusions as outlined in paragraph 4.6. Yet,
since a host of additional information can in principle
be derived from the spectra in general and from higher
order contributions specifically it is worth the effort.

There is general consensus that collective modes
exist in at least some of the pnictides having sufficiently
clean gaps [41, 46, 47, 49, 50]. Indications of collective
modes were also reported for the chalcogenide
K0.75Fe1.75Se2 and discussed along with a theoretical
model [58] but we are not aware of a comprehensive
symmetry analysis or an in-depth study. Including this
report, collective modes were observed mainly in B1g

(1 Fe) or B2g (2 Fe) symmetry (which are equivalent).
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Raman scattering in Fe-based systems 22

Figure 14. (Color online) Doping dependence of the Raman
spectra of Ba(Fe1−xCox)2As2. (a) Evolution of the B1g Raman
conductivity χ′′/ω across Tc for x = 0.065. (b) B1g Raman
response well below (blue) and right above Tc (black) as a
function of Co doping as indicated. (c) Integrated SC spectral
weight of the Raman response χ′′ (blue) as a function of Co

doping. The corresponding nematic susceptibilities χdynamic
B1g

both slightly above Tc (N) and well below Tc (SC) are also
shown (open and, respectively, full red symbols). From [116]
with permission.

An A1g collective mode, as predicted by Chubukov et
al. [90], was observed as part of a broad spectrum but
not as an isolated line [49].

There is a lively discussion on how the collective
modes are to be explained in terms of one of the
essentially four possibilities (see also section 6.4): (i)
amplitude (Higgs) fluctuations of the order parameter
(ii) Leggett modes, (iii) fluctuation modes which
become undamped in the presence of a gap and (vi)
BS modes. Here, the distinction between particle-
particle and particle-hole modes [49] was introduced
only recently, and both of them were actually
coined excitons in the original paper of Bardasis and
Schrieffer [140]. We adopt this nomenclature in the
following. The essential difference is that particle-
particle and particle-hole bound states are expected
for attractive and, respectively, repulsive contributions
to an attractive pairing potential and vice versa. From
an experimental point of view a distinction is difficult
or impossible.

6.2.1. Amplitude fluctuations of the order parameter
were discussed mainly for systems where superconduc-

tivity competes with other ordering phenomena such
as a CDW [67, 94, 101] which break the particle-hole
symmetry. Otherwise the coupling to the amplitude
mode is weak [218]. Currently it is not clear whether
or not amplitude fluctuations can be observed in the
FeSCs. The only chance would be in Ba1−xKxFe2As2

below x < 0.25 where the gap is sufficiently clean and
TSDW > Tc. So far we are not aware of related reports.

6.2.2. Leggett modes [95] were first discussed for
MgB2 [96, 97] where the intra-band interaction
dominates and the Leggett modes are below the gap
edge. In FeBCs there is a wide agreement that
the intra-band interaction is weaker than the inter-
band interaction [9, 219], and the Leggett modes
are expected to be pushed towards the continuum
and overdamped. They may contribute to the
Raman intensity at the gap edge and are thus
indistinguishable from the pair-breaking effect [98,
99]. Consequently, they are unlikely to augment the
information derived from gap spectroscopies, although
interesting conclusions about the pairing symmetry
could be derived in special cases of chalcogenides
without a central Fermi surface [100]. Here the Leggett
modes are predicted to appear in B1g symmetry,
whereas, in the presence of a Fermi surface encircling
the Γ point, as in all pnictides and in bulk FeSe, the
Leggett modes are expected to be observed in A1g

symmetry [99]. This argument needs to be qualified if
the orbital content of the bands is taken into account
[98]. An experimental study thereof does not exist and
seems difficult. Only resonance effects may be a viable
approach.

6.2.3. Quadrupole modes In NaFe1−xCoxAs, when
excited with blue light (476 nm), a very strong and
narrow B2g mode (B1g in the 1 Fe unit cell) appears
below Tc at approximately 56 cm−1 close to the gap
edge derived from ARPES [49]. As shown in Figure 13,
56 cm−1 is close to the maximum of the fluctuation
peak observed above Tc. The continuous temperature
dependence across Tc, the narrowing below Tc and the
independence of the mode energy of Tc support the
interpretation in terms of a quadrupolar fluctuation
of charges between the electron and hole bands which
becomes undamped inside the superconducting gap.

In A1g symmetry a broad peak is observed
which cuts off softly below the maximum located at
approximately 70 cm−1 thus indicating a finite density
of states inside the gap. The maximum - as an integal
part of the peak - is interpreted in terms of the particle-
hole collective Bardasis-Schrieffer mode predicted by
Chubukov, Eremin, and Korshunov [90] for the case of
an s± ground state, where the gap has opposite sign
on the electron and hole bands and an s++ subleading
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Raman scattering in Fe-based systems 23

instability without a sign change induced by orbital
fluctuations [143]. Since the relatively broad peak
includes several excitations, the gap energy can be
extracted only with difficulties from the smoothed A1g

spectra. For x = 0.0175 and 0.05 the humps on the
high-energy side are close to the ARPES gaps.

The authors also used red photons (646 nm) for
excitation but show only B2g spectra, making a
comparison with the spectra obtained for blue light less
stringent. For 646 nm, the B2g excitation at 56 cm−1

becomes much weaker in the underdoped range, x ≤
0.0175, and two new modes appear. These modes
are compared to the BS mode in the A1g spectrum
measured with excitation at 476 nm and are tentatively
assigned to p-h and p-p collective modes without
experimental substantiation or a phenomenological
theory. Therefore, more work is needed to disentangle
the complex but very interesting Raman spectra of
NaFe1−xCoxAs.

Whereas the normal-state data of NaFe1−xCoxAs
are rather similar to those of BFCA several differences
are observed below Tc. For instance, the gap
anisotropy on the individual bands is larger in BFCA
than in NaFe1−xCox as can be inferred from the
Raman spectra [25, 38, 49] or, similarly, from other
experiments [213, 220, 221]. Given the rather
anisotropic gap in BFCA, it is not surprising that
no sharp in-gap modes comparable to those in
NaFe1−xCoxAs are observed. On the other hand,
the peak maximum in B1g symmetry is quite sharp
in optimally doped BFCA and may be interpreted
alternatively in terms of a nematic resonance near
a quantum critical point [39, 116]. In BFCA, both
the enhancement of the spectral weight of the B1g

pair-breaking peak upon approaching optimal doping,
x ≈ 0.065, and its scaling with the nematic response
above Tc (Figure 14) argue in favour of the nematic
resonance. Yet, a similar doping dependence is also
observed in A1g symmetry and qualifies this conclusion
[181].

Na111 and BFCA seem to be the two material
classes with the strongest interaction between super-
conductivity and nematic fluctuations. In contrast, the
fluctuations can hardly be observed in BKFA [48, 181]
or CKFA [222], and a detailed comparison of these ma-
terial classes seems highly desirable.

6.2.4. BS modes Finally, we discuss the possibility
of sub-leading pairing interactions having dx2−y2

symmetry and the related BS modes inside the gap in
the B1g Raman spectra. The BS modes display various
properties which distinguish them from other collective
modes [see Eq. (10)].
(a) In a clean gap the BS modes are resolution limited.
The energy, ΩBS(T ), is directly linked to the gap

parameter [89], as opposed to the maximum of the
pair-breaking peak Ωpb(T ) which depends on both
the gap ∆max(T ) and the quasi-particle relaxation

rate Γqp(T ) as Ωpb(T ) ≈ 2
√
|∆max(T )|2 + Γ2

qp(T )

[110, 111, 112, 113]. Thus the temperature dependence
of the BS modes rather than that of Ωpb(T ) is expected
to be determined by that of the single particle gap,
ΩBS ∝ ∆max(T ).
(b) The BS mode drains spectral weight from the pair-
breaking peak, but there is no sum rule. Rather,
the intensity in the pair-breaking maximum is reduced
rapidly, whereas the spectral weight in the BS mode
increases first with increasing interaction strength λα,
with α indexing the eigenvalues (see section 6.3),
and then decreases towards zero [41]. In isotropic
systems the intensity in the pair-breaking maximum
is reduced in the entire energy range. In systems with
anisotropic interactions Vk,k′ only parts of the pair-
breaking peak are depleted depending on the channel-
specific components of Vk,k′ . This behavior can be
modeled phenomenologically [47] or on the basis of
the eigenvectors gα(k) which determine the momentum
dependence of the gap ∆α(k) and, to some extent,
reflect the variation of Vk,k′ by virtue of the BCS gap
equation [92, 41].
(c) The binding energies of the BS modes, EBS,α =
2∆max − ΩBS,α, are related to the coupling strengths
of the sub-leading channels λα (α > 1) with respect to
that of the ground state λ1. For λ1 ≈ 1 the relationship
is given by

√
EBS,α/2∆max ≈ λα/λ1 and is thus much

simpler than that of the intensities [41].
All B1g peaks observed in Ba0.6K0.4Fe2As2

were suggested to be BS modes [46] following the
phenomenology for anisotropic gaps proposed by
Scalapino and Devereaux [91]. The detailed study
of the temperature dependence performed later [47]
is shown in Fig. 15 and requires this assignment
to be revisited. The inset demonstrates the scaling
of ΩBS(T ) at 140 cm−1 and ∆max(T ) as directly
observed by ARPES [212], while the maximum at
170 cm−1 stays pinned. Apparently, the two strongest
modes depend distinctly differently on temperature
suggesting the mode at 170 cm−1 to be related to
pair breaking and that at 140 cm−1 to a sub-leading
channel. The comparison of all symmetries shows that
intensity is in fact drained from the B1g pair-breaking
maximum although part of the peak survives indicating
highly anisotropic interactions.

Maiti et al. [92] pointed out that there may be
more than one BS mode in the presence of a hierarchy
of sub-leading coupling channels in addition to the s±-
wave ground state. Although there is a candidate peak
at 70 cm−1 (see Fig. 15), this proposal can only be
addressed by studying differently doped samples.
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Figure 15. (Color online) Temperature dependence of the
Raman spectra of Ba0.6K0.4Fe2As2 in B1g symmetry. (a) The
spectra measured above 8 K are consecutively shifted up by
0.2 units. The pair-breaking features (open symbols) and the
collective mode (full circles) depend differently on temperature,
as shown in the inset (where zero energy is suppressed). The
pair-breaking maximum exhibits a temperature dependence
which is different from the BCS prediction due to interaction
effects. (b) The peak energies are determined by fitting the
spectra with two Lorentzians and a smooth phenomenological
background (black curve). From [47] with permission.

6.3. Doping

Doping x or pressure P can be used as non-thermal
control parameters in the context of quantum phase
transitions. Here, doping x proves useful for the
assignment of the in-gap modes and for scrutinizing
the anisotropy of the pairing potential Vk,k′ through
the evolution with x of the related in-gap modes in
BKFA. This will be the main focus of this subsection,
but prior to this discussion the results on BFCA and
BFAP will be summarized. For Na111 the reader is
referred to section 6.2.

The parent compound Ba122 can be driven

superconducting in various ways. Both chemical
substitution, using isovalent phosphorus substitution
for arsenic, and applied pressure lead to Tc values in the
30 K range [223, 224]. Currently there are no Raman
studies of pressure-induced superconductivity in BFA.
However, BFAP can be considered to fill this gap at
least as a proxy [176]. For x = 0.5 BFAP has a Tc of
16 K and displays a broad pair-breaking peak in A1g

symmetry having a maximum at Ωpb(T ) ≈ 2∆max =
6.7 meV or 4.9 kBTc (see Table 2 and section 6.1).
The nearly linear energy dependence of the spectra
below the peak maximum indicates a much broader gap
distribution than in BKFA and suggests line nodes of
the gap. If the peak is identified with the gap maximum
of 4.9 kBTc, it falls below the ratio in the range of
6-8 kBTc for other compounds [8]. There are no gap
structures in the other symmetries and no collective
modes in any symmetry. Thus from all aspects BFAP
is closer to BFCA than BKFA.

Due to the doping dependent changes of the
band structure, (π,π) scattering is expected to gain
strength in BFCA in comparison to BKFA, and
one would expect enhanced sub-dominant coupling
channels. Rather, the anisotropy of the gaps grows,
and the resulting density of states below the gap
maximum leads to overdamping of potential in-gap
modes similar to what has theoretically been shown to
happen for d-wave gaps [120]. Therefore no collective
modes can be resolved in BFCA, and the doping
dependence is limited to intensity variations of the
pair-breaking features described above. Consequently,
only BKFA and the related CKFA [50] facilitate the
study of changes of Vk,k′ as a function of doping or,
more appropriately, of the Fermi surface topology.

In what follows we assume that the modes
observed below the maximal gap in BKFA are
excitonic in origin [140]. This interpretation is
not entirely accepted, although many criteria were
tested experimentally (see above) and found to be
in agreement with the theoretical prediction whereas
counterarguments were not presented yet. The doping
dependence adds another piece of evidence to this
assignment.

Although BKFA is superconducting for 0.1 < x ≤
1 the range without magnetic order or changes of the
Fermi surface topology is rather small, 0.25 < x < 0.6.
For x < 0.25 BKFA develops an SDW which gaps out
part of the Fermi surface. For x > 0.6 the Fermi energy
dives below the bottom of the inner electron band and
for x > 0.7 hole-like bands appear around the X points
[225]. It is still under debate which doping level should
be associated with the Lifshitz transition but, as a
matter of fact, one electron band is lost at x ≈ 0.6.

The doping dependence of the Raman spectra in
superconducting BKFA was studied by two groups.
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Figure 16. B1g Raman spectra of BKFA for doping levels
as indicated. (a)-(d) Raw data (after division by the Bose-
Einstein factor) slightly above (red) and well below Tc (blue). (e)
Difference spectra ∆Rχ′′(Ω) = Rχ′′(Ω, T ≈ 8 K) − Rχ′′(Ω, T &
Tc). Here all temperature independent features drop out.
Apparently, there are no temperature-dependent phonons. As
an artifact, the intensity becomes negative inside the gap. Zero-
intensity is indicated by horizontal lines (dashes). From [41] with
permission.

Wu and coworkers [48] looked at three doping levels,
x = 0.25, 0.4, and 0.6 and, for x = 0.4, reproduced
earlier results [46]. Three peaks were observed in
B1g symmetry at 50, 120, and 168 cm−1 and at 70,
140, and 172 cm−1 for the first and the second cleave,
respectively, of the same crystal. Sample-dependent
differences at optimal doping were also observed by
Kretzschmar and collaborators [46] but the variations
were much smaller, in particular the peak energies were
nearly and the overall intensities entirely identical. We
find it difficult to explain that the results obtained
from two successive cleaves of the same crystal differ
substantially, while the local Tc values or doping
concentrations x are not reported to be different.
For x = 0.25 Wu et al. observe spectra which are
qualitatively different from those at optimal doping
and similar to what was found later by Böhm et al. [41]
in comparable samples. The spectra of Wu’s overdoped
BKFA, having nominally x = 0.6 and Tc = 25 K,
are closer to the results found for x = 0.43 . . . 0.48
in Ref. [41] although the Tc values differ by at least
10 K. An explanation of these discrepancies without
directly comparing the magnetization measurements of
the samples studied cannot be a subject of this review.

Regarding the experiments in the doping range
0.35 ≤ x ≤ 0.48 studied in Ref. [41] only samples
without indications of secondary transitions and with
∆Tc < 1.3 K were selected. In this relatively small
doping range which is sufficiently far away from
the SDW and from changes in the Fermi surface
topology the Raman spectra of all symmetries depend

continuously on x. The highest peak energies in all
symmetries follow Tc to within ±12%. In general,
the A1g and B2g energies are close to (8 ± 1) kBTc

(see Table 2) and thus higher than those in B1g

symmetry which scale roughly as 6.2 kBTc as shown
in Fig. 16 which displays raw and difference spectra in
B1g symmetry. There are two other maxima in B1g

symmetry at lower energy which are clearly resolved
in all data sets and scale as 1 − x rather than Tc

[Fig. 16(e)]. The comparison of all symmetries and
doping levels demonstrates that there are only very
weak or no maxima in A1g and B2g symmetry in
the range of the low-energy B1g peaks. In addition,
the low-energy peaks are nearly resolution limited and
depend on temperature as ∆(T ) [47].

For 0.35 ≤ x ≤ 0.48 the spectra of all symmetries
can be described consistently [41] in terms of the
phenomenology outlined in Ref. [91] and further
elaborated on by Böhm et al. [47] for x = 0.4. This
approach starts from a realistic electronic structure
[11], and the doping is accounted for by a shift of
the Fermi energy. The Raman vertices are derived
from the band structure [see Eqs. (12), (13), and (14)].
The A1g and B2g spectra are used for determining the
band and momentum dependent gap values compatible
with ARPES studies. After some iterations the bare
B1g spectra (without final state interaction) become
consistent with the experimental B1g spectra. Here,
consistent does not mean that the entire B1g spectra
can be reproduced. Rather, there are three features
which by no combination of gaps can be explained:
the two sharp lines below the gap edge and the missing
intensity above the B1g pair-breaking maximum which
is expected according to the A1g and B2g spectra.
With the final state interaction “switched on” this
part of the calculated B1g spectrum is suppressed and
reappears in the narrow modes. An explicit calculation
was performed only for the stronger mode which was
then found to acquire too much spectral weight for the
coupling strength λd derived from the energy position
[see Eq. (10)].

This discrepancy was solved later when theoretical
considerations suggested the existence of two sub-
leading channels rather than one [92, 41]. The two sub-
leading channels (α = 2, 3 ordered by strength) were
derived from two independent microscopic approaches
and were found to have second and first order dx2−y2

(B1g) symmetry (see Fig. 6 center). Having the higher
binding energy EBS(2) > EBS(3) the intensity of the
BS mode at lower absolute energy (higher binding
energy) is much smaller but still high enough for being
the strongest spectral feature in the respective energy
range. Unfortunately, the gap energies of the outer hole
bands are in the same range [199], motivating Wu et al.
to assign the mode to that gap at x = 0.4 [176]. Yet,
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both the phenomenology and the experimental results
in A1g and B2g symmetry show that the B1g mode is at
least an order of magnitude too strong for justifying an
explanation in terms of direct gap excitations [41] thus
furnishing further evidence for the excitonic character
of the two narrow in-gap modes.

Very recently, CKFA was studied. CKFA is a
stoichiometric version of BKFA since the Ca and K
layers alternate in a regular fashion for the substantial
size difference of the Ca and K ions. From the
viewpoint of valence count CKFA should be slightly
overdoped, and the Tc values are indeed close to
the maximum found for BKFA. The ARPES [205]
and Raman experiments [50, 51] find gaps similar to
those of BKFA. The features appearing below Tc are
relatively strong in B1g symmetry. In A1g and B2g

symmetry they are weak and can only be observed
for ~ωI = 2.16 eV [50] but not for ~ωI = 1.92 eV
[51]. The weak structures in A1g and B2g symmetry
are compatible with the gaps derived from ARPES.
The B1g spectra have substructures similar to those
found for x = 0.35 in BKFA. There is agreement that
the mode at 134 cm−1 may be a collective excitation
and that the hump at 160 cm−1 is a remainder from
pair breaking. The very weak structure at 50 cm−1,
tentatively assigned to a second BS mode in Ref. [50],
remains controversial.

Even though there is no full agreement among the
experimental groups about the details of the interpre-
tation and, in particular, the doping dependence in
BKFA, the question arises as to whether or not the
idea of competing pairing channels may be a relevant
contribution from Raman scattering to directly sup-
port the microscopic considerations. For addressing
this question the hierarchy of pairing interactions was
studied.

6.4. Possible conclusions for Cooper pairing

In conventional superconductors, the ground state
has a much lower energy than potential competing
pairing tendencies. Unconventional superconductors
have typically various instabilities in close proximity,
all of which may be intertwined with Cooper pairing.
The ways to study the related phase diagrams
include Hubbard-like models [143], the spin-fluctuation
scenario which is studied in the random phase
approximation (RPA) [9, 226], and the functional
renormalization group (fRG) scheme [12, 210, 227,
228] which, as opposed to RPA, treats all possible
interactions on equal footing.

In contrast to the Hubbard-Holstein model, which
predicts an s++ ground state [143], both RPA and fRG
find an s± ground state for the specific band structure
of the FeBCs where the energy gap has the same
magnitude on the electron and hole bands but opposite
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Figure 17. Doping dependence of the pairing strength in
BKFA. (a) The positions of the pair-breaking maxima scale
approximately as Tc whereas the energies of the BS modes
decrease monotonously with increasing doping in the range
0.35 ≤ x ≤ 0.48 indicating increasing coupling in the sub-
leading channels. The insets show the eigenvectors gα(k) of
the tree channels. (b) and (c) The coupling strength of the
two sub-leading dx2−y2 -wave channels relative to the s±-wave
ground state, λd(i)/λs (s, d(1), and d(2) correspond to α =
1, 2, and 3, respectively), is predicted to increase with doping
(full symbols) in qualitative agreement with experiment (open
symbols). λd(i)/λs is derived from the binding energies in (a)
as described in section 6.2. The results on the basis of fRG and
RPA are similar. From [41] with permission.

sign [9, 12, 210, 227, 228]. Upon using a realistic band
structure [11] and a rigid band model for simulating
the doping, the hierarchy of pairing interactions was
studied with RPA and fRG schemes. The results are
similar in both cases and show that the ground state
is s± wave followed by two dx2−y2 pairing tendencies.
The solution of the eigenvalue equations yields the
eigenvectors gα(k) and eigenvalues λα in channel α.
gα(k) and λα describe the variation with k of the
energy gap and, respectively, the coupling strength in
channel α. On this basis the positions of the BS modes
can be predicted and compared with the experiments
as shown in Fig. 17.

The agreement of experiment and theory is
remarkable in the case of fRG and still qualitative
for RPA. The RPA results are offset to lower
coupling strengths by 10 to 20%. Since RPA
neglects contributions other than spin-fluctuations, the
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observed discrepancy may indicate the existence of
weak contributions from other coupling mechanisms
such as charge fluctuations [41]. Yet, the similarity
of the fRG and RPA results for the hierarchy
of pairing channels supports spin-fluctuation-induced
superconductivity in BKFA in the doping range
studied. CKFA appears to fit into this picture although
the weakness of the putative low-energy BS mode, the
proximity of the second BS mode to the pair-breaking
maximum [50], and the resulting controversy in the
interpretation [51] qualify this conclusion and call for
further experiments.

Whereas the recent RPA and fRG studies favor
spin fluctuations, an s±-wave gap and two sub-
leading pairing channels having dx2−y2 symmetry, the
Hubbard-Holstein model leads to different conclusions
and finds an s++ ground state driven by electron-
phonon coupling and orbital fluctuations [143]. For
the construction of the model sub-leading channels
were not identified. However, if the sub-leading
interactions in this model would be identified to have
dx2−y2 symmetry the resulting Raman spectra would
be indistinguishable from those observed in BKFA and
CKFA. Thus the case for spin fluctuation induced
pairing depends crucially on the reliability of the
hierarchy of pairing tendencies derived from fRG and
RPA. Other experimental probes such as the study
of quasi-particle interference effects in magnetic fields
[191] or in the presence of impurities [229, 230] by
scanning tunneling spectroscopy may help to clarify
the symmetry of the ground state.

7. Conclusions

Raman scattering in iron pnictides and chalcogenides
has provided a host of information on the electronic,
magnetic and lattice properties of these systems. We
focused on the the spin and charge degrees of freedom
in this review.

In all cases the spectra consist of a superposition
of several types of excitations. To which extent
luminescence (as an a priori undesired contribution)
plays a role is not entirely clear, but the comparison
of a large amount of results shows that luminescence
decreases substantially with improved sample quality
and may be neglected at least at low energies.

Particle-hole excitations are important in all
compounds and for all doping levels. They are partially
gapped out in the SDW state (section 5.2) where the
materials remain metallic and are fully gapped out, for
instance, in superconducting BKFA when the surfaces
are sufficiently clean (see section 6.1 and Ref. [46]). In
the normal state, the particle-hole excitations in A1g

symmetry depend on temperature as expected from the
static resistivity [cf. Fig. 10 (d)].

In B1g symmetry, a strong contribution from
fluctuations (see section 5.3) is observed below
room temperature at energies of order kBT which
softens with decreasing temperature, has the strongest
spectral weight directly at the structural transition
TS, and loses intensity below TS without, however
vanishing so long as the material does not order
magnetically. Raman scattering is particularly
useful here since other spectroscopies have generic
difficulties in observing the fluctuations: In the case of
neutron scattering, the fluctuations appear only in the
notoriously weak four-particle correlation, and NMR
spectroscopy covers only a small energy range well
below kBT . The same holds true for thermodynamic
methods [231] or transport [232] both of which probe
fluctuations only indirectly. We argue that the
temperature dependence identifies the Raman response
as critical fluctuations which are expected to vanish at
the related transition temperature. The persistence
of the excitations below TS is therefore considered an
indication of spin rather than charge fluctuations. Yet,
there is no consensus in the published literature on this
point. However, if the controversy could be settled the
driving force behind the phase transitions would be
identified.

In all pnictides, the response of the spin
density wave (SDW) is clearly observed (section 5.2).
Although the gap energies are in the range 6-8 kBTSDW,
the spectra are by and large described by weak-
coupling physics including band reconstruction in the
ordered state. This indicates that the magnetism here
results from a Fermi surface instability of itinerant
electrons. The relevant gap energies are in the range
100-150 meV in the parent compounds and decrease
with doping or substitution along with the gradual
suppression of the magnetically ordered phase.

In the chalcogenide Fe(Se1−xSx) the B1g response
is distinctly different from that in the pnictides at all
temperatures [57, 55]. In the range 60 meV, a broad
excitation is observed for x . 0.2 which gains spectral
weight by a factor of approximately two upon cooling
without moving by more than a few percent. This
temperature (and doping) dependence is not expected
for quasi-particle scattering from impurities. Rather,
the peak was associated with two-magnon excitations
of nearly localized moments in a frustrated magnet
(see sections 5.1 and 5.4) in agreement with neutron
scattering experiments [157], LDA predictions for the
exchange parameters J1 and J2 [170], and simulations
using exact diagonalization [55, 171]. The response
from fluctuations entirely fills the gap below 60 meV in
the temperature range around TS and persists down to
T ≈ 20 K. Indications of an SDW were not found. It is
argued that orbital dependent localization of electrons
as expected in Hund’s metals with J ∼ U may be at
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the origin of this dichotomy between the pnictides and
chalcogenides [149, 156].

In the superconducting state gap excitations are
observed in all sufficiently clean systems independent of
the concentration of substitutional atoms (see section
6.1). Only Co substitution gradually suppresses the
pair-breaking features. In all FeBCs there is a strong
band dependence of the gaps. In FeSe the gap can be
resolved in the Raman spectra but its small magnitude
prevents a reliable analysis. In BFCA, the gaps on
the electron bands exhibit a strong modulation with
momentum and may even have accidental nodes at
optimal doping. Here, Raman scattering and transport
measurements arrive at similar conclusions [25, 36,
217]. In BKFA and presumably CKFA, the gaps on
the individual bands are nearly constant. This fact,
first derived from ARPES [205, 212], manifests itself
in sharp gap edges in the Raman spectra.

Below the gap edges narrow, nearly resolution-
limited lines are observed in the B1g spectra of BKFA
[47] (see sections 6.2 and 6.3). These lines display
a BCS-like temperature dependence, vary as 1 − x
with doping and steal spectral weight from the pair-
breaking features. The pair-breaking features scale
with Tc and barely depend on temperature. These
criteria are predicted only for BS modes that result
from sub-leading pairing interactions competing with
the ground state.

Microscopic model calculations using fRG and
RPA (see section 6.4) show that the pnictides have
indeed a hierarchy of pairing channels with very
similar eigenvalues, an s± ground state, and two sub-
leading dx2−y2 instabilities of different order [41]. The
Raman experiments agree semi-quantitatively with
these predictions concerning doping dependence but
cannot pin down the sign change of the ground
state. Tunneling experiments in samples with different
impurity concentration [233] and with applied field
[191] or RIXS [234] may settle this point. Yet, the
doping dependence of the sub-leading channels in
BKFA and presumably the results in CKFA as well
make a strong case for spin fluctuations to contribute
partially or predominantly to the Cooper pairing in the
pnictides.

In summary, the most significant contributions
from light scattering experiments to the physics of
the FeBCs pertain to the analysis of fluctuations and
of the superconducting pairing states. The fluctua-
tions can be compared to the evolution of the elas-
ticity [116, 181] and of the spin-lattice relaxation as
obtained from NMR studies [49]. While the interrela-
tion of the various methods is obvious several aspects
of the interpretation remain controversial, in particu-
lar the origin of the fluctuations. Concerning super-
conductivity the derivation of the gap energies is of

specific relevance. Table 2 shows that the results from
light scattering fit very well into the concert of the
other methods if the data are read properly. Read-
ing properly means, in particular, understanding the
respective observables and including collective excita-
tions which reveal details of the pairing potential Vk,k′ .
In many cases the Raman response contributes infor-
mation which cannot easily or not at all be obtained
by other methods. Thus, part of the understanding of
the pnictides and chalcogenides may rest on light scat-
tering results, in particular if the remaining challenges
in the interpretation can be settled. Additional insight
is expected from novel x-ray techniques [124] which
may help to settle, e.g., the sign problem of the order
parameter [234] and from experiments under extreme
conditions, specifically pressure. Here, the problem of
the luminescence in the diamond anvils is a particu-
lar challenge if continuous spectra rather than narrow
phonon lines have to be analyzed quantitatively.
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Popović Z V, Moritz B, Devereaux T P and Hackl R
2019 Commun. Phys. 2 14

[56] Kumar P, Kumar A, Saha S, Muthu D, Prakash J, Patnaik
S, Waghmare U, Ganguli A and Sood A 2010 Solid State
Commun. 150 557

[57] Zhang W L, Wu S F, Kasahara S, Shibauchi T, Matsuda Y
and Blumberg G 2017 arXiv e-prints arXiv:1710.09892

[58] Khodas M, Chubukov A V and Blumberg G 2014 Phys.
Rev. B 89(24) 245134

[59] Zhang A M, Xiao J H, Li Y S, He J B, Wang D M, Chen
G F, Normand B, Zhang Q M and Xiang T 2012 Phys.
Rev. B 85(21) 214508

[60] Fleury P A, Porto S P S, Cheesman L E and Guggenheim
H J 1966 Phys. Rev. Lett. 17(2) 84–87

[61] Lyons K B, Sulewski P E, Fleury P A, Carter H L, Cooper
A S, Espinosa G P, Fisk Z and Cheong S W 1989 Phys.
Rev. B 39 9693

[62] Fleury P A and Loudon R 1968 Phys. Rev. 166 514
[63] Devereaux T P and Hackl R 2007 Rev. Mod. Phys. 79 175

Page 29 of 32 AUTHOR SUBMITTED MANUSCRIPT - JPCM-115262.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Raman scattering in Fe-based systems 30

[64] Chen C C, Jia C J, Kemper A F, Singh R R P and
Devereaux T P 2011 Phys. Rev. Lett. 106 067002
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Evidence of spin-phonon coupling in CrSiTe3
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1Center for Solid State Physics and New Materials, Institute of Physics Belgrade,
University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia

2Condensed Matter Physics and Materials Science Department, Brookhaven National Laboratory, Upton, New York 11973-5000, USA
3Serbian Academy of Sciences and Arts, Knez Mihailova 35, 11000 Belgrade, Serbia

(Received 12 July 2018; published 18 September 2018)

We present Raman scattering results on the layered semiconducting ferromagnetic compound CrSiTe3. Four
Raman-active modes, predicted by symmetry, are observed and assigned. The experimental results are supported
by density functional theory calculations. The self-energies of the A3

g and the E3
g symmetry modes exhibit

unconventional temperature evolution around 180 K. In addition, the doubly degenerate E3
g mode shows a clear

change of asymmetry in the same temperature region. The observed behavior is consistent with the presence of
the previously reported short-range magnetic order and strong spin-phonon coupling.

DOI: 10.1103/PhysRevB.98.104306

I. INTRODUCTION

Trichalcogenides CrXTe3 (X = Si, Ge) belong to a rare
class of quasi-two-dimensional semiconducting materials
with a ferromagnetic order, band gaps of 0.4 eV for Si and
0.7 eV for Ge compounds, and Curie temperatures (TC) of
32 and 61 K, respectively [1–6]. Because of their layered
structure, due to van der Waals bonding, they can be exfoliated
to mono- and few-layer nanosheets, which, together with
their semiconducting and magnetic properties, make an ideal
combination for applications in optoelectronics and nanospin-
tronics [7–11]. This was further supported by the observation
of giant resistivity modulation of CrGeTe3-based devices [12].

From an x-ray diffraction study [1], it was revealed that
CrSiTe3 crystals are twined along c axes, the thermal expan-
sion is negative at low temperatures, and the thermal conduc-
tivity shows strong magnon-phonon scattering effects. A very
small single-ion anisotropy favoring magnetic order along c

axes and spin waves was found in CrSiTe3 by elastic and
inelastic neutron scattering [13]. Spin-wave measurements
suggest the absence of three-dimensional correlations above
TC, whereas in-plane dynamic correlations are present up to
300 K. First-principles calculations suggested the possibility
of graphenelike mechanical exfoliation for CrXTe3 (X = Si,
Ge) single crystals with conserved semiconducting and ferro-
magnetic properties [14]. The exfoliation of CrSiTe3 bulk to
mono- and few-layer two-dimensional crystals onto a Si/SiO2

substrate has been achieved [15] with a resistivity between
80 and 120 K, depending on the number of layers. Critical
exponents for CrSiTe3 were also determined from theoretical
analysis [16].

Spin-phonon coupling in CrGeTe3 was investigated in
Raman scattering experiments [17]. Splitting of the two
lowest-energy Eg modes in the ferromagnetic phase has been
observed and ascribed to time-reversal symmetry breaking by

*nenadl@ipb.ac.rs

the spin ordering. Furthermore, the significant renormaliza-
tion of the three higher-energy modes’ self-energies below TC

provided additional evidence of spin-phonon coupling [17].
The external pressure-induced effect on lattice dynamics and
magnetization in CrGeTe3 has also been studied [18].

The Raman spectrum of CrSiTe3 single crystals was re-
ported in Ref. [1], where three Raman-active modes have been
observed. Similar results have also been presented in Ref. [15]
for ultrathin nanosheets of CrSiTe3. Here, we report a Raman
scattering study of CrSiTe3 single crystals, with the main
focus on phonon properties in the temperature range between
100 and 300 K. Our experimental results are qualitatively
different from those previously reported [1,15] but consistent
with the results obtained for CrGeTe3 [17,18]. Furthermore,
our data reveal the asymmetry of the E3

g mode, which is
suppressed at higher temperatures. The A3

g and E3
g symmetry

modes exhibit nonanharmonic self-energy temperature depen-
dence in the region around 180 K, related to the strong spin-
lattice interaction due to short-range magnetic order [1]. Ener-
gies and symmetries of the observed Raman-active modes are
in good agreement with theoretical calculations.

II. EXPERIMENT AND NUMERICAL METHOD

Single crystals of CrSiTe3 and CrGeTe3 were grown as
described previously [19]. For a Raman scattering experi-
ment, a Tri Vista 557 spectrometer was used in the backscat-
tering micro-Raman configuration with a 1800/1800/2400
grooves/mm diffraction grating combination. A coherent
Verdi G solid-state laser with a 532-nm line was used as the
excitation source. The direction of the incident (scattered)
light coincides with a crystallographic c axis. Right before
being placed in the vacuum, the samples were cleaved in
the air. All measurements were performed in a high vacuum
(10−6 mbar) using a KONTI CryoVac continuous-helium-flow
cryostat with a 0.5-mm-thick window. Laser-beam focusing
was achieved through a microscope objective with ×50 mag-
nification, a spot size of approximately 8 μm, and a power

2469-9950/2018/98(10)/104306(7) 104306-1 ©2018 American Physical Society

http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.98.104306&domain=pdf&date_stamp=2018-09-18
https://doi.org/10.1103/PhysRevB.98.104306
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TABLE I. Calculated and experimental crystallographic lattice
parameters for CrSiTe3 (|a| = |b|), bond lengths, interlayer distance
(d), and van der Waals (vdW) gap.

CrSiTe3 Calculation (Å) Experiment (Å) [20]

a 6.87 6.76
c 19.81 20.67
Si-Si 2.27 2.27
Si-Te 2.52 2.51
Cr-Te 2.77 2.78
d 6.86 6.91
vdW gap 3.42 3.42

<2 mW on the surface of a sample. All spectra were corrected
for the Bose factor.

Density functional theory calculations were performed
in the Quantum Espresso software package [21], using the
PBE exchange-correlation functional [22], PAW pseudopo-
tentials [23,24], and energy cutoffs for wave functions and
the charge density of 85 and 425 Ry, respectively. For k-point
sampling, the Monkhorst-Pack scheme was used, with a �-
centered 8 × 8 × 8 grid. Optimization of the atomic positions
in the unit cell was performed until the interatomic forces
were minimized down to 10−6 Ry/Å. In order to obtain
the parameters accurately, treatment of the van der Waals
interactions was included using the Grimme-D2 correction
[25]. Phonon frequencies were calculated at the � point

within the linear response method implemented in Quan-
tum Espresso. Calculated crystallographic properties obtained
by relaxing the structures are in good agreement with x-
ray diffraction measurements [20]. A comparison between
our, calculated, and experimental results is presented in
Table I.

III. RESULTS AND DISCUSSION

A. Polarization dependence

CrSiTe3 crystallizes in the rhombohedral crystal structure,
described by R3 (C2

3i) [26]. Wyckoff positions of atoms,
together with each site’s contribution to phonons at the � point
and corresponding Raman tensors, are listed in Table II. The
phonon mode distribution obtained by factor-group analysis
for the R3 space group is as follows:

�Raman = 5Ag + 5Eg,

�IR = 4Au + 4Eu,

�Acoustic = Au + Eu.

Since the plane of incidence is ab, where |a| = |b| [�(a, b) =
120◦], and the direction of light propagation is along c axes,
from the selection rules, it is possible to observe all Raman-
active modes, i.e., five Ag modes and five doubly degener-
ate Eg modes. According to the Raman tensors presented
in Table II, Ag symmetry modes are observable only in
the parallel polarization configuration, whereas Eg symmetry

TABLE II. (a) Type of atoms, Wyckoff positions, each site’s contribution to the phonons at the � point, and corresponding Raman tensors
for the R3 space group of CrSiTe3. (b) Phonon symmetry, calculated optical phonon frequencies at 0 K, and experimental values for Raman-
active (at 100 K) and infrared (IR)-active (at 110 K) [1] CrSiTe3 phonons.

(a) Space group R3 (No. 148)

Atom(s) (Wyckoff positions) Irreducible representations

Cr, Si (6c) Ag + Eg + Au + Eu

Te (18f ) 3Ag + 3Eg + 3Au + 3Eu

(b) Raman tensors

Ag =
⎛
⎜⎜⎜⎝

a 0 0
0 b 0
0 0 c

⎞
⎟⎟⎟⎠ E1

g =
⎛
⎜⎜⎜⎝

c d e

d −c f

e f 0

⎞
⎟⎟⎟⎠ E2

g =
⎛
⎜⎜⎜⎝

d −c −f

−c −d e

−f e 0

⎞
⎟⎟⎟⎠

Raman active IR active [1]

Calc. Expt. Calc. Expt.
Symmetry (cm−1) (cm−1) Symmetry (cm−1) (cm−1)
A1

g 88.2 – A1
u 91.8 91.0

E1
g 93.5 88.9 E1

u 93.7 –

E2
g 96.9 – A2

u 116.8 –

E3
g 118.3 118.2 E2

u 117.1 –

A2
g 122.0 – A3

u 202.4 –

A3
g 148.0 147.4 E3

u 206.2 207.9

A4
g 208.7 – A4

u 243.7 –

E4
g 219.5 217.2 E4

u 365.8 370.4

E5
g 357.4 –

A5
g 508.8 –

104306-2
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FIG. 1. Raman spectra of CrSiTe3 single crystals measured at
100 K in (a) parallel and (b) cross polarization configurations. The
gray line represents the TeO2 spectrum measured at 300 K. Inset:
Raman spectrum of CrGeTe3 in the parallel polarization configura-
tion measured at 100 K.

modes can be expected to appear for both in-parallel and cross
polarization configurations.

The Raman spectra of CrSiTe3 for two main linear po-
larization configurations, at 100 K, are shown in Fig. 1.
Four peaks can be observed in the spectra, at energies of
88.9, 118.2, 147.4, and 217.2 cm−1. Since only the peak at
147.4 cm−1 vanishes in the cross polarization configuration, it
corresponds to the Ag symmetry mode. The other three modes
appear in both parallel and cross polarization configurations
and, thereby, can be assigned as Eg symmetry modes (Fig. 1).

In order to exclude the possibility that any of the observed
features originate from the TeO2 [17,27], its Raman spectrum
is also presented in Fig. 1. It can be noted that no TeO2

contribution is present in our CrSiTe3 data. Furthermore, the
observed CrSiTe3 Raman spectra are also consistent with the
CrGeTe3 Raman spectra (see inset in Fig. 1), isostructural to
CrSiTe3. Five Raman-active modes have been observed for
CrGeTe3, two Ag modes, at 137.9 and 296.6 cm−1, and three
Eg modes, at 83.5, 112.2, and 217.5 cm−1, in agreement with
the previously published data [17,18]. The main difference in
the spectra of CrSiTe3 and CrGeTe3 arises from the change in
mass and lattice parameter effects that cause the peaks to shift.

Calculated and observed Raman-active phonon energies
are compiled in Table II, together with the experimental
energies of the infrared (IR)-active phonons [1], and are found
to be in good agreement. Displacement patterns of the Ag
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FIG. 2. (a) The E3
g mode Raman spectra of CrSiTe3 at four

temperatures measured in the cross polarization configuration. Blue
lines represent line shapes obtained as a convolution of the Fano
line shape and Gaussian, calculated to fit the experimetal data.
Temperature dependence of (b) the energy, (c) the line width, and (d)
the Fano parameter q of the E3

g mode. The dashed red line represents
standard anharmonic behavior [28,29]. All the parameters show a
change in tendency around 180 K.

and Eg symmetry modes are presented in Fig. 4, in the
Appendix.

B. Temperature dependence

After proper assignment of all the observed CrSiTe3

Raman-active modes we proceeded with temperature evolu-
tion of their properties, focusing on the most prominent ones,
E3

g and A3
g . Figure 2(a) shows the spectral region of the doubly

degenerate E3
g mode at an energy of 118.2 cm−1, at four

temperatures. Closer inspection of the 100 K spectra revealed
clear asymmetry of the peak on the low-energy side. The
presence of defects may result in the appearance of the mode
asymmetry [30], however, they would also contribute to the
mode line width and, possibly, the appearance of phonons
from the edge of the Brillouin zone in the Raman spectra [29].
The very narrow lines and absence of additional features in
the Raman spectra of CrSiTe3 do not support this scenario.
The asymmetry may also arise when the phonon is coupled
to a continuum [31]. Such a coupling of the E3

g phonon mode
would result in a line shape given by the convolution of a Fano
function and a Gaussian, the latter representing the resolution
of the spectrometer [29]. Comparison between the Fano line
shape convoluted with a Gaussian, the Voigt line shape, and
the experimental data at 100 K is presented in Fig. 5, in the
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FIG. 3. (a) A3
g mode Raman spectra of CrSiTe3 at four tem-

peratures measured in the parallel polarization configuration. Blue
lines represent Voigt line shapes. (b) Energy and (c) line-width
temperature dependence of the A3

g mode.

Appendix, with the former yielding better agreement with the
experimental data. Furthermore, it fully captures the E3

g mode
line shape at all temperatures under investigation [Figs. 2(a)
and 6].

Upon cooling of the sample, the E3
g mode energy hardens

[Fig. 2(b)] with a very small discontinuity in the temperature
range around 180 K. Down to the same temperature, the
line width monotonically narrows in line with the standard
anharmonic behavior [dashed red line in Fig. 2(c)]. Upon
further cooling, the line width increased, deviating from the
expected anharmonic tendency. This indicates activation of
an additional scattering mechanism, e.g., spin-phonon inter-
action. Figure 2(d) shows the evolution of the Fano param-
eter, |q|. Whereas in the region below 180 K, it increases
slightly but continuously, at higher temperatures it promptly
goes to lower values and the mode recovers a symmetric
line shape. We believe that the observed behavior of the
E3

g mode can be traced back to the short-range magnetic
correlations, which, according to Ref. [1], persist up to
150 K, and the strong spin-phonon coupling in CrSiTe3.
Similar behavior of the energy and line width, which dif-
fers from the conventional anharmonic, as well as the Eg

mode Fano-type line shape, was recently reported in α-RuCl3

and was interpreted as a consequence of the spin-phonon
interaction [32].

Unlike the E3
g mode, no pronounced asymmetry was ob-

served for the A3
g mode. As can be seen from Figs. 3(b) and

3(c) both the energy and the line width of the A3
g mode showed

FIG. 4. Unit cell of a CrSiTe3 single crystal (solid lines) with
the displacement patterns of the Ag and Eg symmetry modes. Arrow
lengths are proportional to the square root of the interatomic forces.

a similar change in tendency in the same temperature region
as the E3

g mode, most likely due to the spin-phonon coupling.

IV. CONCLUSION

The lattice dynamics of CrSiTe3, a compound isostruc-
tural to CrGeTe3, is presented. An Ag and three Eg modes
were observed and assigned. The experimental results are
well supported by theoretical calculations. The temperature
dependences of the energies and line widths of the A3

g and
E3

g modes deviate from the conventional anharmonic model
in the temperature range around 180 K. In addition, the E3

g

mode shows clear Fano resonance at lower temperatures. This
can be related to the previously reported short-range magnetic
correlations at temperatures up to 150 K [1] and the strong
spin-phonon coupling.
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FIG. 5. Analysis of the E3
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whereas the orange line represents a Voigt line shape, both calculated
to fit the experimental data. The Voigt profile deviates from the
experimental data at the peak flanks.
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APPENDIX

1. Eigenvectors of Raman-active modes

Figure 4 summarizes the Ag and Eg symmetry mode
displacement patterns of a CrSiTe3 single crystal (R3 space
group). Arrow lengths are proportional to the square root of
the interatomic forces.

2. Asymmetry of the E3
g line

The peak at 118.2 cm−1, which we assigned as the E3
g sym-

metry mode, at low temperatures shows a significant asym-
metry towards lower energies. The possibility of additional
defect-induced features in Raman spectra can be excluded,
since the modes are very narrow, suggesting high crystallinity
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FIG. 6. The E3
g mode Raman spectra of CrSiTe3 at all temper-

atures measured in the cross polarization configuration. Blue lines
represent calculated spectra obtained as the convolution of the Fano
line shape and Gaussian.

of the sample. Also, the theoretical calculations do not predict
additional Raman-active modes in this energy region. On the
other hand, coupling of the phonon mode to a continuum may
result in an asymmetric line shape described with the Fano
function. Due to the finite resolution of the spectrometer it has
to be convoluted with a Gaussian (�G = 1 cm−1). In Fig. 5 we
present a comparison of the line obtained as a convolution of
the Fano line shape and a Gaussian (blue line) and a Voigt line
shape (orange line) fitted to the experimental data. Whereas
the Voigt line shape deviates at the peak flanks, excellent
agreement has been achieved for convolution of the Fano line
shape and a Gaussian.

3. E3
g mode temperature dependence

Figure 6 shows Raman spectra of CrSiTe3 in the region of
the E3

g mode in the cross polarization configuration at various
temperatures. Solid blue lines represent the convolution of
the Fano line shape and Gaussian fitted to the experimental
data. The asymmetry is the most pronounced below 190 K.
Above this temperature, the asymmetry is decreasing, and at
high temperatures the peak recovers the fully symmetric line
shape.
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ARTICLE

Frustrated spin order and stripe fluctuations in FeSe
A. Baum 1,2, H.N. Ruiz3,4, N. Lazarević5, Yao Wang 3,6,10, T. Böhm1,2,11, R. Hosseinian Ahangharnejhad1,2,12,

P. Adelmann7, T. Wolf7, Z.V. Popović5,8, B. Moritz3, T.P. Devereaux3,9 & R. Hackl 1

The charge and spin dynamics of the structurally simplest iron-based superconductor, FeSe,

may hold the key to understanding the physics of high temperature superconductors in

general. Unlike the iron pnictides, FeSe lacks long range magnetic order in spite of a similar

structural transition around 90 K. Here, we report results of Raman scattering experiments as

a function of temperature and polarization and simulations based on exact diagonalization of

a frustrated spin model. Both experiment and theory find a persistent low energy peak close

to 500 cm−1 in B1g symmetry, which softens slightly around 100 K, that we assign to spin

excitations. By comparing with results from neutron scattering, this study provides evidence

for nearly frustrated stripe order in FeSe.

https://doi.org/10.1038/s42005-019-0107-y OPEN

1Walther Meissner Institut, Bayerische Akademie der Wissenschaften, 85748 Garching, Germany. 2 Fakultät für Physik E23, Technische Universität
München, 85748 Garching, Germany. 3 Stanford Institute for Materials and Energy Sciences, SLAC National Accelerator Laboratory, 2575 Sand Hill Road,
Menlo Park, CA 94025, USA. 4 Department of Physics, Stanford University, Stanford, CA 94305, USA. 5 Center for Solid State Physics and New Materials,
Institute of Physics Belgrade, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia. 6 Department of Applied Physics, Stanford University, Stanford,
CA 94305, USA. 7 Karlsruher Institut für Technologie, Institut für Festkörperphysik, 76021 Karlsruhe, Germany. 8 Serbian Academy of Sciences and Arts,
Knez Mihailova 35, 11000 Belgrade, Serbia. 9 Geballe Laboratory for Advanced Materials, Stanford University, Stanford, CA 94305, USA. 10Present address:
Lyman Laboratory 336, Harvard University, 17 Oxford St. Cambridge, 02138 MA, USA. 11Present address: TNG Technology Consulting GmbH, Beta-Straße,
85774 Unterföhring, Germany. 12Present address: School of Solar and Advanced Renewable Energy, Department of Physics and Astronomy, University of
Toledo, Toledo, OH 43606, USA. Correspondence and requests for materials should be addressed to R.H. (email: hackl@wmi.badw.de)

COMMUNICATIONS PHYSICS |            (2019) 2:14 | https://doi.org/10.1038/s42005-019-0107-y | www.nature.com/commsphys 1

12
34

56
78

9
0
()
:,;

http://orcid.org/0000-0002-9414-8801
http://orcid.org/0000-0002-9414-8801
http://orcid.org/0000-0002-9414-8801
http://orcid.org/0000-0002-9414-8801
http://orcid.org/0000-0002-9414-8801
http://orcid.org/0000-0003-1736-0187
http://orcid.org/0000-0003-1736-0187
http://orcid.org/0000-0003-1736-0187
http://orcid.org/0000-0003-1736-0187
http://orcid.org/0000-0003-1736-0187
http://orcid.org/0000-0002-6751-0879
http://orcid.org/0000-0002-6751-0879
http://orcid.org/0000-0002-6751-0879
http://orcid.org/0000-0002-6751-0879
http://orcid.org/0000-0002-6751-0879
mailto:hackl@wmi.badw.de
www.nature.com/commsphys
www.nature.com/commsphys


Fe-based pnictides and chalcogenides, similar to cuprates,
manganites or some heavy fermion compounds, are char-
acterized by the proximity and competition of various

phases including magnetism, charge order, and super-
conductivity. Specifically the magnetism of Fe-based systems has
various puzzling aspects which do not straightforwardly follow
from the Fe valence or changes in the Fermi surface topology1–4.
Some systems have a nearly ordered localized moment close to
2μB5, such as FeTe or rare-earth iron selenides, whereas the
moments of AFe2As2-based compounds (A= Ba, Sr, Eu or Ca)
are slightly below 1μB6 and display aspects of itinerant spin-
density-wave (SDW) magnetism with a gap in the electronic
excitation spectrum7. In contrast others do not order down to the
lowest temperatures, such as FeSe8 or LaFePO9.

The material specific differences are a matter of intense dis-
cussion, and low- as well as high-energy electronic and structural
properties determine the properties1,2,4,10–13. At the Fermi energy
EF, the main fraction of the electronic density of states originates
from t2g Fe orbitals, but a substantial part of the Fe–Fe hopping
occurs via the pnictogen or chalcogen atoms, hence via the xz, yz,
and pz orbitals. For geometrical reasons, the resulting exchange
coupling energies between nearest (J1) and next nearest neighbor
(J2) iron atoms have the same order of magnitude, and small
changes in the pnictogen (chalcogen) height above the Fe plane
influence the ratio J2/J1, such that various orders are energetically
very close12.

The reduced overlap of the in-plane xy orbitals decreases the
hopping integral t and increases the influence of the Hund’s rule
interactions and the correlation energy U, even though they are
only in the range of 1–2 eV. Thus the electrons in the xy orbitals
have a considerably higher effective mass m* and smaller quasi-
particle weight Z than those of the xz and yz orbitals. This effect
was coined orbital selective Mottness14–16 and was observed by
photoemission spectroscopy (ARPES) in Fe-based chalcogen-
ides17. It is similar in spirit to what was found by Raman scat-
tering in the cuprates as a function of momentum18. In either case
some of the electron wave functions are more localized than
others. This paradigm may explain why the description remains
difficult and controversial in all cases.

Therefore we address the question as to whether systematic
trends can be found across the families of the Fe-based super-
conductors, how the spin excitations are related to other highly
correlated systems, and how they can be described appropriately.

As an experimental tool we use Raman scattering since the
differences expected theoretically1,3 and indicated experimentally
in the electronic structure7 can be tracked in both the charge and
the spin channel. Another advantage is the large energy range of
approximately 1 meV to 1 eV (8–8000 cm−1) accessible by light
scattering19.

Early theoretical work on Fe-based systems considered the
Heisenberg model the most appropriate approach20, and the
high-energy maxima observed by Raman scattering in BaFe2As2
were interpreted in terms of localized spins21,22. On the other
hand, the low-energy spectra are reminiscent of charge density
wave (CDW) or SDW formation22–25. In principle, both effects
can coexist if the strength of the correlations varies for electrons
from different orbitals, where itinerant electrons form a SDW,
while those on localized orbitals give rise to a Heisenberg-like
response.

In contrast to the AFe2As2-based compounds, FeSe seems to be
closer to localized order with a larger mass renormalization than
in the iron pnictides1. Apart from low lying charge excitations,
the remaining, presumably spin, degrees of freedom in FeSe may
be adequately described by a spin-1 J1-J2-J3-K Heisenberg
model12 which provides also a consistent description of our
results shown in this work and allows for the presence of different

spin orders. Since various types of spin order are energetically in
close proximity12,26,27, frustration may quench long-range order
down to the lowest temperatures8, even though neutron scatter-
ing experiments in FeSe find large values for the exchange
energies27,28.

Recent experiments on FeSe focused on low-energies and B1g
(x2− y2) symmetry, and the response was associated with particle-
hole excitations and critical fluctuations29. Here, we obtain similar
experimental results below 1500 cm−1. Those in the range 50–200
cm−1 show similarities with the other Fe-based systems while
those above 200 cm−1 are distinctly different but display simila-
rities with the cuprates30,31. In addition to previous work, we
analyze all symmetries at higher energies up to 3500 cm−1, to
uncover crucial information about the behavior of the spin degrees
of freedom.

By comparing experimental and simulated Raman data we find
a persistent low-energy peak at roughly 500 cm−1 in B1g sym-
metry, which softens slightly around 100 K. We assign the B1g
maximum and the related structures in A1g and B2g symmetry to
spin excitations. The theoretical simulations also aim at estab-
lishing a link between light and neutron scattering data with
respect to the spin degrees of freedom and to furnish evidence for
nearly frustrated stripe order at low temperature. We arrive at the
conclusion that frustrated order of localized spins dominates the
physics in FeSe, while critical spin and/or charge fluctuations are
not the main focus of the paper.

Results
Experiments. Symmetry-resolved Raman spectra of single-
crystalline FeSe (see Methods) in the energy range up to 0.45
eV (3600 cm−1) are shown in Fig. 1. The spectra are linear
combinations of the polarization dependent raw data (see
Methods and Supplementary Fig. 1 in Supplementary Note 1).
For B1g symmetry (Fig. 1a) we plot only two temperatures, 40 and
300 K, to highlight the persistence of the peak at ~500 cm−1. The
full temperature dependence will be shown below. For A1g, A2g,
and B2g symmetry we show spectra at 40, 90, and 300 K
(Fig. 1b–d). Out of the four symmetries, the A1g, B1g, and B2g
spectra display Raman active phonons, magnons or electron-hole
excitations, while the A2g spectra are weak and vanish below
500–1000 cm−1. As intensity in A2g symmetry appears only under
certain conditions not satisfied in the present study, we ignore it
here.

In the high-energy limit the intensities are smaller in all
symmetries than those in other Fe-based systems such as
BaFe2As2 (see Supplementary Fig. 2 in Supplementary Note 2).
However, in the energy range up to ~3000 cm−1 there is a huge
additional contribution to the B1g cross section in FeSe
(Fig. 1a). The response is strongly temperature dependent
and peaks at 530 cm−1 in the low-temperature limit. Between
90 and 40 K the A1g and B2g spectra increase slightly in the
range around 700 and 3000 cm−1, respectively (indicated as
blue shaded areas in Fig. 1b, d). The overall intensity gain in
the A1g and B2g spectra in the shaded range is a fraction of ~5%
of that in B1g symmetry. The B2g spectra exhibit a reduction in
spectral weight in the range from 600 to 1900 cm−1 (shaded
red) which is already fully developed at the structural
transition at Ts= 89.1 K in agreement with earlier work29. In
contrast to A1g and B2g symmetry, the temperature dependence
of the B1g intensity is strong, whereas the peak energy changes
only weakly, displaying some similarity with the cuprates32.
This similarity, along with the considerations of Glasbrenner
et al.12, motivated us to explore a spin-only, Heisenberg-like
model for describing the temperature evolution of the Raman
scattering data.
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Simulations at zero temperature. We performed numerical
simulations at zero temperature for a frustrated spin-1 system on
the basis of a J1-J2-J3-K Heisenberg model12 on a 16-points cluster
as shown in Fig. 2a and described in the Methods section. Fig-
ure 2b shows the resulting phase diagram as a function of J2 and
J3. K was set at 0.1 (repulsive) in order to suppress ordering
tendencies on the small cluster. The parameter set for the
simulations of the Raman and neutron data at finite temperature
is indicated as a black dot.

In Fig. 3 we show the low-temperature data (Fig. 3a) along with
the simulations (Fig. 3b). The energy scale for the simulations is
given in units of J1 which has been derived12 to be 123 meV or
990 cm−1, allowing a semi-quantitative comparison with the
experiment. As already mentioned, the experimental A1g and B2g
spectra are not dominated by spin excitations and we do not
attempt to further analyze the continua extending to energies in

excess of 1 eV, considering them a background. The opposite is
true for B1g symmetry, also borne out in the simulations. For the
selected values of J1= 123 meV, J2= 0.528J1, J3= 0, and K=
0.1J1, the positions of the spin excitations in the three symmetries
and the relative intensities are qualitatively reproduced. The
choice of parameters is motivated by the previous use of the J1-J2
Heisenberg model, with J1= J2 to describe the stripe phase of iron
pnictides20. Here we use a value of J2 smaller than J1 to enhance
competition between Néel and stripe orders when describing
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FeSe. This approach and choice of parameters is strongly
supported in a recent neutron scattering study27.

The comparison of the different scattering symmetries, the
temperature dependence, and our simulations indicate that the
excitation at 500 cm−1 is an additional scattering channel
superimposed on the particle-hole continuum and fluctuation
response, as shown in Supplementary Note 3 with Supplementary
Figs. 3 and 4. Here we focus on the peak centered at ~500 cm−1

which, in agreement with the simulations, originates from two-
magnon excitations in a highly frustrated spin system, although
the features below 500 cm−1 also are interesting and were
interpreted in terms of quadrupolar orbital fluctuations29.

Temperature dependence. It is enlightening to look at the B1g
spectra across the whole temperature range as plotted in Fig. 4. The
well-defined two-magnon peak centered at ~500 cm−1 in the low
temperature limit loses intensity, and becomes less well-defined with
increasing temperature up to the structural transition Ts= 89.1 K.
Above the structural transition, the spectral weight continues to
decrease and the width of the two-magnon feature grows, while the
peak again becomes well-defined and the energy increases slightly
approaching the high temperature limit of the study. What may
appear as a gap opening at low temperature is presumably just the
reduction of spectral weight in a low-energy feature at ~22 cm−1.
The intensity of this lower energy response increases with tem-
perature, leading to a well-formed peak at an energy around 50 cm
−1 near the structural transition. Above the structural transition this
feature rapidly loses spectral weight, hardens, and becomes indis-
tinguishable from the two-magnon response in the high tempera-
ture limit. This low-energy feature develops in a fashion very similar
to that found in Ba(Fe1−xCox)2As2 for x > 033–35.

Now we compare the measurements with numerical simula-
tions for the temperature dependence of the Raman B1g
susceptibility in Fig. 5a, b, respectively. For the simulations
(Fig. 5b) we use the same parameters as at T= 0 (black dot in
Fig. 3). At zero temperature the simulations show a single low
energy B1g peak around 0.3J1. As temperature increases, a weak
shoulder forms on the low-energy side of the peak, and the whole
peak softens slightly and broadens over the simulated tempera-
ture range. Except for the additional intensity at low energies, Ω
< 200 cm−1 (Fig. 5a), there is good qualitative agreement between

theory and experiment. As shown in Supplementary Fig. 5 in
Supplementary Note 4, a similar agreement between experiment
and simulations is obtained for the temperature dependence in
A1g and B2g symmetries, indicating that both the gain in intensity
(blue shaded areas in Fig. 1) as well as the reduction in spectral
weight in B2g from 600 to 1900 cm−1 (shaded red in Fig. 1d) can
be attributed to the frustrated localized magnetism.

Connection to the spin structure factor. To support our
explanation of the Raman data, we simulated the dynamical spin
structure factor S(q, ω) and compared the findings to results of
neutron scattering experiments27. While clearly not observing
long-range order, above the structural transition neutron scat-
tering finds similar intensity at finite energy for several wave
vectors along the line (π, 0)− (π, π). Upon cooling, the spectral
weight at these wave vectors shifts away from (π, π) to directions
along (π, 0), although the respective peaks remain relatively
broad. In Fig. 6a, b we show the results of the simulations for two
characteristic temperatures. As the temperature decreases, spec-
tral weight shifts from (π, π) toward (π, 0) in agreement with the
experiment27. In Fig. 6c we show the evolution of the spectral
weights around (π, π) and (π, 0) in an energy window of (0.4 ±
0.1)J1 as a function of temperature, similar to the results shown in
ref. 27. In the experiment, the temperature where the integrated
dynamical spin structure factor changes most dramatically is
close to the structural transition. From our simulations, the
temperature where similar changes occur in comparison to
neutron scattering corresponds to the temperature at which the
simulated B1g response (Fig. 5) shows the most pronounced
shoulder, and the overall intensity begins to decrease. Not sur-
prisingly, the low-energy peak in the Raman scattering experi-
ment is also strongest near the structural transition.

Discussion
The agreement of experiment with theory in both neutron and
Raman scattering suggests that a dominant contribution to the
FeSe spectra comes from frustrated magnetism of essentially local
spins. The differences between the classes of ferro-pnictides and
-chalcogenides, in particular the different degrees of itineracy,
may then originate in a subtle orbital differentiation across the
families1.
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If FeSe were frustrated, near such a phase boundary between
magnetic states, then its behavior would be consistent with the
observed sensitivity to intercalation36,37, layer thickness38, and
pressure39, which could affect the exchange interactions through
the hopping. Relative to the theoretical results below 200 cm−1,
critical fluctuations of any origin, which are characterized by a
diverging correlation length close to the transition, can neither be
described nor distiguished in such a small cluster calculation.
Here, only experimental arguments can be applied similar to
those in ref. 35, but will not be further discussed, since they are
not the primary focus of the analysis. A brief summary may be
found in the Supplementary Note 3.

It is remarkable how clearly the Raman spectra of an SDW
state originating from a Fermi surface instability and a magnet
with local moments can be distingiuished. For comparison, Fig. 7

shows B1g Raman spectra for La2CuO4 and BaFe2As2 at char-
acteristic temperatures. La2CuO4 (Fig. 7a) is an example of a
material with local moments on the Cu sites30,31 having a Néel
temperature of TN= 325 K. The well-defined peak at ~2.84J140,41

possesses a weak and continuous temperature dependence across
TN32. The origin of the scattering in La2CuO4 and other insu-
lating cuprates42 can thus be traced back to Heisenberg-type
physics of local moments43, which, for simplicity, need only
include the nearest-neighbor exchange interaction J1.

In contrast, most iron-based superconductors are metallic
antiferromagnets in the parent state exhibiting rather different
Raman signatures. In BaFe2As2 (Fig. 7b) abrupt changes are
observed in B1g symmetry upon entering the SDW state: the
fluctuation peak below 100 cm−1 vanishes, a gap develops below
some 500–600 cm−1, and intensity piles up in the range
600–1500 cm−1 (ref. 22,44), the typical behavior of an SDW or
CDW24 in weak-coupling, resulting from Fermi surface nesting.
Yet, even for itinerant systems such as these, longer range
exchange interactions can become relevant and lead to magnetic
frustration45.

In summary, the Raman response of FeSe was measured in all
symmetries and compared to simulations of a frustrated spin-1
system. The experimental data were decomposed in order to
determine which parts of the spectra originate from particle-hole
excitations, fluctuations of local spins, and low energy critical
fluctuations. Comparison of the decomposed experimental data
with the simulations gives evidence that the dominant contribu-
tion of the Raman spectra comes from magnetic competition
between (π, 0) and (π, π) ordering vectors. These features of the
Raman spectra, which agree qualitatively with a spin-only model,
consist of a dominant peak in B1g symmetry around 500 cm−1

along with a peak at similar energy but lower intensity in A1g and
at higher energy in B2g symmetry. These results will likely help to
unravel the mechanism behind the superconducting phase found
in FeSe.

Methods
Experiment. The FeSe crystals were prepared by the vapor transport technique.
Details of the crystal growth and characterization are described elsewhere46. Before
the experiment the samples were cleaved in air and the exposure time was mini-
mized. The surfaces obtained in this way have several atomically flat regions
allowing us to measure spectra down to 5 cm−1. At the tetragonal-to-orthorhombic
transition Ts twin boundaries appear and become clearly visible in the observation
optics. As described in detail by Kretzschmar et al.35 the appearance of stripes can
be used to determine the laser heating ΔTL and Ts to be (0.5 ± 0.1) KmW−1 and
(89.1 ± 0.2) K, respectively.

Calibrated Raman scattering equipment was used for the experiment. The
samples were attached to the cold finger of a He-flow cryostat having a vacuum of
~5 × 10−5 Pa (5 × 10−7 mbar). For excitation we used a diode-pumped solid state
laser emitting at 575 nm (Coherent GENESIS MX-SLM 577-500) and various lines
of an Ar ion laser (Coherent Innova 304). The angle of incidence was close to 66°
for reducing the elastic stray light entering the collection optics. Polarization and
power of the incoming light were adjusted in a way that the light inside the sample
had the proper polarization state and, respectively, a power of typically Pa= 4 mW
independent of polarization. For the symmetry assignment we use the 1 Fe unit cell
(axes x and y parallel to the Fe–Fe bonds) which has the same orientation as the
magnetic unit cell in the cases of Néel or single-stripe order (4 Fe cell). The
orthorhombic distortion is along these axes whereas the crystallographic cell
assumes a diamond shape with the length of the tetragonal axes preserved. Because
of the rotated axes in the 1 Fe unit cell the Fe B1g phonon appears in the B2g spectra.
Spectra at low to medium energies were measured with a resolution σ ≈ 5 cm−1 in
steps of ΔΩ= 2.5 or 5 cm−1 below 250 cm−1 and steps of 10 cm−1 above where no
sharp peaks need to be resolved. Spectra covering the energy range up to 0.5–1 eV
were measured with a resolution σ ≈ 20 cm−1 in steps of ΔΩ= 50 cm−1.

Simulations. We use exact diagonalization to study a Heisenberg-like model on a
16-site square lattice, which contains the necessary momentum points and is small
enough that exact diagonalization can reach high enough temperatures to find
agreement with the temperature dependence in the experiment. This was solved
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using the parallel Arnoldi method47. The Hamiltonian is given by

H¼ P

nn
J1Si � Sj þ K Si � Sj

� �2
� �

þP

2nn
J2Si � Sj þ

P

3nn
J3Si � Sj

ð1Þ

where Si is a spin-1 operator reflecting the observation that the local moments of
iron chalcogenides are close to 2μB48. The sum over nn is over nearest neighbors,
the sum over 2nn is over next nearest neighbors, and the sum over 3nn is over next
next nearest neighbors.

We determine the dominant order according to the largest static spin structure
factor, given by

SðqÞ ¼ 1
N

X

l

eiq�Rl

X

i

SRiþRl
� SRi

D E
: ð2Þ

Due to the possible spontaneous symmetry breaking we adjust the structure
factor by the degeneracy of the momentum. To characterize the relative strength of
the dominant fluctuations we project the relative intensity of the dominant static
structure factor onto the range [0, 1] using the following

Intensity ¼ 1� dqsubS qsubð Þ
dqmax

S qmaxð Þ ð3Þ

where dq is the degeneracy of momentum q, qmax is the momentum with the
largest dqSq, and qsub is the momentum with the second largest (subdominant)
dqSq.

The Raman susceptibilities for B1g, B2g, and A1g symmetries for non-zero
temperatures were calculated using the Fleury-Loudon scattering operator20 given
by

O ¼
X

i;j

Jij bein � bdij
� �

beout � bdij
� �

Si � Sj ð4Þ

where Jij are the exchange interaction values used in the Hamiltonian, bdij is a unit
vector connecting sites i and j and bein=out are the polarization vectors. For the
symmetries calculated we use the polarization vectors

bein ¼ 1ffiffi
2

p bx þ byð Þ; beout ¼ 1ffiffi
2

p bx þ byð Þ forA1g � B2g ;

bein ¼ bx; beout ¼ by forB2g ;

bein ¼ 1ffiffi
2

p bx þ byð Þ; beout ¼ 1ffiffi
2

p bx � byð Þ forB1g ;

ð5Þ

(where bx and by point along the Fe–Fe directions). We use this operator to calculate
the Raman response R(ω) using the continued fraction expansion49, where R(ω) is
given by

RðωÞ ¼ � 1
πZ

X

n

e�βEn Im Ψnh jOy 1
ωþ En þ iϵ�HO Ψnj i

� �

ð6Þ

with Z the partition function. The sum traverses over all eigenstates Ψn of the
Hamiltonian H having eigenenergies En < E0+ 2J1 where E0 is the ground state
energy. The Raman susceptibility is given by χ′′ðωÞ ¼ 1

2 RðωÞ � Rð�ωÞ½ �. The
dynamical spin structure factor was calculated using the same method with O
replaced with Szq ¼ 1ffiffiffi

N
p

P
l e

iq�Rl Szl . Note added in proof: More details about the
numerical study of the model can be found in ref. 50.

Data availability
Data are available upon reasonable request from the corresponding author.
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Indication of subdominant d-wave interaction in superconducting CaKFe4As4
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We report inelastic light scattering results on the stoichiometric and fully ordered superconductor CaKFe4As4

as a function of temperature and light polarization. In the energy range between 10 and 315 cm−1 (1.24 and
39.1 meV) we observe the particle-hole continuum above and below the superconducting transition temperature
Tc and seven of the eight Raman active phonons. The main focus is placed on the analysis of the electronic
excitations. Below Tc all three symmetries projected with in-plane polarizations display a redistribution of spectral
weight characteristic for superconductivity. The energies of the pair-breaking peaks in A1g and B2g symmetry are
in approximate agreement with the results from photoemission studies. In B1g symmetry the difference between
the normal and superconducting state is most pronounced, and the feature is shifted downwards with respect
to those in A1g and B2g symmetry. The maximum peaking at 134 cm−1 (16.6 meV) has a substructure on the
high-energy side. We interpret the peak at 134 cm−1 in terms of a collective Bardasis-Schrieffer (BS) mode and
the substructure as a remainder of the pair-breaking feature on the electron bands. There is a very weak peak at
50 cm−1 (6.2 meV) which is tentatively assigned to another BS mode.

DOI: 10.1103/PhysRevB.98.020504

CaKFe4As4 is among the few iron-based compounds which
are superconducting at a high transition temperature Tc at
stoichiometry [1] since the Ca and K atoms form alternating
intact layers, as shown in Fig. 1. The high degree of order allows
one to get as close to the intrinsic properties of the material
class as possible since the effects of disorder are expected
to be negligible or at least significantly smaller than in solid
solutions such as Ba1−xKxFe2As2 or Ba(Fe1−xCox)2As2. For
instance, the residual resistivity ratio (RRR) reaches 15 and
is much higher than for Ba(Fe1−xCox)2As2 and is comparable
to or better than that for Ba1−xKxFe2As2 [2]. Other transport
and thermodynamic properties [2] highlight the similarities to
optimally or overdoped Ba1−xKxFe2As2.

These similarities include the electronic structure, in par-
ticular, the Fermi surfaces [Fig. 1(c)] and the superconducting
energy gaps [3]. The gaps were found to be rather isotropic on
the individual bands having values of 2�α = 21 meV, 2�β =
24 meV, 2�γ = 16 meV, and 2�δ = 24 meV on the three
hole bands (α,β,γ ) and the electron band (δ), respectively.
The good nesting observed between the β and δ bands was
considered to support s-wave interband pairing [3–5], as
proposed earlier for the iron-based materials in general [6].

Since there is also nesting among the electron bands,
one can expect a competing pairing interaction with d-wave
symmetry as a subleading instability [7]. Indications thereof
were found recently in Raman scattering experiments on

*Present address: Karlsruher Institut für Technologie, Institut für
Festkörperphysik, 76021 Karlsruhe, Germany.

Ba1−xKxFe2As2 [8–10]. The subleading channel manifests
itself as a narrow line below the gap edge given that the gap is as
clean as, e.g., in Ba1−xKxFe2As2 [11–13]. The bound state has
its origin in a phase fluctuation of the condensate of Cooper
pairs. The experimental identification of this excitation as a
Bardasis-Schrieffer (BS) exciton rests on the shape of the line,
its temperature dependence, and the spectral weight transfer
from the pair-breaking feature to the in-gap mode, as described
in detail in Refs. [9,10].

Given its nearly clean gap and high crystal quality,
CaKFe4As4 is an excellent candidate for scrutinizing the
superconducting properties of hole-doped 122 systems. We
aim at answering the question as to whether or not sub-
leading channels can also be observed in systems other than
Ba1−xKxFe2As2 and whether they can be identified as generic.

Calibrated Raman scattering equipment was used for the
experiments. The sample was attached to the cold finger
of a He-flow cryostat. For excitation, a diode-pumped solid
state laser emitting at 575 nm (Coherent GENESIS MX-SLM
577-500) was used. The polarization of the incoming light
was adjusted in such a way that the light inside the sample
had the proper polarization state. The absorbed power (inside
the sample) was set at typically Pa = 2 mW, independent of
polarization. By setting the polarizations of the incident and
scattered photons, the four symmetries A1g , A2g , B1g , and B2g

of the D4h space group can be accessed. For the symmetry
assignment we use the 1-Fe unit cell [see Figs. 1(b) and 1(c)]
since the density of states at the Fermi energy EF is nearly
entirely derived from Fe orbitals. The related projections in
the first Brillouin zone (BZ) are visualized in Fig. S1 of the

2469-9950/2018/98(2)/020504(5) 020504-1 ©2018 American Physical Society
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FIG. 1. Structure and Fermi surface of CaKFe4As4. (a) Tetragonal
unit cell with the Ca, K, Fe, and As atoms shown in blue, gold, red, and
green, respectively [1]. (b) Quasi-two-dimensional (2D) Fe2As2 layer
with the solid orange line depicting the 1-Fe unit cell. (c) Brillouin
zone of the 1-Fe cell. The three hole bands labeled α, β, and γ (blue)
encircle the � point. The electron bands δ1 and δ2 (red) are centered
at the X and Y points, respectively (adopted from Mou et al. [3]).

Supplemental Material [14]. In this Rapid Communication,
the focus is placed on low energies, where A2g is negligibly
small. The polarization combinations RR, xy, and x ′y ′ almost
exclusively project the A1g , B2g , and B1g symmetries, as
desired. Here, x and y are horizontal and vertical, respectively,
in the laboratory system. Note that the out-of-phase vibration
of the Fe atoms appears in B2g symmetry in the 1-Fe unit
cell rather than in B1g symmetry of the crystallographic unit
cell hosting two Fe atoms per Fe2As2 plane [14]. The spectra
are represented as response functions Rχ ′′(T ,	) which are
obtained by dividing the measured cross section by the thermal
Bose factor {1 + n(	,T )} = {1 + [exp(h̄ω/kBT ) − 1]−1}. R

is an experimental constant.
The CaKFe4As4 single crystals were grown from the FeAs

flux and characterized thoroughly as described by Meier and
co-workers [2,15]. The Tc value of 35.21 ± 0.10 K we found
here is in the range 35.0 ± 0.2 K determined by Meier et al.
(see Fig. S3 in the Supplemental Material [14]). The crystal
structure of CaKFe4As4 is very similar to that of AFe2As2

systems [cf. Fig. 1(a)] and belongs to the tetragonal D4h space
group. Since CaKFe4As4 has alternating Ca and K planes
between the Fe2As2 layers, the point group is simple tetrag-
onal (P 4/mmm) [1] rather than the body-centered tetragonal
(I4/mmm) as BaFe2As2 [16].

Figure 2 shows the normal (red) and superconducting
(blue) Raman spectra of CaKFe4As4 at the three polarization
configurations (a) RR, (b) xy, and (c) x ′y ′. The sample is
rotated by 45◦ with respect to the orientation in Fig. 1 in
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FIG. 2. Raman response in CaKFe4As4 at symmetries and polar-
izations as indicated. Shown are raw data for T � Tc (blue), T > Tc

(red), and difference spectra (orange). Phonon modes are present in
the A1g and B2g spectra. (a) The pair-breaking maximum extends from

	
(A1g )
0 = 120 ± 5 cm−1 to 	m ≈ 230 cm−1. The gap energies 2�i for

the four bands i observed by ARPES [3] are reproduced as horizontal
bars. Note that the right vertical axis is expanded by a factor of 2.5 with
respect to the left one. (b) The B1g pair-breaking peak is well defined

and sets on at 	
(B1g )
0 = 116 ± 5 cm−1. (c) The weak B2g pair-breaking

peak is located slightly above 2�β . The intersection of the normal and

superconducting spectra is close to 	
(B2g )
0 = 130 ± 5 cm−1.

order to suppress any c-axis projection in the B1g spectra (xy

in the laboratory system). Superimposed on the particle-hole
continua we observe six and four phonons in RR and x ′y ′
polarization, respectively [17], which will be discussed in the
Supplemental Material [14]. As intended, there are no phonons
in the xy configuration, and the spectrum in the normal
state is completely smooth to within the experimental error.
The structureless shape indicates that there is no polarization
leakage and, more importantly, that there is no defect-induced
scattering from phonons, highlighting the high crystal quality.

We focus now exclusively on the electronic continua. To
this end we also plot the difference spectra,

�Rχ ′′(	) = Rχ ′′(T = 11 K,	) − Rχ ′′(T = 43 K) (1)

(orange in Fig. 2), along with the raw data of each polarization
configuration. In the difference spectra �Rχ ′′(	) temperature-
independent structures such as (most of) the phonons and the
presumably weak and temperature-independent luminescence
contributions are eliminated. In this way the changes induced
by superconductivity are highlighted.

All spectra show the typical changes upon entering the
superconducting state: (i) The opening of the gap induces
a suppression of the intensity below a crossover energy of

020504-2
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	0 = 125, 115, and 130 cm−1 for A1g , B1g , and B2g symmetry,
respectively. In this range, �Rχ ′′(	) (orange) is negative.
(ii) The intensity piles up above 	0 due to a coherent superposi-
tion of pair-breaking and Bogoliubov quasiparticle excitations
across the gap 2�. The amplitude of the redistribution is small
in A1g and B2g symmetry (Figs. 2(a) and 2(c) and Figs. S4 and
S6 of Ref. [14]) but pronounced in B1g symmetry. (Fig. 2(b)
and Fig. S5 of Ref. [14]). In the A1g response [Fig. 2(a)] the
signal at 	 → 0 is enhanced because of the surface layers
of accumulating residual gas molecules at low temperature
(see Fig. S4 of Ref. [14]) and the insufficient suppression
of the elastically scattered light in the case of parallel light
polarizations (RR here).

The first striking observation is the nearly symmetry-
independent crossover energy 	0 where the normal (red) and
superconducting (blue) spectra intersect each other or where
�Rχ ′′(	) changes sign. Yet, the intensity for 	 < 	0 does not
vanish entirely as expected for a clean gap, but is only reduced.
No additional structures are observed in theA1g andB2g spectra
while a weak hump appears at approximately 50 cm−1 [see
Fig. 2(b) and asterisks in Figs. 3(c)–3(e)] in B1g symmetry, as
can also be seen in Fig. S5 of Ref. [14].

Second, whereas the normal and the superconducting spec-
tra merge at similar energies close to 	m = 230 cm−1 in all
symmetries the distribution of spectral weight in the range
	0 < 	 < 	m varies substantially. In none of the symmetries
do the pair-breaking features display the typical shape. The
pair-breaking maximum in B2g symmetry is found at approxi-
mately 215 cm−1 right underneath the Fe phonon. The negative
intensity at 215 cm−1 shows that the phonon is renormalized
below Tc, and an influence of this renormalization on the
electronic features cannot be excluded. However, the gap below
130 cm−1 indicates the presence of an intensity redistribution
below Tc. In A1g symmetry a wide plateau is observed between
	0 and 	m. Finally, in B1g symmetry, a pronounced peak is
found at 135 cm−1, above which the intensity decays. Upon
studying various temperatures, a secondary maximum at about
165 cm−1 can be resolved, as shown in Fig. S5 of Ref. [14].

For the discussion below we additionally plot in Fig. 2(a)
the gap energies 2�i as horizontal bars, according to a recent
photoemission study [3], where i is the band index [cf.
Fig. 1(c)]. The width of the bars corresponds to the error bars
of order ±10% indicated there.

We now discuss the possible interpretations of the electronic
Raman spectra presented above. Can the spectra be interpreted
exclusively in terms of pair breaking, or are collective modes,
similarly as in Ba1−xKxFe2As2, necessary for a more consis-
tent explanation?

Using yellow excitation we find a strong redistribution of
spectral weight in B1g symmetry, similarly as in a simultaneous
Raman study using red photons [18]. (Note that B1g and B2g

are interchanged in the two studies.) With yellow photons
we observe the redistribution in all three symmetry channels.
As already noticed earlier, this difference in the experimental
results may be traced back to orbital-dependent resonance
effects [10]. In contrast to Zhang and co-workers [18], we
find finite intensity in the range below the maximal gap at
approximately 215 cm−1, similar as in Ba1−xKxFe2As2. We
attribute this intensity predominantly to the multigap structure
in both compounds. Since there is an intensity redistribution
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FIG. 3. Difference spectra of the B1g Raman response in
CaKFe4As4 and Ba1−xKxFe2As2 for temperatures as indicated. For
raw data, cf. Fig. 2 and S5 of Ref. [14]. The main peak exhibits a
double structure (orange and blue arrows). A second hump is visible
in the spectra at 11, 13, and 17 K (asterisks) above the spectral
shape expected for a clean gap (colored dashes). (f) Difference
spectrum of Ba0.65K0.35As2Fe2. From Ref. [10]. The arrows show
two Bardasis-Schrieffer modes at 3.1kBTc (green arrow) and 5.2kBTc

(orange arrow). The remainder of the pair-breaking peak is located
at 6.2kBTc (blue arrow) since the high-energy part is drained into the
BS modes.

below Tc in all channels we do not believe that there is a strong
background at low energies from, e.g., luminescence, which
has an intensity comparable to that of particle-hole excitations.

The highest pair-breaking energy in our study is observed
in B2g symmetry, implying a maximal gap energy of 2�max ≈
215 cm−1. This energy corresponds to �max = 13.3 meV,
which is slightly higher than the largest gaps derived for the β
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and δ bands, �β,δ = 12 meV, using angle-resolved photoemis-
sion spectroscopy (ARPES) [3]. The value 215 cm−1 coincides
with the edge of the A1g pair-breaking feature (see Fig. 2), and
we conclude that the ARPES data slightly underestimate the
gap energies found by Raman scattering, as already observed
for Ba1−xKxFe2As2 [8,9]. Similarly, the lowest gap energy of
�γ = 8 meV is below 9.3 meV, as expected from the lower
edge in the A1g spectra. There are no structures in the A1g

and B2g spectra which one could associate with the gap energy
on the α band, �α = 10.5 meV, obtained from ARPES. On
this basis we conclude that the maximal gap energies derived
from the A1g and B2g Raman spectra are in the same range of
approximately 9kBTc as in Ba1−xKxFe2As2 close to optimal
doping [9].

The question arises whether ARPES and Raman results
are compatible with the selection rules. As shown in Fig. S1
of Ref. [14], all bands should be visible in A1g symmetry
with comparable weight upon neglecting the resonance effects.
In fact, all energies are represented in the spectra shown in
Fig. 2(a). Even if a Leggett mode contributes to the A1g spectra,
as suggested recently [19], this conclusion survives since the
Leggett modes are expected to be close to the maximal gap
energies in the Fe-based systems. The B2g spectra are less
easily reconciled with this scenario since the gaps on the hole
bands should be projected with a similar spectral weight as
that of the electron band. Yet, we find only a contribution
from the largest gap. Although the overall intensity is very
weak, here the absence of contributions from the γ band
cannot be explained by the variation of the peak height with
|�|2 [20] or by applying the symmetry selection rules. Either
a phenomenological treatment as for Ba1−xKxFe2As2 [9] or
a detailed resonance study needs to be performed which,
however, is beyond the scope of this work.

Given that the single-particle gap energies are by and large
reproduced in the A1g and B2g spectra, it is important to
understand the B1g spectra. As shown in Fig. 2(c), the energies
appearing there are well below those of the A1g and B2g

spectra. This is particularly surprising as the δ bands are
expected to be projected fully (and not marginally) in B1g

symmetry (see Fig. S1 of Ref. [14]) as opposed to all hole
bands. Thus, the argument that the strongest peak in the B1g

spectra results from the γ band can be discarded. Since in
contrast to Ba(Fe1−xCox)2As2 [21,22], NaFe1−xCoxAs [23],
or FeSe [24,25] there is no nematic phase and related fluctu-
ations in CaKFe4As4, an interpretation of the observation in
B1g symmetry in terms of nematic fluctuations would be far
fetched.

As a consequence, there remains only one scenario which
reconciles the results observed in the three Raman active
symmetries and the ARPES results: The B1g spectra do not
directly reflect gap energies but rather are shifted downward
by a final state interaction, as discussed for Ba1−xKxFe2As2

in earlier work [8–10]. The similarity can be observed directly
by comparing the data in Fig. 3. The difference spectra as
a function of temperature indicate that the B1g peak has a
robust shoulder on the high-energy side. The overall shape
is surprisingly similar to the spectra of Ba0.65K0.35Fe2As2.

Following this reasoning we identify the maximum of the
B1g spectra at 134 cm−1 with a collective mode pulled off of the

maximal gap energy on the δ band due to a dx2−y2 -wave sub-
leading interaction among the two electron bands, as predicted
theoretically [13] and observed in Ba1−xKxFe2As2. The hump
at approximately 165 cm−1 is then the remaining intensity of
the pair-breaking peak on the δ band after switching on the final
state interaction, which induces a transfer of intensity from the
pair-breaking peak into the bound state [9,12,13]. The missing
intensity in the range of 2�δ can only be explained consistently
in this way.

It is tempting, yet a bit speculative, to explain the faint
peak close to 50 cm−1 (2kBTc) in terms of a second BS mode
in a similar fashion as in Ba1−xKxFe2As2 [10]. This would
mean that the subdominant coupling is already very strong, and
CaKFe4As4 is on the brink of a d-wave instability. The very
weak intensity of the peak argues in this direction since the BS
mode is expected to vanish whend-wave pairing wins [10]. Yet,
the vanishingly small intensity is also the Achilles’ heel of the
argument, and we refrain from going beyond pointing out this
possibility. A robust statement is possible only on the basis of
improved counting statistics and a microscopic model, which
includes the derivation of the eigenvectors of the subdominant
pairing channels, as proposed for Ba1−xKxFe2As2 [10]. Such
an expensive theoretical treatment is beyond the scope of this
experimental study.

In summary, we investigated the recently discovered su-
perconductor CaKFe4As4 with inelastic light scattering as a
function of photon polarization and temperature. Using yellow
light (575 nm), superconducting features were found in A1g ,
B1g , and B2g symmetry.

A weak but well-defined pair-breaking feature is found at
215 cm−1 (corresponding to � = 13.3 meV) in B2g symmetry,
which is slightly above the largest gaps observed by ARPES for
the β and the δ bands [3] and close to the energy 	m where the
normal and the superconducting spectra merge in all symmetry
projections. This feature is also present in the A1g spectra. In
addition to the high-energy feature, the A1g intensity displays

a plateaulike shape down to 	
(A1g)
0 = 125 cm−1. Given the

small discrepancies between the gap energies derived from
the ARPES data and the Raman spectra, one can conclude
that the A1g spectra reflect the entire range of gap energies of
CaKFe4As4 even though the individual gap energies cannot be
resolved.

In B1g symmetry, the superconducting feature is centered
at a lower energy than in the two other symmetries. We
interpret the sharp maximum at 134 cm−1 as a collective
Bardasis-Schrieffer mode pulled off of the maximal gap on the
δ band, similarly as in the sister compound Ba0.65K0.35Fe2As2.
The shoulder at approximately 165 cm−1 is a remainder of
the pair-breaking peak losing most of its intensity to the
collective mode [9,13]. Whether or not the weak structure
at 50 cm−1 is another BS mode with even stronger cou-
pling cannot be decided with certainty because of the fading
intensity. If this interpretation could be supported further,
CaKFe4As4 would be closer to a d-wave instability than
Ba1−xKxFe2As2. The smaller Tc of CaKFe4As4 argues in this
direction since a strong d-pairing channel frustrates the s-wave
ground state and reduces Tc. Even without dwelling on the
peak at 50 cm−1, we may conclude that CaKFe4As4 is a
true sibling of Ba1−xKxFe2As2 [10], thus demonstrating that
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pairing fingerprints can be observed preferably in materials
with clean gaps.
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A B S T R A C T

In investigation of (patho)physiological processes, cells represent frequently used analyte as an exceptional
source of information. However, spectroscopic analysis of live cells is still very seldom in clinics, as well
as in research studies. Among others, the reasons are long acquisition time during which autolysis process
is activated, necessity of specified technical equipment, and inability to perform analysis in a moment of
sample preparation. Hence, an optimal method of preserving cells in the existing state is of extreme impor-
tance, having in mind that selection of fixative is cell lineage dependent. In this study, two commonly used
chemical fixatives, formaldehyde and methanol, are used for preserving primary mesenchymal stem cells
extracted from periodontal ligament, which are valuable cell source for reconstructive dentistry. By means
of Raman spectroscopy, cell samples were probed and the impact of these fixatives on their Raman response
was analyzed and compared. Different chemical mechanisms are the core processes of formaldehyde and
methanol fixation and certain Raman bands are shifted and/or of changed intensity when Raman spectra of
cells fixed in that manner are compared. In order to get clearer picture, comprehensive statistical analysis
was performed.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Mesenchymal stem cells (MSCs) are heterogenous group of adult
stem cells originally discovered in bone marrow, but present in
all tissues and organs, with the purpose to keep tissue homeosta-
sis, regeneration and renewal. These acts are performed not only
through multipotent differentiation potential (toward chondrogenic,
adipogenic, and osteogenic lineages), but also through their ability to
modulate immune response (directly or indirectly) [1-5]. Although
MSCs posses common cellular features, it is overall accepted that
these cells still exhibit variable regenerative capacity due to differ-
ent tissue origin, donor diversity, and variations in culture condi-
tions [6,7]. Human MSCs investigated in this study originate from
periodontal ligament, a fibrous, cellular, and vascular soft connec-
tive tissue. The main role of periodontal ligament is to anchor tooth
to the alveolar bone, maintain mineralisation level and alleviate
mechanical forces associated with the process of mastication [8-10].
Previously, it was demonstrated that human periodontal ligament

* Corresponding author.
E-mail address: nenadl@ipb.ac.rs (N. Lazarević).

stem cells (hPDLSCs) investigated in this experiment fulfill criteria
for MSCs identification and characterization, set by The International
Society for Cell Therapy (ISCT) [11,12]. Minimal criteria for char-
acterization of human MSCs, set by ISCT, include plastic adhesion,
with expression of CD73, CD90, CD105 surface markers and lack
of hematopoietic markers CD34−, CD45−, CD14−, CD79a −, HLA-
DR−; and multilineage differentiation potential into osteoblasts,
adipocytes, and chondroblasts [13]. However, MSCs nature, includ-
ing hPDLSCs, is still elusive. Therefore, the exploration of hPDLSCs, as
a cell source for reconstructive dentistry, is of great importance for
the novel therapeutic strategies related to recovery of periodontium
and curing dental defects [14].

Taking into account the heterogeneity of MSCs, it is crucial
for these cells to be adequately characterized during the lifes-
pan, before further manipulation. Although many techniques are
available in this field, including mass spectroscopy, flow cytometry,
and immunocytochemistry, most of them are destructive, invasive,
time consuming or require expensive cell-specific labels [15,16].
However, a light scattering technique, Raman spectroscopy, is able to
overrun these issues due to its unique properties: it is non-invasive,
non-destructive, fast, label-free, and complex sample preparation is
not required. It operates with low sample volume even in aqueous

https://doi.org/10.1016/j.saa.2019.03.012
1386-1425/© 2019 Elsevier B.V. All rights reserved.
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solutions and provide a plenty of biochemical information as an
outcome. Raman spectroscopy is a type of vibrational spectroscopy,
based on Raman effect [17], in which an inelastically scattered com-
ponent of the visible light bears the information of the analyte.
Raman scattering experiment results in vibrational spectrum, a fin-
gerprint of a sample, which carries the information about chemical
composition and structure of a sample, on a submolecular level. Typi-
cally, it comprises vibrational modes of the highest Raman scattering
cross section [16, 18-20].

Spectroscopic analysis of live cells is still very seldom, both in
clinical and research conditions, particularly due to the longevity of
the processes, when autolysis is inevitable. On the other hand, it is
not always possible to investigate a sample in a moment of acquir-
ing. The crucial and fundamental step in cell biology, for obtaining
sensitive and reproducible results, is a process called fixation, which
maintain the localization of biomolecules. It is used for preserving a
cell in a physiological state, by preventing cell shrinkage or swelling
caused by osmotic pressure initiated with air-drying, as well as
autolysis by activating lysosomal enzymes, which includes denatu-
ration of proteins, dephosphorylation of mononucleotides, phospho-
lipids and proteins, chromatin compaction, nuclear fragmentation,
and cytoplasmic condensation and fragmentation [21]. However, it
is known that selection of a fixative is very much dependent on a cell
nature when it comes to Raman spectroscopy and can significantly
distort experimental data [22]. In the past decade, investigations of
different fixatives’ influence on Raman spectra of numerous cell lin-
eages were reported, with an aim to clarify the best option for each
cell lineage. One of the studies investigated the effect of formalde-
hyde and ethanol fixation on CARS (Coherent Anti-Stokes Raman
Spectroscopy) signal of proteins and lipids in different cellular com-
partments of glial and neuronal cells, concluding that formaldehyde
fixation is preferable method of preservation of these cells [22]. Also,
the effect of chemical fixation procedures on the Raman spectra of
normal and leukemia cells was characterized [23]. When compared
to the spectra of unfixed cells, the fixed cell spectra showed changes
in the intensity of specific Raman markers, and latter statistical anal-
ysis suggested that methanol provokes greater changes in Raman
spectra when compared to paraformaldehyde. Further, micro-Raman
spectroscopy was employed for chemical fixation mechanism study
in three cell lines (normal skin, normal bronchial epithelium, and
lung adenocarcinoma) [24]. Nucleic acid degradation, protein denat-
uration, and lipid leaching was observed with all fixatives (formalin,
Carnoy’s fixative, and methanol-acetic acid) and for all cell lines, but
to varying degrees. Also, the authors suggested that formalin best
preserves cellular integrity and gives the closest spectral content to
that in live cells. The next study monitored the impact of fixation
by formalin, desiccation, and air-drying on in vitro cell culture lines
[25]. The results indicate that the choice of fixation methodology sig-
nificantly influences the quality and reproducibility of the resulting
spectral data. Formalin showed inconsistency in sample preservation
and a loss of signal intensity, while air-drying appears to be incon-
sistent in terms of spectral reproducibility. Desiccation showed good
spectral reproducibility and good signal-to-noise ratio [25].

Although numerous Raman studies of fixative process’ spectral
influence have been performed [22-25], according to our knowl-
edge, no such research has been performed on primary mesenchymal
stem cells originating from periodontal ligament. We used micro-
Raman spectroscopy in order to probe fixed hPDLSCs and investigate
the effects of two most frequently used chemical fixatives which
have different chemical mechanisms of preservation (formaldehyde
and methanol), and then compared those effects. Formaldehyde
reacts extensively with amino groups to form methylene bridges
and cross-links molecules, which alters, but stabilizes them [26].
Further, formaldehyde does not appear to perturb tertiary struc-
ture very much. On the other hand, methanol replaces water in
cell environment, disrupts hydrophobic and hydrogen bonding, and

consequently alters tertiary structure of proteins [27,28]. Although
fixation substantially alters composition and appearance, it is pos-
sible to produce consistent chemical and physical properties by
selection of suitable preparation conditions. Nevertheless, standard-
ization of Raman spectroscopy regarding fixative selection could
provide valuable additional information in many biological tests that
require cell fixation and also indicate the existence of fine differences
in the fixative effect that are necessary to be taken into consideration
during standard biological protocols.

2. Experiment

2.1. Isolation and Cultivation of Human Periodontal Ligament Stem
Cells

After getting the informed consent from healthy patients (age
18), subjected to the procedure of tooth extraction for orthodon-
tic reasons, at the Department of Oral Surgery of the Faculty of
Dental Medicine, the University of Belgrade, human periodontal lig-
ament tissues from normal impacted third molars were collected.
Immediately after, tissues were placed in sterile cell culturing con-
ditions. As previously reported [11], human PDLSCs were isolated,
characterized and expanded. For hPDLSCs isolation, periodontal tis-
sues were carefully detached from the mid-third of the root surface,
cut into small pieces and placed in a 25 cm2 flask with Dulbecco’s
modified Eagle’s medium (DMEM; Sigma-Aldrich St. Louis, MO,
USA) supplemented with 10% fetal bovine serum (FBS; Capricorn-
Scientific, Germany), 100 U/ml penicillin and 100 mg/ml strepto-
mycin (Gibco, Thermo Fisher Scientific, USA). Standard cultivation
conditions included 37 ◦C temperature, humidified atmosphere con-
taining 5% CO2, while medium was exchanged two times per week.
After reaching 80% to 90% confluence, cells were detached regularly
in growth medium (GM-DMEM with 10% FBS) using 0.05% trypsin
with 1 mM EDTA (Gibco, Thermo Fisher Scientific, USA). In order to
demonstrate the universality of experimental results for MSCs, cells
from third and sixth passages were used, divided into two batches.
Moreover, hPDLSCs were characterized based on immunophenotype
and multipotent differentiation potential toward osteogenic, chon-
drogenic and adipogenic lineages as it has been described before
[11]. All treatments were performed according to the approved eth-
ical guidelines set by Ethics Committee of the Faculty of Dental
Medicine, University of Belgrade and Declaration of Helsinki.

2.2. Sample Preparation

For the Raman experiment, hPDLSCs were seeded on rounded
CaF2 slides in 24-well plate (5 × 103 cells per slide) and cultivated
in GM in standard cultivation conditions during 24 h. Following the
adhesion, hPDLSCs were washed with saline buffer and fixed with
3.7% formaldehyde or methanol for 10 min at room temperature.
Right before Raman spectroscopy was performed, samples were
washed with distilled water.

2.3. l-Raman Spectroscopy

In most of the cases, the Raman spectroscopy independently
probes single vibrations within a molecule or a crystal, but in a
complex biological systems composed of various types of macro-
molecules, only vibrational bands consisting of numerous vibrations
of the same type, rather than a single vibration, could be distin-
guished. Consequently, the changes of biological system composition
may result with a change of certain Raman bands line-shapes and/or
intensities.

The Raman scattering experiment was performed using NTegra
Spectra from NTMDT. The 532 nm line of a semiconductor laser was
used as an excitation source. The laser power was set to 2 mW
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Fig. 1. A single PDLSC Raman (a) interpolated integral intensity map, and (b) pixelized integral intensity map. (c) Human PDLSC Raman scattering spectrum acquired on a pixel
marked in white.

and focused on the area of about 1 lm, in order to provide a rea-
sonable Raman intensity for a 60 s long acquisition. Under these
conditions, the sample associated Raman bands, acquired sequen-
tially at the same position, were found to be stable in terms of both
the band intensity and spectral position. In other words, no visible
laser induced modifications of the cells were observed upon repeat-
ing the signal acquisition for a few times at any of the acquisition
points.

Due to very complex inner structure of a cell, there may be small
variations in Raman spectra for the data collected at different posi-
tions. Consequently, suitable methodology must be applied in order
to achieve the needed level of sample representation. In other words,
the applied method has to be robust. Here, two batches of cells
treated with methanol and formaldehyde were examined by spa-
tially mapping the Raman scattering signal on 20 cells per batch.
The spectra were collected at 10 × 10 or 11 × 11 matrices of spa-
tial points separated by a distance larger than the estimated focus
diameter of ≈1 lm. The distance between adjacent spatial points, or
the spatial resolution, was varied between 2 lm and 3 lm depend-
ing on the cell size. The example of an interpolated spectral map of
a single methanol fixed cell is presented in Fig. 1(a). Fig. 1(b) shows
the same map with the actual pixels omitting the interpolation for
clarity. The x and y represent spatial coordinates in which a spec-
trum is acquired. The intensity of a pixel, labeled white in Fig. 1(b),
is obtained by integrating the Raman spectra collected at that pixel.
The value of the integral is equal to the area below the acquired sig-
nal as illustrated by shaded (orange) area below the typical hPDLSC

Raman spectra in Fig. 1(c). It is characterized by clearly visible Raman
bands in two spectral regions marked in Fig. 1(c). The first spectral
region spans from 800 cm−1 to 1770 cm−1, whereas the second starts
at 2500 cm−1 and ends at 3600 cm−1.

2.4. Data Processing and Analysis

In addition to typical PDLSCs Raman spectra [Fig. 1(c)], a few
(in total) significantly different spectra, having an extremely high
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Fig. 2. A typical PDLSCs, substrate, and high luminescence points Raman spectra
in the range from 800 cm−1 to 1800 cm−1, depicting spectral selection and
preprocessing.
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luminescence contribution, were observed as well. The example of
such a spectrum truncated to the spectral region from 800 cm−1 to
1770 cm−1 is shown in Fig. 2. Clearly, extremely strong lumines-
cence masks the relevant Raman bands, making them misleading.
Consequently, the high luminescence spectra were omitted from the
analysis. The relevant Raman spectra were preprocessed before fur-
ther manipulation. In the initial step, the background, modelled as a
polynomial function of the fourth degree, was subtracted (see Fig. 2).
Upon background removal, the spectra were normalized to the value
of the integral intensity, calculated within the considered spectral
region and then subjected to the analysis.

Besides the direct comparison of the Raman spectra of the
cells fixed with formaldehyde and methanol, a multivariate
statistical method, principal component analysis (PCA), was
applied [15,18,29,30]. Thereby, the dimensionality of the
experimental data set is reduced, by transforming to a new set of
variables, the principal components, which are uncorrelated and
ordered in a way that the first few retain most of the variation
present in all of the original variables [31]. The outcome of this
analysis is distinct grouping of Raman spectra based on their mutual
features [18,29].

3. Results and Discussion

Regarding biological background of our samples, it is well known
that primary mesenchymal stem cell cultures represent heterogenic
cellular populations, thus the intrinsic heterogeneity of primary cells
should be taken into consideration. Moreover, cellular features of

these cells are highly prone to modifications during standard cultiva-
tion process [32,33]. Therefore, in order to get reproducible results,
we analyzed cells from different passages (passage 3 in Batch 1 and
passage 6 in Batch 2).

It is known that the effect of fixation process is cell type and
fixative dependent [25]. Different chemical mechanisms may result
in variations of the respective Raman spectra. Whereas depletion of
certain component will result in reduction of corresponding Raman
bands’ intensities, various perturbations of the electronic cloud will
lead to the changes of bands energy and linewidth. The second does
not exclude the possibility of variations of the Raman intensities
since the change in electronic structure may impact probability of
the inelastic light scattering processes. In our data, the most pro-
nounced changes are occurring in two spectral regions [Fig. 1], rang-
ing from 800 cm−1 to 1770 cm−1 and from 2500 cm−1 to 3600 cm−1.
In the statistical treatment, these regions were analyzed indepen-
dently due to the intrinsic imperfections of the spectrometer.

In Fig. 3, 2D Raman spectra map, averaged spectra, their differ-
ence and PCA of Batch 1 and Batch 2 of formaldehyde and methanol
fixed PDLSCs, are presented respectively, for spectral region between
800 cm−1 and 1770 cm−1. Closer inspection of formaldehyde and
methanol fixed PDLSCs 2D Raman spectra map [Fig. 3(a) and (c)]
already reveals significant difference between two groups. Relative
change of intensity and/or energy shift can be clearly observed for
multiple Raman bands. This is even more evident in the differ-
ence of formaldehyde and methanol fixed PDLSCs average Raman
spectra [Fig. 3(a) and (c)]. It can be seen that phenylalanine peaks
at 1002 cm−1 and 1030 cm−1 are of higher intensity in methanol
fixed PDLSCs Raman spectra compared to formaldehyde fixed ones.

Fig. 3. 2D Raman spectra map obtained from PDLSCs (see Supplementary information), fixed with formaldehyde and methanol, their mean spectra, as well as their difference
for the spectral region from 800 cm−1 to 1770 cm−1; PCA score plots calculated for these two groups of cells, and PCA loading vectors for (a)–(b) Batch 1 and (c)–(d) Batch 2,
respectively. Percentage of variance PC1–PC2: for Batch 1 19.85%–5.76%; for Batch 2 17.95%–7.43%.
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The DNA bands at 1095 cm−1, 1130 cm−1, and 1330 cm−1 are of
higher intensity in formaldehyde fixed PDLSCs spectra whereas the
band at about 1330 cm−1 is also slightly shifted. Amide III band at
about 1260 cm−1 is significantly shifted and of higher intensity in
methanol fixed spectra. When it comes to lipid band at 1450 cm−1,
it is of noticeable higher intensity and shifted in formaldehyde fixed
spectra, as well as the Amide I band at about 1660 cm−1.

The observed behaviour is consistent with the biochemical pic-
ture in which the protein content is larger in methanol fixed cells.
This is evidenced by more pronounced phenylalanine peak. On the
other hand, the secondary structure is more preserved in formalde-
hyde fixed samples (Amide I band). Modification of native proteins
by formaldehyde does not perturb the secondary structure very
much. Lipid content is maintained greatly in formaldehyde fixed
sample, which is in a good agreement with the literature, due to
methanol-caused leaching of lipids through deteriorated cell mem-
brane. As a consequence of cross-linking mechanism of fixation, DNA
level is maintained in greater moiety in formaldehyde fixed PDLSCs
Raman spectrum [27,28,34].

Spectra of averaged formaldehyde and methanol fixed PDLSCs
spectra, and their difference spectrum, from Batch 2 are given in
Fig. 3(c). The only observable difference, in comparison to Batch 1,
is lower intensity of Amide I band at 1660 cm−1 in formaldehyde
fixed PDLSCs Raman spectrum, relative to methanol fixed PDLSCs
spectrum.

The same procedure is repeated for spectral region from
2500 cm−1 to 3600 cm−1. In Fig. 4, 2D Raman spectra map, averaged

spectra, their difference, and PCA of Batch 1 and Batch 2 of formalde-
hyde and methanol fixed PDLSCs, are presented respectively. Again,
formaldehyde and methanol fixed PDLSCs Raman spectra are com-
pared in this spectral region which reflects protein, lipid, and water
content. In Fig. 4(a) and (c), it is observable from averaged spec-
tra of difference that the bands at 2860 cm−1 and 2890 cm−1, are
more intense in formaldehyde fixed PDLSCs Raman spectra. These
two bands present CH2 and CH3 symmetric stretch in lipids and pro-
teins [35]. Raman band at 2940 cm−1 is assigned to CH vibrations
in lipids and proteins and is more pronounced in methanol fixed
PDLSCs Raman spectra. This confirms above-mentioned statements
that formaldehyde better maintains the level of lipids with regard to
methanol. On the other hand, methanol keeps protein levels.

Further, PCA is applied for the treatment of the spectral data,
and the outcome is presented in Figs. 3 (b), (d) and 4(b), (d) for
Batch 1 and Batch 2, respectively. Analyzing PCA score plots, clear
assemblage of cells fixed with the same fixative is observable and,
as expected, in all cases, PC1 is the component that makes the dif-
ference [Figs. 3(b), (d), and 4(b), (d)]. Only a few overlapping points
have been observed due to the heterogeneity of the samples and/or
variable signal-to-noise ratio. For illustration, PC2s and correspond-
ing loading vectors are also presented. They represent intra- and
inter-cellular variations, within the group of cells fixed with the
same fixative. PC1 loading vectors are consistent with discrepan-
cies directly observable in Raman spectra of differences, as discussed
above. This is not surprising, having in mind the nature of this
principal component and the algorithms applied.

Fig. 4. 2D Raman spectra map obtained from PDLSCs (see Supplementary information), fixed with formaldehyde and methanol, their mean spectra, as well as their difference for
spectral region from 2500 cm−1 to 3600 cm−1; PCA score plots calculated for these two groups of cells, and PCA loading vectors for (a)–(b) Batch 1 and (c)–(d) Batch 2, respectively.
Percentage of variance PC1–PC2: for Batch 1 64.09%–12.59%; for Batch 2 60.08%–14.64%.
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Closer inspection of PCA score plots [Figs. 3(b), (d), and 4(b), (d)]
reveals greater spread along PC1 for Batch 1, in particular for the
spectral region from 800 cm−1 to 1770 cm−1 of formaldehyde fixed
cells. This is most likely a consequence of heterogeneity of these pri-
mary cells. Depending on the nature of the inter-/intracellular vari-
ations, fixation process may enhance and/or suppress their Raman
spectra signatures [22-26]. Detailed comparison between batches for
both fixatives is presented in the Supplementary information.

4. Conclusion

Fixatives cause dramatic changes for all cell types but to vary-
ing extent. It is crucial to have a clear idea of what is expected from
the sample when choosing the fixative agent. Preservation of cells
by formaldehyde and methanol treatment represents standard pro-
cedures in most laboratory protocols. In this study, we investigated
the effects of these two chemicals on Raman spectra of primary cell
lineage, PDLSCs. Both procedures provided quantitatively and qual-
itatively close Raman spectra that can be considered as fingerprint
spectra for this cell lineage. Through the direct comparison of the
Raman spectra, as well as the statistical treatment, subtle differences
have been observed between two groups that can be traced back
to the variations in lipid and protein content. Consequently, when
choosing the fixation method, the purpose of investigation has to be
kept in mind. When it comes to Raman spectroscopy of hPDLSCs,
both formaldehyde and methanol are acceptable choices,but with
unlike sensitivity for tracing different biochemical composition.
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We report results of Raman scattering experiments on twin-free BaFe2As2 with the main focus placed on
understanding the influence of electronic and spin degrees of freedom on the lattice dynamics. In particular, we
scrutinize the Eg modes and the As A1g mode. Each of the two Eg phonons in the tetragonal phase is observed
to split into a B2g and a B3g mode upon entering the orthorhombic stripe-magnetic phase. The splitting amounts
to approximately 10 cm−1 and less than 5 cm−1 for the low- and the high-energy Eg mode, respectively. The
detailed study of the fully symmetric As mode using parallel incident and outgoing photon polarizations along
either the antiferromagnetic or the ferromagnetic Fe-Fe direction reveals an anisotropic variation of the spectral
weight with the energy of the exciting laser indicating a polarization-dependent resonance effect. Along with
the experiments we present results from density functional theory calculations of the phonon eigenvectors, the
dielectric function, and the Raman tensor elements. The comparison of theory and experiment indicates that (i)
orbital-selective electronic correlations are crucial to understand the lattice dynamics and (ii) all phonon anomalies
originate predominantly from the magnetic ordering and the corresponding reconstruction of the electronic bands
at all energies.

DOI: 10.1103/PhysRevB.98.075113

I. INTRODUCTION

One of the most debated issues in Fe-based superconductors
is the interplay of spin, orbital, and lattice degrees of freedom
at the onset of magnetism, nematicity, and superconductivity
[1–5], particularly interplay between phonons and magnetic
degrees of freedom. For instance, soon after the discovery
of Fe-based superconductors, the magnetic moment was pre-
dicted to couple to the As position [6]. Zbiri et al. found
a modulation of the electronic density of states (DOS) at
the Fermi energy EF by the two Eg and the A1g modes
[7]. Various anomalies were observed experimentally using
neutron, Raman, and optical spectroscopy [8–15] but are not
fully understood yet.

One particular effect is the observation of substantial Raman
scattering intensity of the As phonon below the magnetostruc-

*Present address: Zoller & Fröhlich GmbH, Simoniusstrasse 22,
88239 Wangen im Allgäu,Germany

†Present address: TNG Technology Consulting GmbH, Beta-Straße,
85774 Unterföhring, Germany

‡hackl@wmi.badw.de

tural transition in crossed polarizations with the electric fields
oriented along the axes of the pseudo-tetragonal 2 Fe unit cell
[9] [for the definition of the axes see Fig. 1(a)]. From the weak
coupling point of view, it has been argued that the formation of
a spin-density wave (SDW) modifies the low-energy electronic
structure near the Fermi level, and this modification leads
to the anomalous intensity [16]. On the other hand, recent
experiments were interpreted by introducing a phenomeno-
logical coupling between the phonon and the particle-hole
continuum scaling with the amplitude of ordered magnetic
moment [17] being on the order of 1 μB. This approach is
clearly beyond the weak-coupling regime. Density functional
(DFT) calculations and general considerations suggest that
substantial modifications of the electronic structure occur in a
broad energy range of order JHund � 1 eV, corresponding to the
Raman photon (as opposed to phonon) energy scale. This raises
suspicion that a quantitative description of the modifications
in the Raman spectra upon magnetic ordering should take
into account the broad energy range covering the entire d −
electron band widths. Unfortunately, previous studies were
done either in twinned samples or using only a single excitation
energy, which limited the scope of experimental data being, as

2469-9950/2018/98(7)/075113(11) 075113-1 ©2018 American Physical Society
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FIG. 1. FeAs layer of BaFe2As2 and detwinning clamp. (a) The
As-atoms (grey) in the center and at the edges are below and,
respectively, above the Fe plane (red). For this reason, the 2 Fe unit
cell with the axes a and b (green) is determined by the As atoms.
In the orthorhombic phase, the Fe-Fe distances become inequivalent
with the distortion strongly exaggerated here. The magnetic unit cell
is twice as large as the 2 Fe unit cell and has the axes ã and b̃.
(b) Schematic sketch and (c) photograph of the detwinning clamp. The
sample (4) is glued on the copper plate (1), which is in good thermal
contact with the sample holder (3). Upon tightening the screws (5), the
force exerted by the copper-beryllium cantilever (2) can be adjusted.
(d) Schematic representation of the geometry of our Raman scattering
experiment. All incoming light polarizations eI which are not parallel
to y have finite projections on the c axis (red arrow).

a result, not sufficiently restrictive to different, maybe even
contradictory, interpretations.

In this paper, we systematically address this issue ex-
perimentally, using detwinned samples and resonant Raman
scattering, and interpret the results quantitatively, not on a
phenomenological or model level, but using DFT calculations.
Our two most vital conclusions are that (i) magnetism affects
all Fe bands in an essential way and that has to be accounted for
in explaining Raman efficiencies and (ii) the fact that Fed states
are correlated on a moderate, but considerable level, while
As p states are not, is not just quantitatively, but qualitatively
important in understanding the resonant behavior.

A key issue hindering straightforward DFT calculations
is the fact that the high-temperature tetragonal phase is
paramagnetically disordered, and cannot be simulated by cal-
culations with suppressed local magnetism [18]. As explained

in detail below, we circumvented this problem by assuming
a magnetic order that preserves the large (albeit probably
still somewhat underestimated) magnetic moment but respects
the tetragonal symmetry. Yet another issue was to account
for the correlation-driven renormalization of the d − band
width. To this end, we separated the energy bands into two
windows, a high-energy one dominated by As and a low-energy
one derived predominantly from Fe. The Fe states were then
uniformly renormalized. With these two assumptions, we could
reproduce (i) the positions of the Raman-active phonons and
their splitting and evolution in the detwinned orthorhombic
antiferromagnetic state and (ii) Raman intensities, including
the ã − b̃ anisotropy as well as the complex resonant evolution
with the laser light energy h̄ωI. While it is not clear a priori that
the two computational tricks described above are sufficiently
accurate, even being physically motivated, the results provide
an experimental justification and convincingly substantiate the
underlying physical concepts: the pivotal role of local moments
in the lattice dynamics of Fe-based superconductors, and the
importance of band renormalizations for d-electrons. This said,
further calculations avoiding these approximations, such as
full-scale dynamical mean-field theory (DMFT) computations,
are quite desirable but are beyond the scope of this work.

II. METHODS

A. Samples

The BaFe2As2 crystal was prepared using a self-flux tech-
nique. Details of the crystal growth and characterization are
described elsewhere [19]. BaFe2As2 is a parent compound
of double-layer iron-based superconductors and orders in a
stripelike SDW below TSDW ≈ 135 K. Superconductivity can
be obtained by substituting any of the ions or by pressure [20].
In Ba(Fe1−xCox)2As2 (0 < x � 0.06), the SDW is preceded by
a structural phase transition from a tetragonal (I4/mmm) to an
orthorhombic (Fmmm) lattice at Ts > TSDW [19]. It remains a
matter of debate as to whether or not TSDW and Ts coincide in
BaFe2As2 [19,21].

Figure 1(a) shows the relation of the various axes. The axes
of the tetragonal crystal (T > Ts, green lines) are denoted a and
b with a = b. The axes of the magnetically ordered structure
(4 Fe per unit cell, black lines), ã and b̃, differ by approximately
0.7% below TSDW [22] and the Fe-Fe distance along the b̃ axis
becomes shorter than along the ã axis as sketched in Fig. 1(a).
As a result, the angle between a and b differs from 90◦ by
approximately 0.4◦.

Below TSDW, the spins order ferromagnetically along b̃ and
antiferromagnetically along ã. Due to the small difference
between ã and b̃, the crystals are twinned below Ts, and
the orthogonal ã and b̃ axes change roles at twin boundaries
running along the directions of the tetragonal a and b axes.
The orthorhombic distortion makes the proper definition of
the axes important as has been shown for twin-free crystals
by longitudinal and optical transport as well as by ARPES
[23–28]. To obtain a single-domain orthorhombic crystal, we
constructed a sample holder for applying uniaxial pressure
parallel to the Fe-Fe direction.
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B. Detwinning clamp

The detwinning clamp is similar to that used by Chu et al.
[23]. Figures 1(b) and 1(c) show, respectively, a schematic
drawing and a photograph of the clamp. The sample is attached
to a thermally sinked copper block (1) with GE varnish, which
remains sufficiently elastic at low temperatures and maintains
good thermal contact between the holder (3) and the sample
(4). The stress is applied using a copper-beryllium cantilever
(2), which presses the sample against the body of the clamp.
Upon tightening the screws (5), the force on the sample can
be adjusted. In our experiment, the pressure is applied along
the Fe-Fe bonds. The c axis of the sample is perpendicular
to the force and parallel to the optical axis. The uniaxial
pressure can be estimated from the rate of change of the
tetragonal-to-orthorhombic phase transition at Ts. Using the
experimentally derived rate of 1 K per 7 MPa [29,30], we find
approximately 35 MPa for our experiment to be sufficient to
detwin the sample.

C. Light scattering

The experiment was performed with a standard light scatter-
ing setup. We used two ion lasers (Ar+ Coherent Innova 304C
and Kr+ Coherent Innova 400) and two diode pumped solid
state lasers (Coherent Genesis MX SLM, Laser Quantum Ignis)
providing a total of 14 lines ranging from 407 nm to 676 nm,
corresponding to incident energies h̄ωI between 3.1 and 1.8 eV.
Due to this wide range, the raw data have to be corrected. The
quantity of interest is the response function Rχ ′′(�) where
� = ωI − ωS is the Raman shift, ωS is the energy of the
scattered photons and R is an experimental constant. Details
of the calibration are described in Appendix A.

Application of the Raman selection rules requires well-
defined polarizations for the exciting and scattered photons.
The polarizations are given in Porto notation with the first and
the second symbol indicating the directions of the incoming
and scattered photons’ electric fields eI and eS, respectively. We
use xyz for the laboratory system [see Fig. 1(d)]. The xz plane
is vertical and defines the plane of incidence, yz is horizontal,
xy is the sample surface, and the z axis is parallel to the
optical axis and to the crystallographic c axis. For the sample
orientation used here (see Fig. 1), the Fe-Fe bonds are parallel
to x and y, specifically ã = (1, 0, 0) ‖ x and b̃ = (0, 1, 0) ‖
y. Since the orthorhombicity below Ts is small, the angle
between a and ã deviates only by 0.2◦ from 45◦. It is therefore
an excellent approximation to use a ‖ x ′ = 1/

√
2(x + y) ≡

1/
√

2(1, 1, 0) and b ‖ y ′ = 1/
√

2(y − x) ≡ 1/
√

2(1, 1̄, 0).
As the angle of incidence of the exciting photons is as

large as 66◦ in our setup [see Fig. 1(d)], the orientations of
eI parallel and perpendicular to the xz plane are inequivalent.
In particular, eI has a projection on the c axis for eI ‖ xz.
This effect was used before [8] and allows one to project
out the Eg phonons in the x∗x and x∗y configurations, where
x∗ ‖ (x + αz) inside the crystal [see Fig. 1(d)]. For BaFe2As2,
the index of refraction is n′ = 2.2 + 2.1i at 514 nm, resulting
in α ≈ 0.4 for an angle of incidence of 66◦. The corresponding
intensity contribution is then 0.16. As a consequence, x∗x
and yy are inequivalent whereas eI = x ′∗ ‖ (x ′ + α z/

√
2) and

eI = y ′∗ ‖ (y ′ + α z/
√

2) are equivalent for having the same
projection on the c direction. Upon comparing x∗y and yx, the

leakage of the c-axis polarized contributions to the electronic
continuum can be tested. In the case here, they are below
the experimental sensitivity. The effect of the finite angle of
acceptance of the collection optics (±15◦ corresponding to a
solid angle �̃ of 0.21 sr) on the projections of the scattered
photons can be neglected.

D. Theoretical calculations

The phonon eigenvectors Q(ν) (displacement patterns of the
vibrating atoms in the branch ν) and the energies of all Raman-
active phonons of BaFe2As2 in the tetragonal (I4/mmm) and
the orthorhombic (Fmmm) phases were obtained from ab
initio DFT calculations within the Perdew-Burke-Ernzerhof
parametrization [31] of the generalized gradient approxima-
tion. The phonon frequencies were calculated by diagonalizing
the dynamical matrices using the phonopy package [32,33].
The dynamical matrices were constructed from the force
constants determined from the finite displacements in 2 × 2
× 1 supercells [34]. We used the projector augmented wave
approximation [35], as implemented in the Vienna package
(VASP) [36–38]. The Brillouin zone for one unit cell was
sampled with a 10 × 10 × 10 k point mesh, and the plane wave
cutoff was set at 520 eV. For the tetragonal phase, we used a
Néel-type magnetic order to relax the structure and to obtain the
experimental lattice parameters.1 For the orthorhombic phase,
we used the stripelike magnetic order shown in Fig. 1(a).

We have then calculated the complex Raman tensor
α

(ν)
jk (ωI ) = α

(ν)′
jk (ωI ) + iα

(ν)′′
jk (ωI ), defined as the derivative of

the dielectric tensor elements εjk (ωI ) = ε′
jk (ωI ) + iε′′

jk (ωI )
with respect to the normal coordinate of the respective phonon,
Q(ν). Since we are interested only in the resonance behavior
of the As phonon, we only needed the derivatives with respect
to Q(As),

α
(As)
ll (ωI ) = ∂ε′

ll (ωI )

∂Q(As)
+ i

∂ε′′
ll (ωI )

∂Q(As)
. (1)

To calculate the dielectric (tensor) function ε̂ we used the optics
code package [39] implemented in WIEN2k [40] with the full-
potential linearized augmented plane-wave basis. The Perdew-
Burke-Ernzerhof generalized gradient approximation [31] was
employed as the exchange correlation functional and the basis-
size controlling parameter RKmax was set to 8.5. A mesh of 400
k points in the first Brillouin zone for the self-consistency cycle
was used. The DOS and dielectric tensors were computed using
a 10 × 10 × 10 k mesh. For the dielectric tensor, a Lorentzian
broadening of 0.1 eV was introduced.

III. RESULTS AND DISCUSSION

A. Lattice dynamics

The energies and symmetries as obtained from lat-
tice dynamical calculations for tetragonal and orthorhombic

1The local correlations in the tetragonal phase are of the stripe type;
however, we had to use a pattern that does not break the symmetry,
and it is known [18] that the difference in the elastic properties
calculated within different magnetic orders is much smaller than
between magnetic and nonmagnetic calculations.
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TABLE I. Raman-active phonons in BaFe2As2. The experimental
and theoretically determined energies are given in cm−1. In addition,
the symmetry correlations between the tetragonal (I4/mmm) and
orthorhombic (Fmmm) structures are shown.

I4/mmm Fmmm

Exp. (140 K) Theory Exp. (60 K) Theory

A1g 180 168 → Ag 180 172
B1g 215 218 → B1g 215 221

E (1)
g 130 140

↗
↘

B
(1)
2g

B
(1)
3g

125
135

110
133

E (2)
g 268 290

↗
↘

B
(2)
2g

B
(2)
3g

270
273

272
287

BaFe2As2 are compiled in Table I. The four modes in tetragonal
I4/mmm symmetry obey A1g + B1g + 2 Eg selection rules.
The eigenvectors are depicted in Fig. 2. In the orthorhombic
Fmmm phase, the two Eg modes are expected to split into B2g

and B3g modes. Thus, there are six nondegenerate modes in
the orthorhombic phase, Ag + B1g + 2 B2g + 2 B3g . Table I
shows the symmetry relations between the tetragonal and
orthorhombic phonons.

Since the Ag and B1g eigenvectors remain unchanged upon
entering the orthorhombic phase, only those of the B2g and B3g

phonons are shown in Fig. 3. For the B2g and B3g phonons,
the As and Fe atoms move perpendicular to the c axis and
perpendicular to each other. The calculated phonon vibrations
agree with previous results for BaFe2As2 [7], however our
energies differ slightly from those reported by Zbiri et al. [7].
In particular, we find a splitting between the B

(1)
2g and B

(1)
3g

phonons.

B. Eg phonons

Table I displays the experimental phonon energies above
and below the magneto-structural transition, along with the
theoretical values. The E(1)

g phonon found at 130 cm−1 above
Ts splits into two well-separated lines as predicted (Table I) and
shown in Fig. 4. The splitting of the E(2)

g mode at 268 cm−1

is small, and the B
(2)
2g and B

(2)
3g modes are shifted to higher

energies by 2 cm−1 and 5 cm−1, respectively.
The theoretical and experimental phonon energies are in

agreement to within 14% for both crystal symmetries. The

B1g g E g
(2)

(b) (c) (d)(a)

1gA E
(1)

c b
a

Fe
As

Ba

FIG. 2. Raman-active phonons in BaFe2As2 with the symmetry
assignments in the tetragonal crystallographic unit cell abc.

Fe
As

Ba
As

(a) (b) (c) (d) (e)

a

bc

B2g
(1) B2g

(2)B3g
(1) B3g

(2)

a

~

~~

FIG. 3. B2g and B3g phonon modes in BaFe2As2 with the symme-
try assignments in the orthorhombic crystallographic unit cell ãb̃c.

splitting between the B2g and B3g modes is overestimated in
the calculations.

Previous experiments were performed on twinned crystals
[8,41,42] and the B2g and B3g modes were observed next
to each other in a single spectrum. An equivalent result can
be obtained in detwinned samples by using x ′∗y ′, x ′∗x ′, or
RR polarizations where the x and y axes are simultaneously
projected (along with the z axis). In neither case can the
symmetry of the B2g and B3g phonons be pinned down. Only
in a detwinned sample where the xz and yz configurations are
projected separately, the B2g and B3g modes can be accessed
independently.

Uniaxial pressure along the Fe-Fe direction, as shown by the
black arrows in the insets of Fig. 4, determines the orientation
of the shorter b̃ axis. This configuration enables us to observe
the B

(1)
2g mode at 125 cm−1 and the B

(1)
3g mode at 135 cm−1

in x∗x and, respectively, x∗y polarization configurations, thus
augmenting earlier work. With the shorter axis determined by
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FIG. 4. Phonons in detwinned BaFe2As2. The spectra at 60 K
(red and blue) are displayed with the experimental intensity. The
spectrum at 140 K (black) is downshifted by 1.4 counts s−1 mW−1

for clarity. Each of the two tetragonal Eg phonons (vertical dashed
lines) splits into two lines below Ts. The B

(1)
2g and B

(1)
3g lines appear

at distinct positions for polarizations of the scattered light parallel
(blue) and perpendicular (red) to the applied pressure as indicated in
the insets. The B

(2)
2g and B

(2)
3g phonons are shifted only slightly upward

with respect to the E (2)
g mode. Violet and orange arrows indicate

the polarizations of the incident and scattered photons, respectively.
The black triangles indicate the direction of the applied pressure. The
shorter b̃ axis is parallel to the stress.
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FIG. 5. Raman spectra of twinned BaFe2As2 at temperatures as
indicated. The spectra were measured using h̄ωI = 2.33 eV (532 nm).
(a) In parallel RR polarization configuration (see inset), the As
phonon appears at all temperatures. (b) For crossed light polarizations
(ab), the As phonon is present only below the magnetostructural
transition at Ts = 135 K as reported before [8]. Asterisks mark the
Eg modes discussed in Sec. III B.

the direction of the stress (insets of Fig. 4) the assignment of the
B2g and B3g modes is unambiguous. Since the x∗x spectrum
(red) comprises ãã and cã polarizations both the Ag and the
B2g phonons appear. The x∗y spectrum (blue) includes the B1g

(ãb̃) and B3g (cb̃) symmetries.
The calculated splitting between the B2g and B3g modes

is smaller for the E(2)
g than for the E(1)

g mode, qualitatively
agreeing with the experiment. However, in the calculations this
difference is entirely due to the different reduced masses for
these modes since the E(1)

g and E(2)
g phonon are dominated by

As and Fe motions, respectively. In the experiment the splitting
for the E(2)

g mode is close to the spectral resolution, indicating
an additional reduction of the splitting below that obtained
in the calculation. The source of this additional reduction is
unclear at the moment.

C. As phonon line intensity

Figure 5 shows low-energy spectra of twinned BaFe2As2 for
(a) RR and (b) ab polarization configurations at 310 (orange),
150 (green), and 60 K (blue). The As phonon at 180 cm−1

is the strongest line in the RR spectra at all temperatures as
expected and gains intensity upon cooling. In ab polarizations,
there is no contribution from the As mode above Ts. Below Ts

(blue spectrum), the As phonon assumes a similar intensity as
in the RR polarization as reported earlier [8,17]. Due to a finite
projection of the incident light polarizations onto the c axis [see
Fig. 1(d)] in both RR and ab configurations, the Eg phonons
appear in all spectra (asterisks). The electronic continuum has
been extensively discussed in previous works [43–47] and is
not a subject of the study here.

To understand the appearance of the As line in the crossed
ab polarizations, it is sufficient to consider the in-plane
components of the Ag Raman tensor,

α̂(Ag) =
(

α11 0

0 α22

)
. (2)
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FIG. 6. Spectral weight A
(As)
IS (ωI ) of the As phonon as a function

of excitation energy and polarization. The top axis shows the corre-
sponding wavelength of the exciting photons. (a) Experimental data.
The intensity for parallel light polarizations along the ferromagnetic
axis (b̃b̃, blue squares) is virtually constant for h̄ωI < 2.7 eV and
increases rapidly for h̄ωI > 2.7 eV. For light polarizations along
the antiferromagnetic axis (ãã, red squares), the phonon intensity
increases monotonically over the entire range studied. The solid lines
are Lorentzian functions whose extrapolations beyond the measured
energy interval are shown as dashed lines. (b) Theoretical prediction
of A

(As)
ãã (red) and A

(As)
b̃b̃

(blue). The curves qualitatively reproduce the
experimental data shown in panel (a).

The response of this phonon for the polarization configuration
(eI,eS) is given by χ

′′(As)
IS ∝ |e∗

S · α̂(Ag) · eI|2 (where ∗ means
conjugate transposed). In the tetragonal (A1g) case, the two
elements are equal, α11 = α22, and the phonon appears only
for eS ‖eI. In the orthorhombic phase the tensor elements are
different, and one can expect the phonon to appear for eS ⊥ eI

since then the intensity depends on the difference between α11

and α22.
In detwinned samples, α11 and α22 can be accessed in-

dependently by using parallel polarizations for the incident
and scattered light oriented along either the ã or the b̃ axis.
In addition, putative imaginary parts of αii may be detected
by analyzing more than two polarization combinations as
discussed in Appendix C. Spectra for ãã and b̃b̃ configurations
are shown in Fig. 7 of Appendix B and we proceed here directly
with the analysis of the phonon spectral weight A

(As)
IS (ωI ) as

a function of the incident photon excitation energy (h̄ωI) and
polarization.

Figure 6(a) shows A
(As)
IS (ωI ) as derived by fitting the peak

with a Voigt function, after subtracting a linear background.
Measurements were repeated several times to check the re-
producibility. The variation of the spectral weight between
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different measurements can be taken as an estimate of the
experimental error. For light polarizations parallel to the
antiferromagnetic ã axis, A

(As)
ãã (ωI ) (red squares) increases

continuously with increasing h̄ωI whereas A
(As)
b̃b̃

(blue squares)
stays virtually constant for incident photons in the red and
green spectral range, h̄ωI < 2.7 eV, and increases rapidly for
h̄ωI > 2.7 eV. For all wavelengths, the spectral weight is
higher for the ãã than for the b̃b̃ configuration.

The variations of A
(As)
ãã (ωI ) and A

(As)
b̃b̃

(ωI ) display a typ-
ical resonance behavior [48], which is expected when the
intermediate state of the Raman scattering process is an
eigenstate of the electronic system. Then, in second-order
perturbation theory, the intensity diverges as |h̄ωI − E0|−2,
where E0 is the energy difference between an occupied and
an unoccupied electronic Bloch state. In real systems having a
finite electronic lifetime, a Lorentzian profile is expected. We
therefore approximated A

(As)
IS (ωI ) with Lorentzians centered at

E0,IS as shown by solid lines in Fig. 6(a). From these model
functions we determine E0,ãã = 3.1 eV and E0,b̃b̃ = 3.3 eV.

As discussed in the Introduction, the band structure needs
to be renormalized so as to account for correlation effects (for
details, see Appendix D). To this end, we differentiated three
regions: (i) the unoccupied Fe 3d bands near the Fermi energy
that we rescale uniformly, (ii) the occupied bands below −2.7
eV of predominantly As 4p character that remain unchanged,
and (iii) the occupied bands between −2.7 eV and the Fermi
level derived from hybridized Fe 3d and As 4p orbitals. Due
to this hybridization, the renormalization of the latter bands
cannot be performed by simple rescaling. One can anticipate
that the optical absorption would set in at energies below 1.8 eV,
smaller than our minimal laser energy, if the occupied Fe bands
would have been renormalized prior to hybridization with the
As bands. Due to the small DOS of the As bands in the range
from −2.7 eV to EF, their contribution to the dielectric function
would be small. With this in mind, we simply excluded all
occupied bands in this range from the calculations. The effect
of these bands, although small, could be accounted for using
the DMFT method, which, however, is beyond the scope of
our present work.

The results obtained as described above are presented in
Fig. 6(b). One can see that the resonances lie in the range
h̄ωI > 2.7 eV, and our calculations capture both the intensities
and the ã − b̃ anisotropy in this range rather well. Note
that the antiferromagnetic ordering along the ã axis entails
a backfolding of the electronic bands; we tentatively ascribe
the much larger width of the resonance in the ãã configuration
to this backfolding.

A corollary of our analysis is that resonance effects are
the main source of the anomalous intensity of the As phonon
in crossed polarizations. The main experimental argument is
based on the anisotropic variation of the phonon intensities
with h̄ωI in ãã and b̃b̃ polarization configurations that comes
about because of band reconstruction at higher energies. As
proposed previously [16], magnetism appears to be the origin
of the anisotropy. However, the intensity anisotropy cannot
be explained without taking into account the high-energy
electronic states.

Finally, we briefly look into the cross-polarization
anomaly and find further support for its magnetic origin.

In Ba(Fe1−xCox)2As2, the transition temperature TSDW is
several degrees below Ts for a finite x, and one observes that
the anomaly of the As phonon does not appear at Ts, but
rather at the magnetic transition. For x = 0.025, the phonon
assumes intensity in crossed polarizations only below TSDW

(see supplementary information of Ref. [46]). For x = 0.051,
the anomaly appears at Ts, as displayed in Fig. 10 in the
Appendix but the spectral weight does not show an order-
parameter-like temperature dependence. The increase is nearly
linear and saturates below TSDW at a value which is smaller by
approximately a factor of 7 than that in the RR polarization
projecting Ag/A1g symmetry. In FeSe, with a structural tran-
sition at Ts = 89.1 K but no long-range magnetism [49], the
anomalous intensity can also be observed below Ts but the
intensity relative to that in the Ag projection is only 1%,
as shown in Fig. 11. Similar to Ba(Fe0.949Co0.051)2As2, the
spectral weight increases approximately linearly but does not
saturate, presumably because FeSe does not develop a long-
ranged magnetic order.

IV. CONCLUSION

We studied the Raman scattering for three As phonons,
the two Eg , and the one fully symmetric modes, in twin-
free BaFe2As2, accompanied by DFT calculations of Raman
intensities, with the goal of clarifying the impact of magnetism
on electrons and phonons.

The tetragonal Eg phonons at 130 cm−1 (E(1)
g ) and 268

cm−1 (E(2)
g ) were studied with the laser line at 532 nm and

found to split into two modes in the orthorhombic phase. The
detwinning allows us to identify the modes at 125 cm−1 and
135 cm−1 as the B

(1)
2g and B

(1)
3g phonons, respectively. DFT

calculations predict the symmetries correctly and show that
the splitting occurs because of the stripe magnetic order (and
not because of the orthorhombic distortion).

The As Ag phonon was studied for various laser lines in the
range 1.8 to 3.1 eV. In the ordered phase, the spectral weight
of the phonon resonates for an excitation energy of (3.2 ±
0.1) eV. The resonance energy is almost the same for the light
polarized along the ferro- or antiferromagnetic directions b̃

and ã [for the definition of the axes see Fig. 1(a)], whereas the
variation of the spectral weight with the energy of the incident
photon is rather different for the b̃b̃ and ãã configurations.
The larger width of the resonance in ãã configuration can be
understood qualitatively in terms of band backfolding along
the antiferromagnetic direction.

Our DFT calculations reproduce the anisotropy and the res-
onance very well for energies above 2.7 eV if we include both
the effects of the magnetism and of the correlations-induced
renormalization of Fe 3d bands. Due to DFT limitations, for
energies below 2.7 eV, where correlated Fe 3d bands are
strongly hybridized with the As bands, our approximation is
only semiquantitative. Further studies based, for instance, on
DMFT or other many-body methods are needed to test this
approximation, apart from experimental verification. As in the
case of the Eg phonons, all effects are strongly linked to mag-
netism. However, in the case of the As phonon, the inclusion
of electronic states at high energies is essential because of
the observed resonance behavior. Weak-coupling, low-energy
physics with magnetism-induced anisotropic electron-phonon
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coupling [16] appears insufficient for explaining the anoma-
lous intensity in crossed polarizations.

More generally, our experimental observations and theoret-
ical studies indicate the importance of orbital-dependent band
renormalizations and of (nearly) localized ordered spins on the
electronic properties at all energy scales.

ACKNOWLEDGMENTS

We gratefully acknowledge discussions with L. Degiorgi
and thank him for providing us with raw and analyzed IR
data of BaFe2As2. The work was supported by the Deutsche
Forschungsgemeinschaft (DFG) via the Priority Program No.
SPP 1458, the Transregional Collaborative Research Centers
TRR 80 and TRR 49, and by the Serbian Ministry of Education,
Science and Technological Development under Project No.
III45018. We acknowledge support by the DAAD through
the bilateral project between Serbia and Germany (Grants
No. 56267076 and No. 57142964). The collaboration with
Stanford University was supported by the Bavaria California
Technology Center BaCaTeC (Grant No. A5 [2012-2]). Work
in the SIMES at Stanford University and SLAC was supported
by the U.S. Department of Energy, Office of Basic Energy
Sciences, Division of Materials Sciences and Engineering,
under Contract No. DE-AC02-76SF00515. Y.L. and R.V.
acknowledge the allotment of computer time at the Centre for
Scientific Computing (CSC) in Frankfurt. I.I.M. was supported
by ONR through the NRL basic research program and by the
Alexander von Humboldt-Stiftung.

APPENDIX A: CALIBRATION OF THE SENSITIVITY

Scattering experiments performed over a wide energy range
necessitate an appropriate correction of the data. The quantity
of interest is the response function Rχ ′′

IS (�) where � = ωI −
ωS is the Raman shift, and ωS is the energy of the scattered
photons. R includes all experimental constants and units in a
way that Rχ ′′

IS (�) is as close as possible to the count rate Ṅ∗
I,S ,

measured for a given laser power PI = IIh̄ωI absorbed by the
sample. II is the number of incoming photons per unit time
and I, S refer to both photon energies and polarizations. With
Af , the (nearly) energy-independent area of the laser focus the
cross section is given by [50]

Ṅ∗
IS (�ωS,��̃)

PI

h̄ωIAf = R∗r (ωS)
d2σ

dωSd�̃
�ωS��̃. (A1)

R∗ and r (ωS) are a constant and the relative sensitivity, re-
spectively. r (ωS) is assumed to be dimensionless and includes
energy-dependent factors such as surface losses, penetration
depth, and the monochromatic efficiency of the setup. �ωS

and ��̃ are the bandwidth and the solid angle of accep-
tance, respectively, and depend both on ωS. r (ωS)�ωS��̃

is determined by calibration and used for correcting the raw
data. The resulting rate ṄIS is close to Ṅ∗

IS in the range
� � 1, 000 cm−1 but increasingly different for larger energy
transfers mainly for the strong variation of �ωS. Applying the

fluctuation-dissipation theorem, one obtains

ṄIS

PI

h̄ωIAf = R′ d2σ

dωSd�̃

= R′ h̄
π

r2
0
ωS

ωI
{1 + n(�, T )}χ ′′(�), (A2)

where R′ is another constant, which is proportional to
�ωS(ω0)��̃(ω0), n(�, T ) = [exp( h̄�

kBT
) − 1]−1 is the thermal

Bose factor and r0 is the classical electron radius. Finally, after
collecting all energy-independent factors in R we obtain

Rχ ′′
IS (�) = ṄIS

PI

ω2
I

ω0ωS

{
1 − exp

(
− h̄�

kBT

)}
. (A3)

Here, ω0 = 20, 000 cm−1 is inserted for convenience to get a
correction close to unity. Therefore, the spectra shown reflect
the measured number of photon counts per second and mW
absorbed power as closely as possible, thus approximately
obeying counting statistics as intended. Since the spectra are
taken with constant slit width the spectral resolution depends
on energy, and narrow structures such as phonons may change
their shapes but the spectral weight is energy independent.

APPENDIX B: Ag SPECTRA

Figure 7 shows the complete set of the Ag spectra we
measured for detwinned BaFe2As2 and used for deriving the
spectral weights A

(As)
ãã (ωI ) and A

(As)
b̃b̃

(ωI ) displayed in Fig. 6(a).
All spectra were corrected as described in Appendix A. For all
spectra, the same constant width of 550 μm of the intermediate
slit of the spectrometer was used. This results in an energy-
dependent resolution varying between approximately 12 cm−1

at 24,630 cm−1 (3.05 eV or 406 nm) and 3 cm−1 at 14,793
cm−1 (1.83 eV or 676 nm). Accordingly, the width of the peak
changes as a function of the excitation wavelength and does
not reflect the intrinsic line width of the phonon, in particular

FIG. 7. (Color online.) Ag spectra of detwinned BaFe2As2 at
various laser wavelengths λI. We used laser lines between 406 and
676 nm and parallel polarizations of incoming and outgoing photons
along the antiferromagnetic (ãã, solid lines) and the ferromagnetic
(b̃b̃, dashed lines) direction.
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FIG. 8. Spectral weight A
(As)
IS (ωI ) of the As phonon as a function

of excitation energy and polarization. The top axis shows the corre-
sponding wavelength of the exciting photons. The data for ãã (red
squares) and b̃b̃ (blue squares) polarizations as well as the Lorentzian
model functions (red and blue solid lines) are identical to Fig. 6(a). The
intensity for crossed (ab, purple diamonds) and for aa polarizations
(orange dots) is comparable to the intensity found for b̃b̃ polarization.
The purple dashed line is the intensity for ab polarization calculated
from the fitted resonance profiles (solid lines) assuming a Raman
tensor with real elements. The orange dashed line shows the same
calculation for aa polarization.

not for blue photons. The intensity of the peak monotonically
increases towards short wavelengths for the ãã spectra (solid
lines). For light polarized parallel to the ferromagnetic axis
(b̃b̃, dashed lines), the intensity is low for λI > 450 nm, but
strongly increases for λI < 450 nm. The underlying electronic
continuum, which is not a subject of this paper, also changes
in intensity as a function of the excitation wavelength. From
the spectra, the spectral weight A

(As)
IS (ωI ) of the phonon can

be derived by fitting a Voigt function to the phonon peak after
subtracting a linear background. The width of the Gaussian
part of the Voigt function is given by the known resolution of
the spectrometer while that of the Lorentzian part reflects the
line width of the phonon.

APPENDIX C: SPECTRAL WEIGHT FOR aa AND ab
POLARIZATIONS

Since the ratio A
(As)
ab /A(As)

aa was not in the main focus of
our work, Fig. 6(a) displays only part of the data we collected.
We also measured spectra in aa and ab configurations (cf.
Figs. 1(a) and 8 for the definitions) and find them instructive for
two reasons. The aa and ab data (i) can be compared directly
with results presented recently [17] and (ii) indicate that the
Raman tensor has large imaginary parts which can result only
from absorption processes. Figure 8 shows the spectral weights
of the As phonon mode for aa and ab polarizations, A(As)

aa (ωI )
(orange circles) and A

(As)
ab (ωI ) (open purple diamonds), re-

spectively, for selected wavelengths together with the data
and model functions from Fig. 6(a) of the main text. Given
the experimental error, the respective intensities for aa and

ab polarizations are rather similar and are also comparable
to A

(As)
b̃b̃

(ωI ) (blue squares) in the range 1.9 < h̄ωI � 2.7 eV.

For h̄ωI = 3.05 eV (406 nm), A
(As)
ab (ωI ) is very small, for the

yellow-green spectral range A
(As)
ab (ωI ) may be even larger than

A(As)
aa (ωI ) in qualitative agreement with Ref. [17].
If the elements of the Raman tensor α̂(Ag) [Eq. (2) of

the main text] would be strictly real, they could be derived

directly from the experimental data as α11 =
√

A
(As)
ãã and

α22 =
√

A
(As)
b̃b̃

. Then, the phonon’s spectral weight expected for

all other polarizations could be calculated right away, and A(As)
aa

is just the average of A
(As)
ãã and A

(As)
b̃b̃

(dashed orange line in
Fig. 8). Obviously, there is no agreement with the experimental
values for A(As)

aa (orange circles).
A

(As)
ab can be determined in a similar fashion. In Fig. 8,

we show the expected spectral weight as purple dashed line.
The dependence on ωI is again derived from the model
functions describing the resonance (full red and blue lines).
Also for A

(As)
ab , the mismatch between experiment (open purple

diamonds) and expectation (purple dashed line) is statistically
significant, and one has to conclude that the assumption of real
tensor elements in the orthorhombic phase is not valid.

This effect is not particularly surprising in an absorbing
material and was in fact discussed earlier for the cuprates
[51,52]. For the Fe-based systems, the possibility of complex
Raman tensor elements for the As phonon was not considered
yet. Our experimental observations show that the complex
nature of α̂(Ag) is crucially important and that the imaginary
parts of α11 and α22 must have opposite sign to explain the
observed enhancement of A

(As)
ab (ωI ) and the suppression of

A(As)
aa (ωI ) with respect to the values expected for real tensor

elements (dashed orange and purple lines in Fig. 8).
In summary, the results for A(As)

aa (ωI ) and A
(As)
ab (ωI ) along

with those for A
(As)
ãã (ωI ) and A

(As)
b̃b̃

(ωI ) support our point of
view that absorption processes are important for the proper
interpretation of the Raman data. Currently, we cannot imagine
anything else but resonance effects due to interband transitions
as the source.

APPENDIX D: BAND STRUCTURE

The DFT band structure is shown in Fig. 9. Bands above
EF stem predominantly from Fe 3d orbitals (brown) while for
E < −2.7 eV As 4p orbitals prevail (black). For a suitable
comparison to the experiment these Fe bands are renormalized
by a factor between 2 and 3 [53–56] while no renormalization
is needed for the As bands. The bands between −2.7 eV and EF

are of mixed Fe/As character and are left out when calculating
the dielectric tensor as is illustrated by the grey shade in
Fig. 9. Only transitions between the ranges [−5.5 eV,−2.7
eV] and [0,2.6 eV], highlighted by turqouise rectangles, are
taken into account. Thus for photon energies below 2.7 eV,
the absorption in our calculations originates predominantly
from the Drude response whereas for h̄ωI > 2.7 eV the results
become increasingly realistic since they include interband
absorption. In either case, we use a phenomenological damping
of 0.1 eV. We determine the dielectric tensor and the Raman
tensor as described in Sec. II D on the basis of this renormalized
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FIG. 9. DFT band structure. Bands predominantly from Fe states
are shown in brown, bands predominantly from As states in black.
The shaded region from −2.7 eV to EF contains bands of mixed
character and is blacked out for the calculation of the dielectric tensor.
Only transitions between the bands within the turquoise frames are
included.

band structure. While the ã − b̃ anisotropy is qualitatively
reproduced for all energies ωI as shown in Fig. 6(b) of the
main text, the two other experimental quantities, A

(As)
ab (ωI )

(purple) and A(As)
aa (ωI ) (orange) shown in Fig. 8 here, are not

captured properly simply because the imaginary parts of the
theoretically determined tensor elements α

(As)′′
ii become very

small below 2.7 eV. To describe A(As)
aa (ωI ) and A

(As)
ab (ωI ), ab-

sorption processes which lead to imaginary parts of the Raman
tensor are necessary. Upon phenomenologically introducing
imaginary parts of α̂ for low energies, which cut off at 2.7 eV
where the correct absorption takes over, full agreement can be
achieved. However, a solution on a microscopic basis becomes
possible only by using schemes that include many-body effects
beyond DFT.

APPENDIX E: INTERRELATION OF THE Ag PHONON
ANOMALY AND MAGNETISM IN Ba(Fe1−xCox )2As2

AND FeSe

Similarly as in BaFe2As2, the anomalous intensity of the Ag

phonon in crossed polarizations is also linked to magnetic order
in other Fe-based systems as shown for Ba(Fe1−xCox)2As2 at
x = 0.025 a while ago [46] and more recently for EuFe2As2,
NaFeAs, LaFeAsO, and FeSe [17]. Here, we add a few more
results which support our interpretation. Figure 10(a) shows
Raman spectra in ab polarization of Ba(Fe1−xCox)2As2 with
x = 5.1% having Ts = 60.9 K and TSDW = 50.0 K. The As
mode appears below Ts and gains strength upon cooling. Fig-
ure 10(b) shows the corresponding spectral weight as a function
of temperature. In the nematic phase TSDW < T < Ts, the
phonon spectral weight increases almost linearly upon cooling
(rather than order-parameter-like), becomes constant in the
magnetic phase for T < TSDW and reaches approximately 15%
of that in the fully symmetric channel (Ag/A1g).

In FeSe, the Se phonon appears also in the ab spectra as
shown in Fig. 11(a) when the temperature is lowered below
the structural phase transition at Ts ≈ 90 K. Upon cooling
[Fig. 11(b)], the spectral weight of the phonon increases almost
linearly for crossed polarizations (ab, black squares), but stays
virtually constant across the phase transition for parallel light
polarizations [RR, orange circles in Fig. 11(b)]. As opposed
to Ba(Fe1−xCox)2As2, no saturation of the spectral weight
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FIG. 10. As phonon in crossed polarizations for
Ba(Fe1−xCox)2As2 at x = 0.051. (a) Raw data for temperatures
as indicated. The phonon position is shown as a vertical dash-dotted
line. The spectra are shifted vertically for clarity. (b) Temperature
dependence of the spectral weight. The spectral weight in A1g

symmetry (orange circles) was multiplied by 0.15. Ts and TSDW are
indicated as vertical dashed lines.

in ab polarizations is found, likely because FeSe shows no
long-range magnetic order down to the lowest temperatures
[49]. Only about 1% of the spectral weight of the A1g spectra
(RR) is found in crossed polarizations here, in contrast to
BaFe2As2 and Ba(Fe1−xCox)2As2, where the spectral weight
of the phonon is larger (Figs. 5 and 10).

The nearly linear temperature dependence in both FeSe and
Ba(Fe1−xCox)2As2 and the larger saturation value in magnet-
ically ordered Ba(Fe1−xCox)2As2 indicate that the anomalous
intensity is more likely related to magnetism than to the
orthorhombic distortion.
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Lattice dynamics and phase transition in CrI3 single crystals
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The vibrational properties of CrI3 single crystals were investigated using Raman spectroscopy and were
analyzed with respect to the changes of the crystal structure. All but one mode are observed for both the
low-temperature R3̄ and the high-temperature C2/m phase. For all observed modes the energies and symmetries
are in good agreement with DFT calculations. The symmetry of a single layer was identified as p3̄1/m. In
contrast to previous studies we observe the transition from the R3̄ to the C2/m phase at 180 K and find no
evidence for coexistence of both phases over a wide temperature range.

DOI: 10.1103/PhysRevB.98.104307

I. INTRODUCTION

Two-dimensional layered materials have gained attention
due to their unique properties, the potential for a wide spec-
trum of applications, and the opportunity for the development
of functional van der Waals heterostructures. CrI3 is a member
of the chromium-trihalide family which are ferromagnetic
semiconductors [1]. Recently they have received significant
attention as candidates for the study of magnetic monolayers.
The experimental realization of CrI3 ferromagnetic monolay-
ers [1] motivated further efforts towards their understanding.
CrI3 features electric field controlled magnetism [2] as well as
a strong magnetic anisotropy [3,4]. With the main absorption
peaks lying in the visible part of the spectrum, it is a great
candidate for low-dimensional semiconductor spintronics [5].
In its ground state, CrI3 is a ferromagnetic semiconductor with
a Curie temperature of 61 K [1,6] and a band gap of 1.2 eV
[6]. It was demonstrated that the magnetic properties of CrI3

mono- and bilayers can be controlled by electrostatic doping
[2]. Upon cooling, CrI3 undergoes a phase transition around
220 K from the high-temperature monoclinic (C2/m) to the
low-temperature rhombohedral (R3̄) phase [3,7]. Although
the structural phase transition is reported to be first order,
it was suggested that the phases may coexist over a wide
temperature range [3]. Raman spectroscopy can be of use here
due to its capability to simultaneously probe both phases in a
phase-separated system [8–10].

A recent theoretical study predicted the energies of all
Raman active modes in the low-temperature and high-
temperature structure of CrI3 suggesting a near degeneracy
between the Ag and Bg modes in the monoclinic (C2/m)
structure. Their energies match the energies of Eg modes in
the rhombohedral (R3̄) structure [7].

In this article we present an experimental and theoretical
Raman scattering study of CrI3 lattice dynamics. In both
phases all but one of the respective modes predicted by

symmetry were observed. The energies for all modes are
in good agreement with the theoretical predictions for the
assumed crystal symmetry. Our data suggest that the first-
order transition occurs at Ts ≈ 180 K without evidence for
phase coexistence over a wide temperature range.

II. EXPERIMENT AND NUMERICAL METHOD

The preparation of the single crystal CrI3 sample used in
this study is described elsewhere [11]. The Raman scatter-
ing experiment was performed using a Tri Vista 557 spec-
trometer in backscattering micro-Raman configuration with
a 1800/1800/2400 groves/mm diffraction grating combina-
tion. The 532 nm line of a Coherent Verdi G solid state laser
was used for excitation. The direction of the incident light
coincides with the crystallographic c axis. The sample was
oriented so that its principal axis of the R3̄ phase coincides
with the x axis of the laboratory system. A KONTI CryoVac
continuous helium flow cryostat with a 0.5-mm-thick window
was used for measurements at all temperatures under high
vacuum (10−6 mbar). The sample was cleaved in air before be-
ing placed into the cryostat. The obtained Raman spectra were
corrected by the Bose factor and analyzed quantitatively by
fitting Voigt profiles to the data whereby the Gaussian width
�Gauss = 1 cm−1 reflects the resolution of the spectrometer.

The spin polarized density functional theory (DFT) calcu-
lations have been performed in the Quantum Espresso (QE)
software package [12] using the Perdew-Burke-Ernzehof
(PBE) exchange-correlation functional [13] and PAW pseu-
dopotentials [14,15]. The energy cutoffs for the wave func-
tions and the charge density were set to be 85 and 425 Ry,
respectively, after convergence tests. For k-point sampling, the
Monkhorst-Pack scheme was used with a 8 × 8 × 8 grid cen-
tered around the � point. Optimization of the atomic positions
in the unit cell was performed until the interatomic forces
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were smaller than 10−6 Ry/Å. To treat the van der Waals
(vdW) interactions a Grimme-D2 correction [16] is used in
order to include long-ranged forces between the layers, which
are not properly captured within LDA or GGA functionals.
This way, the parameters are obtained more accurately, es-
pecially the interlayer distances. Phonon frequencies were
calculated at the � point using the linear response method
implemented in QE. The phonon energies are compiled in
Table III together with the experimental values. The eigen-
vectors of the Raman active modes for both the low- and
high-temperature phase are depicted in Fig. 5 of the Appendix.

III. RESULTS AND DISCUSSION

CrI3 adopts a rhombohedral R3̄ (C2
3i) crystal structure

at low temperatures and a monoclinic C2/m (C3
2h) crys-

tal structure at room temperature [3], as shown in Fig. 1.
The main difference between the high- and low-temperature
crystallographic space groups arises from different stacking
sequences with the CrI3 layers being almost identical. In the
rhombohedral structure the Cr atoms in one layer are placed
above the center of a hole in the Cr honeycomb net of the two
adjacent layers. When crossing the structural phase transition
at Ts to the monoclinic structure the layers are displaced
along the a direction so that every fourth layer is at the same
place as the first one. The interatomic distances, mainly the
interlayer distance, and the vdW gap, are slightly changed by
the structural transition. The crystallographic parameters for
both phases are presented in Table I. The numerically obtained
values are in good agreement with reported x-ray diffraction
data [11].

The vibrational properties of layered materials are typically
dominated by the properties of the single layers composing
the crystal. The symmetry of a single layer can be described
by one of the 80 diperiodic space groups (DG) obtained by

ICr(a)

(b)

ac

b

a

c

b a

c

b

a

bc b a

c

b a

cc

FIG. 1. Schematic representation of (a) the low-temperature R3̄
and (b) the high-temperature C2/m crystal structure of CrI3. Black
lines represent unit cells.

TABLE I. Calculated and experimental [11] parameters of the
crystallographic unit cell for the low-temperature R3̄ and high-
temperature C2/m phase of CrI3.

Space group R3̄ Space group C2/m

T (K) Calc. Expt. [11] Calc. Expt. [11]

a (Å) 6.87 6.85 6.866 6.6866
b (Å) 6.87 6.85 11.886 11.856
c (Å) 19.81 19.85 6.984 6.966
α (deg) 90 90 90 90
β (deg) 90 90 108.51 108.68
γ (deg) 120 120 90 90

lifting translational invariance in the direction perpendicular
to the layer [17]. In the case of CrI3, the symmetry analysis
revealed that the single layer structure is fully captured by the
p3̄1/m (D1

3d ) diperiodic space group DG71, rather than by
R3̄2/m as proposed in Ref. [7].

FIG. 2. (a) Compatibility relations for the CrI3 layer and the crys-
tal symmetries. Raman spectra of (b) the low-temperature R3̄ and
(c) the high-temperature C2/m crystal structure measured in parallel
(open squares) and crossed (open circles) polarization configurations
at 100 and 300 K, respectively. Red and blue solid lines represent fits
of Voigt profiles to the experimental data.
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TABLE II. Wyckoff positions of the two types of atoms and their contributions to the �-point phonons for the R3̄ and C2/m as well as the
p3̄1/m diperiodic space group. The second row shows the Raman tensors for the corresponding space groups.

Space group R3̄ Diperiodic space group p3̄1/m Space group: C2/m

Atoms Irreducible representations Atoms Irreducible representations Atoms Irreducible representations

Cr (6c) Ag+Au+Eg+Eu Cr (2c) A2g +A2u+Eg+Eu Cr (4g) Ag+Au+2Bg+2Bu

2A1g+A1u+A2g I (4i) 2Ag+2Au+Bg+BuI (18f ) 3Ag+3Au+3Eg+3Eu I (6k) +2A2u+3Eg+3Eu I (8j ) 3Ag+3Au+3Bg+3Bu

Ag =
⎛
⎝

a

a

b

⎞
⎠ A1g =

⎛
⎝

a

a

b

⎞
⎠ Ag =

⎛
⎝

a d

c

d b

⎞
⎠

1Eg =
⎛
⎝

c d e

d −c f

e f

⎞
⎠ 2Eg =

⎛
⎝

d −c −f

−c −d e

−f e

⎞
⎠ 1Eg =

⎛
⎝

c

−c d

d

⎞
⎠ 2Eg =

⎛
⎝

−c −d

−c

−d e

⎞
⎠ Bg =

⎛
⎝

e

e f

f

⎞
⎠

According to the factor group analysis (FGA) for a single
CrI3 layer, six modes (2A1g + 4Eg) are expected to be ob-
served in the Raman scattering experiment (see Table II). By
stacking the layers the symmetry is reduced and, depending
on the stacking sequence, FGA yields a total of eight Raman
active modes (4Ag + 4Eg) for the R3̄ and 12 Raman active
modes (6Ag + 6Bg) for the C2/m crystal symmetry. The
correlation between layer and crystal symmetries for both
cases is shown in Fig. 2(a) [18,19].

Figure 2(b) shows the CrI3 single crystal Raman spectra
measured at 100 K in two scattering channels. According
to the selection rules for the rhombohedral crystal structure
(Table II) the Ag modes can be observed only in the parallel
polarization configuration, whereas the Eg modes appear in
both parallel and crossed polarization configurations. Based
on the selection rules the peaks at about 78, 108, and 128 cm−1

were identified as Ag symmetry modes, whereas the peaks
at about 54, 102, 106, and 235 cm−1 are assigned as Eg

symmetry. The weak observation of the most pronounced
Ag modes in crossed polarizations [Fig. 2(b)] is attributed to

the leakage due to a slight sample misalignment and/or the
presence of defects in the crystal. The energies of all observed
modes are compiled in Table III together with the energies
predicted by our calculations and by Ref. [7], and are found
to be in good agreement for the Eg modes. The discrepancy is
slightly larger for the low energy Ag modes. Our calculations
in general agree with those from Ref. [7]. The A4

g mode of
the rhombohedral phase, predicted by calculation to appears
at about 195 cm−1, was not observed in the experiment, most
likely due to its low intensity.

When the symmetry is lowered in the high-temperature
monoclinic C2/m phase [Fig. 2(c)] the Eg modes split into an
Ag and a Bg mode each, whereas the rhombohedral A2

g and A4
g

modes are predicted to switch to the monoclinic Bg symmetry.
The correspondence of the phonon modes across the phase
transition is indicated by the arrows in Table III. The selection
rules for C2/m (see Table II) predict that Ag and Bg modes
can be observed in both parallel and crossed polarization
configurations. Additionally, the sample forms three types of
domains which are rotated with respect to each other. We

TABLE III. Phonon symmetries and phonon energies for the low-temperature R3̄ and high-temperature C2/m phase of CrI3. The
experimental values were determined at 100 and 300 K, respectively. All calculations were performed at zero temperature. Arrows indicate the
correspondence of the phonon modes across the phase transition.

Space group R3̄ Space group C2/m

Symm. Expt. (cm−1) Calc. (cm−1) Calc. (cm−1) [7] Symm. Expt. (cm−1) Calc. (cm−1) Calc. [7] (cm−1)

E1
g 54.1 59.7 53 B1

g 52.0 57.0 52

A1
g 53.6 59.8 51

A1
g 73.33 89.6 79 A2

g 78.6 88.4 79

E2
g 102.3 99.8 98 A3

g 101.8 101.9 99

B2
g 102.4 101.8 99

E3
g 106.2 112.2 102 B3

g 106.4a 108.9 101

A4
g 108.3 109.3 102

A2
g 108.3 98.8 88 B4

g 106.4a 97.8 86

A3
g 128.1 131.1 125 A5

g 128.2 131.7 125

A4
g – 195.2 195 B5

g – 198.8 195

E4
g 236.6 234.4 225 A6

g 234.6 220.1 224

B6
g 235.5 221.1 225

aObserved as two peak structure.
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FIG. 3. Temperature dependence of the A1
g and A3

g phonon
modes of the rhombohedral structure and the corresponding A2

g

and A5
g modes of the monoclinic structure, respectively. (a) and (b)

Raman spectra at temperatures as indicated. The spectra are shifted
for clarity. Solid red lines represent Voigt profiles fitted to the data.
(c) and (d) and (e) and (f) Temperature dependence of the phonon
energies and linewidths, respectively. Both modes show an abrupt
change in energy at the phase transition at 180 K.

therefore identify the phonons in the C2/m phase in relation
to the calculations and find again good agreement of the
energies. The B3

g and B4
g modes overlap and therefore cannot

be resolved separately. As can be seen from the temperature
dependence shown below [Fig. 4(b)] the peak at 106 cm−1

broadens and gains spectral weight in the monoclinic phase in
line with the expectance that two modes overlap. The missing
rhombohedral A4

g mode corresponds to the monoclinic B5
g

mode, which is likewise absent in the spectra.
The temperature dependence of the observed phonons is

shown in Figs. 3 and 4. In the low-temperature rhombohe-
dral phase all four Eg modes as well as A1

g and A2
g soften

upon warming, whereas A3
g hardens up to T ≈ 180 K before

softening again. Crossing the first-order phase transition from
R3̄ to C2/m crystal symmetry is reflected in the spectra
as a symmetry change and/or renormalization for the non-
degenerate modes and lifting of the degeneracy of the Eg

modes as shown in Table II. In our samples, this transition
is observed at Ts ≈ 180 K. The splitting of the Eg phonons
into Ag and Bg modes at the phase transition is sharp (Fig. 4).
The rhombohedral A1

g and A3
g phonons show a jump in energy

and a small discontinuity in the linewidth at Ts (Fig. 3). Our
spectra were taken during warming in multiple runs after
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FIG. 4. Temperature dependence of the rhombohedral A4
g and Eg

modes. (a)–(c) Raman spectra in parallel (open squares) and crossed
(open circles) light polarizations at temperatures as indicated. The
spectra are shifted for clarity. Blue and red solid lines are fits of
Voigt profiles to the data. Two spectra were analyzed simultaneously
in two scattering channels with the integrated intensity as the only
independent parameter. (d)–(f) Phonon energies obtained from the
Voigt profiles. Each Eg mode splits into an Ag and a Bg mode above
180 K.

cooling to 100 K each time. We found that the temperature
dependence for the phonon modes obtained this way was
smooth in each phase. McGuire et al. [3,20] reported Ts in
the range of 220 K, a coexistence of both phases and a large
thermal hysteresis. However, they also noted that the first and
second warming cycle showed identical behavior and only
found a shift of the transition temperature to higher values for
cooling cycles. We therefore consider the difference between
the reported transition around 220 K and our Ts ≈ 180 K
significant. To some extent this difference may be attributed
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to local heating by the laser. More importantly, we find no
signs of phase coexistence in the observed temperature range.
The spectra for the low-temperature and high-temperature
phases are distinctly different (Fig. 2) and the Eg modes
exhibit a clearly resolved splitting which occurs abruptly at Ts.
We performed measurements in small temperature steps (see
Figs. 3 and 4). This limits the maximum temperature interval
where the phase coexistence could occur in our samples to
approximately 5 K, much less than the roughly 30 to 80 K
reported earlier [3,20]. We cannot exclude the possibility
that a small fraction of the low-temperature phase could still

coexist with the high-temperature phase over a wider tempera-
ture range, whereby weak peaks corresponding to the remains
of the low-temperature R3̄ phase might be hidden under the
strong peaks of the C2/m phase.

IV. CONCLUSION

We studied the lattice dynamics in single crystalline CrI3

using Raman spectroscopy supported by numerical calcu-
lations. For both the low-temperature R3̄ and the high-
temperature C2/m phase, all except one of the predicted
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FIG. 5. Raman-active phonons in CrI3 for (a) the monoclinic phase hosting Ag and Bg modes and for (b) the rhombohedral phase hosting
Ag and Eg modes. Blue and violet spheres denote Cr and I atoms, respectively. Solid lines represent primitive unit cells. Arrow lengths are
proportional to the square root of the interatomic forces. The given energies are calculated for zero temperature.
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phonon modes were identified and the calculated and experi-
mental phonon energies were found to be in good agreement.
We determined that the symmetry of the single CrI3 layers is
p3̄1/m. Abrupt changes to the spectra were found at the first-
order phase transition which was located at Ts ≈ 180 K, lower
than in previous studies. In contrast to the prior reports we
found no sign of phase coexistence over temperature ranges
exceeding 5 K.
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APPENDIX: EIGENVECTORS

In addition to the phonon energies we also calculated
the phonon eigenvectors which are shown in Fig. 5(a)
for the high-temperature monoclinic phase and in Fig. 5(b)
for the low-temperature rhombohedral phase. The energies,
as given, are calculated for zero temperature. The relative
displacement of the atoms is denoted by the length of the
arrows.
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N. Lazarević,1 and Z. V. Popović1,3
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We present Raman spectroscopy measurements of the van der Waals bonded ferromagnet Fe3−xGeTe2,
together with lattice dynamics. Four out of eight Raman active modes are observed and assigned, in agreement
with numerical calculations. The energies and linewidths of the observed modes display an unconventional
temperature dependence at about 150 and 220 K, followed by the nonmonotonic evolution of the Raman
continuum. Whereas the former can be related to the magnetic phase transition, the origin of the latter anomaly
remains an open question.
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I. INTRODUCTION

A novel class of magnetism hosting van der Waals bonded
materials has recently become of great interest, since the
materials are suitable candidates for numbers of technical ap-
plications [1–5]. Whereas CrXTe3 (X = Si, Ge, Sn) and CrX3

(X = Cl, Br, I) classes maintain low phase transition temper-
atures [1,6–9] even in a monolayer regime [10], Fe3−xGeTe2

has a high bulk transition temperature, between 220 and 230 K
[11,12], making it a promising applicant.

The Fe3−xGeTe2 crystal structure consists of Fe3−xGe sub-
layers stacked between two sheets of Te atoms, and a van der
Waals gap between neighboring Te layers [13,14]. Although
the structure contains two different types of Fe atoms, it is
revealed that vacancies take place only in the Fe2 sites [13,15].

Neutron diffraction, thermodynamic and transport mea-
surements, and Mössbauer spectroscopy were used to analyze
the magnetic and functional properties of Fe3−xGeTe2, with
an Fe atom deficiency of x ≈ 0.1 and TC = 225 K. It is
revealed that at a temperature of 1.5 K, magnetic moments
of 1.95(5)μB and 1.56(4)μB are directed along the easy
magnetic c axes [16]. In chemical vapor transport (CVT)
grown Fe3GeTe2 single crystals, besides the ferromagnetic
(FM)-paramagnetic (PM) transition at a temperature of 214 K,
FM layers order antiferromagnetically at 152 K [17]. Close to
a ferromagnetic transition temperature of 230 K, a possible
Kondo lattice behavior, i.e., coupling of traveling electrons
and periodically localized spins, is indicated at TK = 190 ±
20 K, which is in good agreement with theoretical predictions
of 222 K [18].

Lattice parameters, as well as the magnetic transition tem-
perature, vary with Fe ion concentration. Lattice parameters
a and c follow the opposite trend, whereas the Curie temper-
ature TC decreases with an increase of Fe ion concentration
[15]. For flux-grown crystals, the critical behavior was inves-
tigated by bulk dc magnetization around the ferromagnetic
phase transition temperature of 152 K [13]. The anomalous
Hall effect was also studied, where a significant amount of
defects produces bad metallic behavior [19].

Theoretical calculations predict a dynamical stabil-
ity of Fe3GeTe2 single-layer, uniaxial magnetocrystalline
anisotropy that originates from spin-orbit coupling [20].
Recently, anomalous Hall effect measurements on single-
crystalline metallic Fe3GeTe2 nanoflakes with different thick-
nesses are reported, with a TC near 200 K and strong perpen-
dicular magnetic anisotropy [21].

We report Fe3−xGeTe2 single-crystal lattice dynamic cal-
culations, together with Raman spectroscopy measurements.
Four out of eight Raman active modes were observed and
assigned. Phonon energies are in a good agreement with theo-
retical predictions. Analyzed phonon energies and linewidths
reveal fingerprint of a ferromagnetic phase transition at a
temperature around 150 K. Moreover, discontinuities in the
phonon properties are found at temperatures around 220 K.
Consistently, in the same temperature range, the Raman con-
tinuum displays nonmonotonic behavior.

II. EXPERIMENT AND NUMERICAL METHOD

Fe3−xGeTe2 single crystals were grown by the self-flux
method as previously described [13]. Samples for scanning
electron microscopy (SEM) were cleaved and deposited on
graphite tape. Energy dispersive spectroscopy (EDS) maps
were collected using a FEI Helios NanoLab 650 instrument
equipped with an Oxford Instruments EDS system, equipped
with an X-max SSD detector operating at 20 kV. The surface
of the as-cleaved Fe3−xGeTe2 crystal appears to be uniform
for several tens of microns in both directions, as shown in
Fig. 4 of Appendix A. Additionally, the elemental composi-
tion maps of Fe, Ge, and Te show a distinctive homogeneity
of all the three elements (Fig. 5 of Appendix A).

For Raman scattering experiments, a Tri Vista 557 spec-
trometer was used in the backscattering micro-Raman con-
figuration. As an excitation source, a solid state laser with a
532 nm line was used. In our scattering configuration, the
plane of incidence is the ab plane, where |a| = |b| (�(a, b) =
120◦), with the incident (scattered) light propagation direction
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TABLE I. Top panel: The type of atoms, Wyckoff positions, each site’s contribution to the phonons in the � point, and corresponding
Raman tensors for the P63/mmc space group of Fe3−xGeTe2. Bottom panel: Phonon symmetry, calculated optical Raman active phonon
frequencies (in cm−1) for the magnetic (M) phase, and experimental values for Raman active phonons at 80 K.

Space group P63/mmc (No. 194)

Fe1 (4e) A1g + E1g + E2g+A2u + E1u

Fe2 (2c) E2g+A2u + E1u

Ge (2d) E2g+A2u + E1u

Te (2c) A1g + E1g + E2g+A2u + E1u

Raman tensors

A1g =
⎛
⎝

a 0 0
0 a 0
0 0 b

⎞
⎠ E1g =

⎛
⎝

0 0 −c
0 0 c

−c c 0

⎞
⎠ E2g =

⎛
⎝

d −d 0
−d −d 0
0 0 0

⎞
⎠

Raman active modes

Symmetry Calculations (M) Experiment (M)

E 1
2g 50.2

E 1
1g 70.3

E 2
2g 122.2 89.2

A1
1g 137.2 121.1

E 2
1g 209.5

E 3
2g 228.6 214.8

A2
1g 233.4 239.6

E 4
2g 334.3

along the c axes. Samples were cleaved in the air, right before
being placed in the vacuum. All the measurements were
performed in the high vacuum (10−6 mbar) using a KONTI
CryoVac continuous helium flow cryostat with a 0.5 mm
thick window. To achieve laser beam focusing, a microscope
objective with ×50 magnification was used. A Bose factor
correction of all spectra was performed. More details can be
found in Appendix C.

Density functional theory (DFT) calculations were per-
formed with the QUANTUM ESPRESSO (QE) software package
[22]. We used the projector augmented-wave (PAW) pseu-
dopotentials [23,24] with the Perdew-Burke-Ernzerhof (PBE)
exchange-correlation functional [25]. The electron wave func-
tion and charge density cutoffs of 64 and 782 Ry were chosen,
respectively. The k points were sampled using the Monkhorst-
Pack scheme, with an 8 × 8 × 4 �-centered grid. Both mag-
netic and nonmagnetic calculations were performed, using
the experimentally obtained lattice parameters and the calcu-
lated values obtained by relaxing the theoretically proposed
structure. In order to obtain the lattice parameters accurately,
a treatment of the van der Waals interactions is introduced.
The van der Waals interaction was included in all calculations
using the Grimme-D2 correction [26]. Phonon frequencies in
the � point are calculated within the linear response method
implemented in QE.

III. RESULTS AND DISCUSSION

Fe3−xGeTe2 crystallizes in a hexagonal crystal structure,
described with the P63/mmc (D4

6h) space group. The atom
type, site symmetry, each site’s contribution to the phonons

in the � point, and corresponding Raman tensors for the
P63/mmc space group are presented in Table I.

Calculated displacement patterns of Raman active modes,
which can be observed in our scattering configuration, are
presented in Fig. 1(a). Since the Raman tensor of the E1g mode
contains only the z component (Table I), by selection rules,
it cannot be detected when measuring from the ab plane in
the backscattering configuration. Whereas A1g modes include
vibrations of Fe and Te ions along the c axis, E2g modes
include in-plane vibrations of all four atoms. The Raman
spectra of Fe3−xGeTe2 in the magnetic phase (M), at 80 K, and
nonmagnetic phase (NM), at 280 K, in a parallel scattering
configuration (ei ‖ es), are presented in Fig. 1 (b). As it can be
seen, four peaks at 89.2, 121.1, 214.8, and 239.6 cm−1 can be
clearly observed at 80 K. According to numerical calculations
(see Table I), peaks at 89.2 and 239.6 cm−1 correspond to
two out of four E2g modes, whereas peaks at 121.1 and
239.6 cm−1 can be assigned as two A1g symmetry modes. One
should note that numerical calculations performed by using
experimentally obtained lattice parameters in the magnetic
phase yield a better agreement with experimental values. This
is not surprising since the calculations are performed for the
stoichiometric compound as opposed to the nonstoichiometry
of the sample. Furthermore, it is known that lattice parameters
strongly depend on the Fe atom deficiency [15]. All calculated
Raman and infrared phonon frequencies, for the magnetic
and nonmagnetic phase of Fe3−xGeTe2, using relaxed and
experimental lattice parameters, together with experimentally
observed Raman active modes, are summarized in Table II of
Appendix D.

After assigning all observed modes we focused on their
temperature evolution. Having in mind finite instrumental
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FIG. 1. (a) Displacement patterns of A1g and E2g symmetry
modes. (b) Raman spectra of Fe3−xGeTe2 single crystal measured
at different temperatures in a parallel polarization configuration.

broadening, the Voigt line shape was used for the data analysis
[27,28]. The modeling procedure is described in detail in
Appendix B and presented in Fig. 6. Figure 2 shows the
temperature evolution of the energy and linewidth of the A1

1g,
E3

2g, and A2
1g modes between 80 and 300 K. Upon heating

the sample, both the energy and linewidth of A1
1g and A2

1g
symmetry modes exhibit a small but sudden discontinuity at
about 150 K [Figs. 2(a) and 2(e)]. An apparent discontinuity
in energy of all analyzed Raman modes is again present at
temperatures around 220 K. In the same temperature range
the linewidths of these Raman modes show a clear deviation
from the standard anharmonic behavior [27–31].

Apart from the anomalies in the phonon spectra, a closer
inspection of the temperature-dependent Raman spectra mea-
sured in the parallel polarization configuration reveals a
pronounced evolution of the Raman continuum [Fig. 3(a)].
For the analysis we have used a simple model including
a damped Lorentzian and linear term, χ ′′

cont ∝ a�ω/(ω2 +
�2) + bω [32], where a, b, and � are temperature-dependent
parameters. Figure 3(b) summarizes the results of the analysis
with the linear term omitted (most likely originating from a lu-
minescence). At approximately the same temperatures, where
phonon properties exhibit discontinuities, the continuum tem-
perature dependence manifests nonmonotonic behavior. The
maximum positions of the curve were obtained by integrating
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FIG. 2. Energy and linewidth temperature dependence of A1
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2g [(c) and (d)], and A2

1g [(e) and (f)] phonon modes in
Fe3−xGeTe2.

those shown in Fig. 3(b). The inset of Fig. 3(b) shows the
temperature evolution of their displacements. This analysis
confirms the presence of discontinuities in the electronic con-
tinuum at temperatures around 150 and 220 K, which leaves
a trace in the phonon behavior around these temperatures
(Fig. 2). While we do not have evidence for the Kondo effect
in the Fe3−xGeTe2 crystals we measured, a modification of
the electronic background at FM ordering due to localization
or the Kondo effect cannot be excluded.

The temperature evolutions of the phonon self-energies and
the continuum observed in the Raman spectra of Fe3−xGeTe2

suggest the presence of phase transition(s). Magnetization
measurements of the samples were performed as described in
Ref. [13], revealing a FM-PM transition at 150 K. Thus, the
discontinuity in the observed phonon properties around this
temperature can be traced back to the weak to moderate spin-
phonon coupling. The question remains open regarding the
anomaly observed at about 220 K. As previously reported, the
Curie temperature of the Fe3−xGeTe2 single crystals grown
by the CVT method is between 220 and 230 K [11,12,14],
varying with the vacancy concentration, i.e., a decrease in the
vacancy content will result an increment of TC [15]. On the
other hand, the Fe3−xGeTe2 crystals grown by the self-flux
method usually have a lower Curie temperature, since the
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FIG. 3. (a) Raman spectra of Fe3−xGeTe2 at four temperatures
measured in a parallel polarization configuration. Solid lines rep-
resent the theoretical fit to the experimental data. (b) Temperature
evolution of the electronic continuum after omitting the linear term.
Inset: Displacement of the maximum of fitted curves.

vacancy content is higher [13,15]. Crystals used in the Raman
scattering experiment presented here were grown by the self-
flux method with a Fe vacancy content of x ≈ 0.36 [13]. This
is in good agreement with our EDS results of x = 0.4 ± 0.1,
giving rise to the FM-PM transition at 150 K. Nevertheless,

FIG. 4. SEM image of a Fe3−xGeTe2 single crystal.

FIG. 5. EDS mapping on a Fe3−xGeTe2 single crystal. (a) Sec-
ondary electron image of the crystal with the mapping performed
within the rectangle. (b)–(d) Associated EDS maps for Fe, Ge, and
Te, respectively.

an inhomogeneous distribution of vacancies may result the
formation of vacancy depleted “islands” which in turn would
result in an anomaly at 220 K similar to the one observed in
our Raman data. However, the EDS data (see Fig. 5) do not
support this possibility. At this point we can only speculate
that while the long-range order temperature is shifted to a
lower temperature by the introduction of vacancies, short-
range correlations may develop at 220 K.

IV. CONCLUSION

We have studied the lattice dynamics of flux-grown
Fe3−xGeTe2 single crystals by means of Raman spectroscopy
and DFT. Four out of eight Raman active modes, two A1g

and two E2g, have been observed and assigned. DFT cal-
culations are in good agreement with experimental results.
The temperature dependence of the A1

1g, E3
2g, and A2

1g mode
properties reveals a clear fingerprint of spin-phonon cou-
pling, at a temperature of around 150 K. Furthermore, the
anomalous behavior in the energies and linewidths of the
observed phonon modes is present in the Raman spectra at
temperatures around 220 K with the discontinuity also present
in the electronic continuum. Its origin still remains an open
question, and requires further analysis.
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APPENDIX A: ELECTRON MICROSCOPY

In order to examine the uniformity of Fe3−xGeTe2, Scan-
ning electron microscopy (SEM) was performed on as-
cleaved crystals. It can be seen from Fig. 4 that the crystals
maintain uniformity for several tens of microns. Furthermore,
the elemental composition was obtained using EDS mapping,
as shown in Fig. 5. The atomic percentage, averaged over
ten measurements, is 47%, 17%, and 36% (±2%) for Fe, Ge,
and Te, respectively, with the vacancy content x = 0.4 ± 0.1.
The maps associated with the selected elements appear homo-
geneous, as they are all present uniformly with no apparent
islands or vacancies.

APPENDIX B: DATA MODELING

In order to obtain the temperature dependence of the
energies and linewidths of the observed Fe3−xGeTe2 phonon
modes, the Raman continuum, shown in colored lines in

TABLE II. Top panel: Comparison of calculated energies of
Raman active phonons using relaxed (R) and experimental [nonre-
laxed (NR)] lattice parameters for the magnetic (M) and nonmagnetic
phase (NM), given in cm−1. Obtained experimental values in the
magnetic phase at a temperature of 80 K are given in the last column.
Bottom panel: Comparison of calculated energies of infrared optical
phonons of Fe3−xGeTe2.

Raman active modes

Calculations

Sym. NM-R M-R NM-NR M-NR Experiment (M)

E 1
2g 28.4 49.6 33.9 50.2

E 1
1g 79.2 70.2 71.7 70.3

E 2
2g 115.5 121.0 100.0 122.2 89.2

A1
1g 151.7 139.2 131.7 137.2 121.1

E 2
1g 225.5 206.0 194.3 209.5

E 3
2g 238.0 232.6 204.9 228.6 214.8

A2
1g 272.0 262.6 235.7 233.4 239.6

E 4
2g 362.0 337.6 315.4 334.7

Infrared active modes

A1
2u 70.7 96.6 73.5 92.7

E 1
1u 112.5 121.2 89.4 121.6

A2
2u 206.0 162.5 183.1 153.7

E 2
1u 226.4 233.6 192.1 231.3

A3
2u 271.8 248.6 240.8 241.0

E 3
1u 361.1 336.6 314.7 334.7

Fig. 3(a), was subtracted for simplicity from the raw Raman
susceptibility data (black line). The spectra obtained after the
subtraction procedure are presented in Fig. 6 (black line) for
various temperatures. Because of the finite resolution of the
spectrometer and the fact that line shapes of all the observed
phonons are symmetric, the Voigt line shape (�G = 0.8 cm−1)
was used for data modeling. Blue, yellow, and green lines in
Fig. 6 represent fitting curves for A1

1g, E3
2g, and A2

1g phonon
modes, respectively, whereas the overall spectral shape is
shown in the red line.

APPENDIX C: EXPERIMENTAL DETAILS

Before being placed in a vacuum and being cleaved, the
sample was glued to a copper plate with GE varnish in order to
achieve good thermal conductivity and prevent strain effects.
Silver paste, as a material with high thermal conductivity, was
used to attach the copper plate with the sample to the cryostat.
The laser beam spot, focused through an Olympus long-
range objective of × 50 magnification, was approximately
6 μm in size, with a power less than 1 mW at the sample
surface. A TriVista 557 triple spectrometer was used in the
subtractive mode, with a diffraction grating combination of
1800/1800/2400 grooves/mm and the entrance and second
intermediate slit set to 80 μm, in order to enhance stray light
rejection and attain good resolution.
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APPENDIX D: CALCULATIONS

In Table II the results of DFT calculations are pre-
sented for magnetic (M) and nonmagnetic (NM) relaxed
and experimental lattice parameters. For comparison, the

experimental results are shown in the last column. Since the
lattice parameters strongly depend on the Fe atom deficiency,
the best agreement with experimental results gives the mag-
netic nonrelaxed solution.
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We report a temperature- and magnetic-field-dependent Raman-scattering study of the spin-ladder compound
BaFe2Se2O. Temperature evolution of the B1g mode self-energies revealed anomalous behavior at about 100
and 240 K with strong temperature-dependent Fano asymmetry. Furthermore, the Ag modes integrated intensity
exhibits an additional change in tendency at about 50 K. All the observed anomalies can be traced back to
spin-phonon interaction contributions as well as multiple magnetic phase transitions present in BaFe2Se2O also
detected in the Raman continuum induced by the spin fluctuations. Moreover, the absence of magnetic-field
dependence of the magnetic mode observed at 436 cm−1 and the small linewidth and high intensity are different
from the magnetic modes at about 650 cm−1. This suggests a two-magnon continuum and a two-magnon bound
state resonance for this mode.

DOI: 10.1103/PhysRevB.99.144419

I. INTRODUCTION

Quantum spin ladders have attracted much interest because
of their fascinating properties and their possible relevance
to the phase diagram of high-temperature superconducting
cuprates [1–4]. The ground-state properties and the quasipar-
ticle spectrum of the two-leg spin ladder have been studied
theoretically [5–9] and experimentally [10–14]. Generally
these systems may host various competing magnetic phases
that are in close proximity.

Raman scattering offers a unique and powerful tool for
probing lattice, spin, and charge excitations as well as inter-
play between them [4]. In the undoped spin ladder compound
La6Ca8Cu24O41, the ladders contribute to a very broad two-
triplet Raman line shape whose position is slightly different
for leg-leg and rung-rung polarizations [15] in accordance
with theoretical models [16]. However, in the spin-ladder and
charge-ordered compound Sr14Cu24O41, only a particularly
sharp peak is observed at the same frequency for both po-
larizations [12,15]. Here, the spin-ladder (antiferromagnetic
dimer) structure magnon related modes appear in the form of
singularities of one-dimensional density of two-magnon states
[11].

The iron-based compound BaFe2Se2O is an experimental
realization of a two-leg ladder structure [17–19]. In this
compound, all iron ions are in the Fe2+ oxidation state with

*Corresponding author: qmzhang@ruc.edu.cn

a high spin S = 2. The Fe2Se2O planes containing weakly
coupled ladders are stacked along the c crystallographic axis.
The ladder legs and rungs are along the b and a crystallo-
graphic axis, respectively. The basic magnetic properties of
BaFe2Se2O have been characterized by magnetic suscepti-
bility and specific-heat measurements [17,18]. The magnetic
susceptibility shows a broad maximum at Tmax ≈ 450 K and
three successive magnetic phase transitions at T ≈ 240, 115,
and 43 K with Tmax explained as due to the short-range corre-
lation of the local moments [17] and the three magnetic phase
transitions explained as either due to the antiferromagnetic
phase transition (240 K) or due to the formation of spin-singlet
dimers (115 and 43 K) [18]. Surprisingly, the specific-heat
measurements indicate that the magnetic entropy up to 300 K
is much smaller than the expected value. Local-spin-density-
approximation calculations [17] suggest that the interaction
along the rungs J is more than three times stronger than
the interladder interaction J ′, whereas the interaction along
the legs J ′′ can be neglected. A lattice dynamics study of
BaFe2Se2O was recently reported by Popović et al. [19]. They
also observed a magnetic excitation related structure in the
form of a magnon continuum with peaks corresponding to
the singularities in the one-dimensional density of magnon
states. In order to clarify the unusually large intensity of the
lower-energy (magnon) peak and the origin of the B1g modes
line-shape asymmetry, a systematic Raman study, particularly
in magnetic fields, is highly required.

In this paper, we report temperature- and field-dependent
Raman-scattering measurements on BaFe2Se2O. The
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temperature-dependent Raman spectra indicate the absence
of a structural phase transition between 10 and 300 K,
consistent with a moderate spin-phonon coupling. The
Raman continuum observed only in the parallel polarization
suggests strong spin fluctuations, and allows us to identify
magnetic phase transitions at about 50, 100, and 240 K. The
intensity of the sharp magnetic mode at 436 cm−1 exhibits
a strong nonmonotonic field-dependent behavior with no
observable energy shift with external magnetic fields up to
9 T. It is interpreted in terms of the two-magnon continuum
and a two-magnon bound state resonance. The present
study provides the fundamental lattice and spin dynamics
information on BaFe2Se2O and deepens the understanding of
magnetic excitations in low-dimensional spin systems.

II. EXPERIMENTS

The BaFe2Se2O single crystals used in this study were
grown using the self-flux method. The details of crystal
growth can be found elsewhere [18]. The average stoichiom-
etry was checked using energy-dispersive x-ray spectroscopy
(EDS; Oxford X-Max 50). The average atomic ratios deter-
mined from EDS are Ba:Fe:Se =1.0:1.9(2):2.0(2), close to the
ratio of stoichiometric BaFe2Se2O. The presence of oxygen
was confirmed for BaFe2Se2O, but the exact amount could
not be quantified because of experimental limitations.

Freshly cleaved samples of (001) orientation were trans-
ferred into a UHV cryostat with a vacuum of better than 10−8

mbar. Temperature-dependent Raman spectra were collected
with a Jobin Yvon LabRam HR800 spectrometer equipped
with a volume Bragg grating low-wave-number suite, a liquid-
nitrogen-cooled back-illuminated charge-coupled device de-
tector, and a 633-nm laser (Melles Griot) with �σ < 0.1 cm−1.
The laser was focused into a spot of ∼5 μm in diameter on the
sample surface, with a power <100 μW, to avoid overheat-
ing. Magnetic-field-dependent Raman spectra were collected
with a Jobin Yvon T64000 spectrometer also equipped with
a liquid-nitrogen-cooled back-illuminated CCD. A 532-nm
diode-pumped solid-state laser (Torus 532; Laser Quantum)
was used as an excitation source. The laser was focused onto
the samples with a spot size of 5–10 μm in diameter. The
laser power was maintained at a level of 300 μW and mon-
itored with a power meter (Coherent Inc.). Magnetic fields
were generated up to 9 T using a superconducting magnet
(Cryomagnetics) that has a room-temperature bore that is
suitable for a microscope lens. The magnetic-field direction
was perpendicular to the (001) plane of the sample.

In this paper, the Porto notation i( jk)l is used for the
scattering geometry, where i and l denote the direction and
j and k the polarization of the incident and scattered light,
respectively, and u stands for unpolarized light.

III. RESULTS AND DISCUSSION

A. Lattice dynamics and spin-phonon coupling

BaFe2Se2O crystallizes in the orthorhombic crystal struc-
ture, described with space group Pmmm, with Ba and O atoms
having C2v site symmetry, whereas Fe and Se atoms have
Cs site symmetry [19]. The symmetry analysis yields a total
of 18 Raman-active modes �Raman = 6Ag + 2B1g + 6B2g +

FIG. 1. Identification and temperature dependence of phonon
modes in BaFe2Se2O. No change of crystal structure fingerprint was
observed in the phonon spectra down to 10 K.

4B3g, out of which, according to the Raman tensors below and
the selection rules, only eight (6Ag + 2B1g) are observable for
our scattering geometry.
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Figure 1 shows the temperature evolution of the BaFe2Se2O
Raman spectra in the temperature range between 10 and
300 K, in which eight phonon modes are observed. Accord-
ing to the lattice dynamical calculations [19], four Ag and
two B1g modes can be well assigned, as shown in Fig. 1.
In addition to the Ag and B1g symmetry modes, two peaks
at about 75.2 and 153.3 cm−1 were also observed, which
we previously attributed to new phonon modes due to the
possible change of crystal symmetry accompanying the mag-
netic phase transition at TN = 240 K [19]. As can be seen
in Fig. 1, these peaks are also observable in our data even
above TN , indicating different origin. Energies are consistent
with B1

2u and B2
2u infrared-active phonon modes, theoretically
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FIG. 2. Anomalies of B1g modes induced by spin-lattice cou-
pling. (a) Temperature dependence of Raman spectra for the c(ab)c̄
polarization configuration, in which only the B1g modes can be ob-
served. The solid black line is a fit to a Fano line shape. Temperature
dependence of the (b) frequency shift, (c) linewidth, and (d) Fano
asymmetry parameters |1/q| of B1

1g (left axis, black) and B2
1g (right

axis, red) modes. The solid lines in (b) represent a fit to Eq. (1)
and the dotted line in (c) represents the behavior expected from
anharmonicity.

predicted by density functional theory calculations [19], and
we assign them accordingly. Their observability in Raman
data may stem from the release of symmetry selection rule
by the structural imperfections. In our previous paper [18],
Mössbauer data suggested oxygen deficiency, i.e., O1−x com-
position for BaFe2Se2O. This might be the source of structural
imperfections.

First, we focus on B1g phonon modes, which display a
pronounced asymmetry at high temperatures (T > TN ) that
is suppressed at low temperatures (T � TN ), as can be seen
in Fig. 2(a). Having in mind small instrumental broadening,
the analysis of the line shape was preformed by using Fano
function alone [20,21]: I (ω) = I0(q + ε)2/(1 + ε2), where
ε = (ω − ω0)/�, ω0 is the bare phonon frequency, � is the
linewidth, and q is the asymmetry parameter [22]. Frequency
shift, linewidth, and Fano asymmetry parameter |1/q| for both
modes as a function of temperature are presented in Figs. 2(b),
2(c), and 2(d), respectively. Whereas they exhibit very similar

temperature dependence, upon heating from 10 K a small
deviation from the “standard” anharmonic type of behavior
can be noticed at about T1 = 100 K accompanied by the ap-
pearance of the line-shape asymmetry. Further heating results
in a significant renormalization of the phonon self-energies
around TN with the Fano asymmetry parameters reaching
maximum value in the same temperature region.

The pronounced Fano asymmetry observed for the B1g

modes above TN [Fig. 2(d)] indicates strong coupling to a
continuum of excitations. Here we attribute the continuum
to the magnetic scattering stemming from the spin fluctua-
tion, which will be further discussed below. In comparison,
an electronic mechanism for the continuum is unlikely as
BaFe2Se2O is electrically insulating with a transport gap of
1.86 eV [17]. According to the lattice dynamical calculations
[19], the B1g modes are mainly due to the vibration of Fe
and Se atoms along the b axis which mediate the magnetic
interaction. Therefore, one could expect B1g modes to couple
to the magnetic scattering.

The coupling of B1g modes to the spin system is also
reflected in the abnormal behaviors of their linewidth. To
demonstrate this, we have included in Fig. 2(c) plots of
the behavior expected from anharmonicity, �(T ) = �0[1 +
2/(eh̄ω/2kBT − 1)]. The fit strongly deviates already around
170 K, implying an additional relaxation mechanism which
we ascribe to spin-phonon coupling. Such coupling is very
pronounced in low-dimensional spin dimer systems, as well
as in two- and three-dimensional frustrated spin systems
[23–25].

In order to estimate the spin-phonon coupling constant in
BaFe2Se2O, we may approximate phonon frequency temper-
ature dependence as

ω(T ) = ω(0) − C

(
1 + 2

ex − 1

)
+ λ〈SiS j〉, (1)

where ω(0) is the harmonic frequency of an optical mode
at zero temperature, x = h̄ω(0)/2kBT , λ is the spin-phonon
coupling constant, 〈SiS j〉 represents the spin-spin correlation
function, and C is an anharmonic constant. The second term in
Eq. (1) describes the anharmonic phonon contribution based
on symmetrical optical phonon decay into acoustic phonons
[26], whereas the third term represents the contribution from
the spin-phonon coupling based on the Baltensperger and
Helman model [27,28]. If we take into account only the
nearest-neighbor interactions, the spin-spin correlation func-
tion 〈SiS j〉χ can be written as [25]

〈SiS j〉χ = kBT χm(T )

NAg2μ2
B

− S(S + 1)

3
, (2)

where g = 2, S = 2, and the magnetic susceptibility χm(T )
is given in Ref. [18]. We can now analyze the B1g symme-
try modes frequency temperature dependance within Eq. (1)
[see solid lines in Fig. 2(b)]. This yields the spin-phonon
coupling constants λ(B1

1g) = 1.8 cm−1, λ(B2
1g) = 12.8 cm−1,

and the anharmonic constant C(B1
1g) = 0.33 cm−1, C(B2

1g) =
4.76 cm−1. The individual contribution due to anharmonic
and spin-phonon coupling can be found in Fig. 5 in Appendix
A. Obtained spin-phonon coupling constants are smaller than
those in the spin-Peierls system CuGeO3, where spin-phonon
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FIG. 3. (a) Integrated intensity of the A1
g, A2

g, and A3
g symmetry

modes as a function of temperature. (b) Temperature evolution of
Raman susceptibility data for BaFe2Se2O obtained in parallel scat-
tering configuration. The pronounced Raman continuum evolution
is observable only in parallel [i.e., (aa) or (bb)] and absent in
cross polarization configurations [i.e., (ab) or (ba)] (not shown).
(c) Temperature dependence of dynamical susceptibility χdynamic(T )
obtained from the Raman data.

coupling constants of λ103 = −10 cm−1, λ215 = 40 cm−1,
λ366 = −21 cm−1, and λ812 = −8 cm−1 were found [29].
Thus moderate spin-phonon coupling constants in BaFe2Se2O
may account for the absence of a structural phase transition at
the magnetic phase transition.

Now we turn our attention to the Ag symmetry modes. As
can be seen from Fig. 3(a), the integrated intensity temper-
ature dependence of the analyzed Ag modes exhibits clear
discontinuity at TN . In addition, another change in tendency
has been observed at about T2 = 50 K.

Whereas the phonon anomalies at TN can be directly traced
back to the spin dynamics, the origin of the phonon anomalies
at T1 and T2 is not clear. To clarify this, we analyze the
Raman continuum that nonmonotonically develops in the A1g

channel with temperature [see Fig. 3(a)], as expected for
the (quasi-) one-dimensional spin systems [30–32]. Directly
from the Raman data, dynamic Raman susceptibility [33] can
be calculated using the Kramers-Kronig relation χdynamic =
limω→0χ (q = 0, ω) ∝ ∫ ∞

0
χ ′′
ω

dω. Since we do not attempt
to quantitatively analyze the spin-fluctuation contributions,
which falls beyond the scope of our work, but to pinpoint pos-
sible magnetic phase transition, we approximate χdynamic(T )
as an integral of the Raman conductivity data after excluding
the contributions from phonons. As can be seen in Fig. 3(c),
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FIG. 4. Identification of magnetic excitations in BaFe2Se2O.
(a) Field-dependent Raman spectra, measured at 10 K with 532-
nm laser line (solid lines). The spectrum (dotted line) collected at
0 T with a 633-nm laser are also shown for comparison. Inset:
Schematic spin excitation spectrum of BaFe2Se2O. The green dashed
line represents a possible two-magnon bound state. Field dependence
of the (b) energy and (c) intensity of the M0 mode. Inset of (b):
Schematic representation of the periodic magnetic structure in the
(ab) plane. J represents Fe-O-Fe antiferromagnetic (AFM) exchange
interaction along the rungs; J ′ is the interladder Fe-Se-Fe AFM
exchange interaction. J ′′ is the ferromagnetic Fe-Se-Fe exchange
interaction along the ladder legs and can be neglected.

χdynamic(T ) strongly increases upon approaching TN after
which it saturates in the paramagnetic phase where the spins
are not correlated. At low temperatures it develops two peak-
like features coinciding with observed anomalies in the lattice
dynamic thus indicating their spin dynamics related origin.
Furthermore, χdynamic(T ) exhibits good agreement with the
previously reported magnetic susceptibility data [18], indicat-
ing additional magnetic phase transitions in BaFe2Se2O at low
temperatures.

B. Two-magnon Raman scattering

The two asymmetric peaks at 436 and 653 cm−1 (see
Fig. 4) have been reported before and assigned as a magnetic
excitation related structure due to their special polarization
and temperature-dependent characterizations [19]. However,
the extremely high intensity of the 436 cm−1 (M0) mode
suggests an additional mechanism that comes into play, other
than those manifested with the 653 cm−1 mode. In particular,
compared with the linewidth of two-magnon modes in other
two-dimensional (2D) spin systems, the M0 linewidth of only
∼5 cm−1 at 15 K is quite unusual for a 2D spin-ladder sys-
tem. For example, the linewidth of the two-magnon mode is
∼800 cm−1 for Sr2Cu2O2Cl2 [34], whereas it is ∼500 cm−1

in La6Ca8Cu24O41 [13]. To the best of our knowledge, the
sharpest two-magnon mode so far was found in CaV2O5

with a width of more than 50 cm−1 [10], still one order of
magnitude larger than that in BaFe2Se2O.
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contribution to the temperature dependence of the energy of (a)
B1

1g and (b) B2
1g phonon modes obtained by fitting Eq. (1) to the

experimental data.

To clarify the origin of the unusual M0 mode, the
magnetic-field- and temperature-dependent Raman experi-
ments have been performed on BaFe2Se2O crystals [Fig. 4(a)
and Fig. 6 in Appendix B]. The field dependence of the
energy and intensity of the M0 mode are summarized in
Figs. 4(b) and 4(c). It can be seen that both the M0 energy
and the linewidth are nearly field independent, whereas the
intensity exhibits a strong nonmonotonic field dependence.
The intensity slightly increases with magnetic fields below
3 T, but quickly drops down above 3 T and almost vanishes
for B = 9 T. A closer inspection of the 653-cm−1 peak
magnetic-field-dependent spectra reveals its two-peak nature
(M1′ and M1′′; see Fig. 4). Both peaks harden up to 3 T
after which they soften. Whereas the M1′ intensity follows
the M0 mode behavior, M1′′ experiences a constant gain of
intensity. The strong field dependence of M0, M1′, and M1′′ as
well as their special polarization and temperature-dependent
characterizations [19] confirms that these modes are indeed
magnon related, but not due to some structural imperfections.

In general, several theoretical scenarios can be considered
to account for the strength and sharpness of the magnon
modes in the 2D system: (i) backfolding of the triplet disper-
sion due to charge ordering [13]; (ii) large anisotropy of the
magnetic exchanges along rung and leg directions [35]; and
(iii) the resonance between the two-magnon continuum and a
two-magnon bound state [16,36]. In BaFe2Se2O, the origin
of dispersion backfolding can be excluded because of its
electrically insulating nature. Although the large anisotropy
between J ′′ and J explains the observation of the M0 mode
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FIG. 6. Temperature-dependent spectra of the M0, M1′, and M1′′

modes at 0 and 9 T.

at the given energy, it alone cannot account for the intensity
and its magnetic-field dependence. This kind of behavior can
be observed in the presence of the resonance between the
two-magnon continuum and a two-magnon bound state.

In low-dimensional antiferromagnets, a strong
magnon-magnon interaction induces a magnetic bound
state [31,37–40] that merges with the two-magnon continuum
at zero momentum (schematically shown in Fig. 4). This
allows a resonance at the bottom of the continuum and
contributes to the asymmetric line shape [36]. Such a
resonance can well explain the strength, sharpness, and
asymmetry of the M0 mode. The field dependence of the
M0 mode intensity provides further support for the picture.
External magnetic fields usually lead to a spin canting
or even a spin flop/flip transition [41] and consequently
modulate the magnon excitation spectrum. In BaFe2Se2O, the
modulation of the magnon excitation spectrum is evidenced
by the energy shift of the M1′ andM1′′ modes (Fig. 4). A
quantitative understanding of the M0, M1′, and M1′′ modes
magnetic-field dependence requires more theoretical work in
the future and goes beyond the scope of this paper.

IV. SUMMARY

In summary, a BaFe2Se2O temperature- and field-
dependent Raman-scattering study has been performed. The

144419-5



FENG JIN et al. PHYSICAL REVIEW B 99, 144419 (2019)

temperature evolution of the Raman-active modes indicates
that there is no structural phase transition accompanying
the magnetic phase transitions. Observed anomalies in the
phonon spectra can be traced back to moderate spin-phonon
interaction contributions as well as multiple magnetic phase
transitions present in BaFe2Se2O also detected in the Raman
continuum induced by the spin fluctuations. The anomalous
intensity of the M0 peak is attributed to the contribution
from the two-magnon continuum and a two-magnon bound
state resonance. The present study provides the fundamental
lattice and spin dynamics information on BaFe2Se2O and is
of significance for the understanding of magnetic excitations
in low-dimensional spin systems.
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APPENDIX A: ANHARMONIC AND SPIN-PHONON
CONTRIBUTIONS TO PHONON MODE ENERGIES

In this Appendix, we show the individual contribution
of anharmonic and spin-phonon terms to the temperature
dependence of the energy of the two B1g modes (Fig. 5),
which are obtained by fitting Eq. (1) to the experimental data.

APPENDIX B: TEMPERATURE- AND FIELD-DEPENDENT
RAMAN SPECTRA

To explore the origin of the magnetic scattering modes, we
performed temperature-dependent Raman experiments and
the collected spectra of the M0 M1’ and M1” modes at 0
and 9 T are shown in Fig. 6. One can see that these modes
exhibit distinctive temperature dependent behaviors, namely,
a characteristic decrease in energy and intensity, and an in-
crease in linewidth, with increasing temperature, reflecting
the renormalization of magnon energies and lifetimes by
thermally excited carriers.
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We present results from light scattering experiments on tetragonal FeS with the focus placed on lattice dynamics.
We identify the Raman active A1g and B1g phonon modes, a second order scattering process involving two acoustic
phonons, and contributions from potentially defect-induced scattering. The temperature dependence between 300
and 20 K of all observed phonon energies is governed by the lattice contraction. Below 20 K the phonon energies
increase by 0.5–1 cm−1, thus indicating putative short range magnetic order. Along with the experiments we
performed lattice-dynamical simulations and a symmetry analysis for the phonons and potential overtones and
find good agreement with the experiments. In particular, we argue that the two-phonon excitation observed in a
gap between the optical branches becomes observable due to significant electron-phonon interaction.

DOI: 10.1103/PhysRevB.97.054306

I. INTRODUCTION

In the iron based superconductors (IBS) magnetic order,
structure, nematicity, and superconductivity are closely inter-
related. Upon substituting atoms in the parent compounds the
properties change in a way that the shape of the Fermi surface
is generally believed to play a crucial role. Yet, the magnetic
properties were found recently to be more complex and to
depend also on the degree of correlation in the individual d

orbitals contributing to the density of states close to the Fermi
surface [1–3].

The influence of correlation effects seems to increase from
the 122 systems such as BaFe2As2 to the 11 chalcogenides
FeTe, FeSe, and FeS [4,5]. Surprisingly, the properties of the 11
class members differ substantially although they are isostruc-
tural and isoelectronic [3,6]: FeSe undergoes a structural
transition at Ts ∼ 90 K and displays electronic nematicity [7].
While long-range magnetic order cannot be observed down to
the lowest temperatures [7–10] the thermodynamic properties
and the Raman spectra strongly support the presence of short-
ranged magnetism [11,12]. Below Tc ∼ 9 K superconductivity
is observed [13] in pristine FeSe. In mono-layer FeSe Tc can
reach values close to 100 K [14,15].

*Present address: Physikalisches Institut, Goethe Universität, 60438
Frankfurt am Main, Germany.

†Present address: Fakultät für Physik E21, Technische Universität
München, 85748 Garching, Germany.

The replacement of Se by Te leads to slightly off-
stoichiometric Fe1+yTe which exhibits a simultaneous magne-
tostructural transition near 67 K [16] but is not superconducting
[17,18]. Finally, FeS having a superconducting transition at
Tc ∼ 5 K [19] remains tetragonal down to the lowest temper-
atures [20]. It is still an open question whether tetragonal FeS
hosts magnetic order. Obviously, the iron-chalcogenides are at
the verge of various neighboring phases and very susceptible to
small changes in the lattice and electronic structure. Yet direct
access to the competing phases is still very difficult in FeTe
and FeS because of the variation of the crystal quality across
the families.

Here, we choose a slightly different approach and do not
look directly at the electronic but rather at the lattice properties
in FeS close to potential instabilities and use the Raman-active
phonons as probes. We identify the A1g and B1g modes,
a two-phonon scattering process, and a fourth mode from
either defect-induced scattering or second-order scattering as
well. These results are in good agreement with numerical
calculations. Furthermore the temperature dependence of all
phononic modes supports the results reported in Refs. [21,22],
where emerging short range magnetic order at approximately
20 K was reported.

II. EXPERIMENT

Single crystals of FeS were synthesized as described else-
where [23]. Before the experiment the samples were cleaved
in air.

2469-9950/2018/97(5)/054306(11) 054306-1 ©2018 American Physical Society
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FIG. 1. Raman spectra of FeS at T = 80 K measured with light
polarizations as indicated. The inset shows the crystal structure of FeS
and the polarization directions with respect to the crystal orientation.

Calibrated customized Raman scattering equipment was
used for the experiment. The samples were attached to the cold
finger of a He-flow cryostat having a vacuum of approximately
5 × 10−5 Pa. For excitation we used a diode-pumped solid state
laser emitting at 575 nm (Coherent GENESIS). Polarization
and power of the incoming light were adjusted in a way that
the light inside the sample had the proper polarization state and,
respectively, a power of typically Pa = 3 mW independent of
polarization. The samples were mounted as shown in the inset
of Fig. 1. The crystallographic axes are a and b with |a| = |b|.
The c axis is parallel to the optical axis. a′ and b′ are rotated
by 45◦ with respect to a and b. The laser beam reached the
sample at an angle of incidence of 66◦ and was focused to a
spot of approximately 50 μm diameter. The plane of incidence
is the bc plane. By choosing proper in-plane polarizations of
the incident and scattered light the four symmetry channels
A1g , A2g , B1g , and B2g of the D4h space group can be accessed.
Additionally, for the large angle of incidence, exciting photons
being polarized along the b axis have a finite c-axis projection
and the Eg symmetry can also be accessed. For the symmetry
assignment we use the 2 Fe unit cell (crystallographic unit cell).

The observed phonon lines were analyzed quantitatively.
Since the phonon lines are symmetric and �L(T ) � ω(T ) the
intrinsic line shape can be described by a Lorentz function
with a central temperature dependent energy ω(T ) and a width
�L(T ) (FWHM). The widths turn out to be comparable to the
resolution σ of the spectrometer. Therefore, the Lorentzian
needs to be convoluted with a Gaussian having width �G ≡ σ .

III. THEORY

The electronic structure and the phonon dispersion were
calculated using density functional theory (DFT) and den-
sity functional perturbation theory (DFPT), respectively, [24]
within the QUANTUM ESPRESSO package [25]. The calculations
were performed with the experimental unit cell parameters
a = 3.6735 Å, c = 5.0328 Å, and z = 0.2602, where z is the
height of the sulfur atoms above the Fe plane in units of the
c axis [26]. We used the Vanderbilt ultrasoft pseudopotentials
with the Becke-Lee-Yang-Parr (BLYP) exchange-correlation
functional and s and p semicore states included in the valence
for iron. The electron-wave-function and density energy cut-

offs were 70 Ry and 560 Ry, respectively, chosen to ensure
stable convergence of the phonon modes. We used a Gaussian
smearing of 0.01 Ry. The Brillouin zone was sampled with a
16 × 16 × 16 Monkhorst-Pack k-space mesh. Our electronic
structure and phonon calculations are in agreement with
previously reported results [27,28].

The experimental positions of the S atoms entail a nonzero
z component of the force of 6 × 10−2 Ry/aB acting on them
with aB the Bohr radius. However, the relaxation of the z

positions of the S atoms would result in a large discrepancy
between the calculated and experimental energies of the optical
branches [28], whereas the phonon frequencies calculated from
experimental structure parameters are in good agreement with
the experiment (see Table II). When using the measured lattice
parameters, including atomic positions, some of the acoustic
phonons are unstable and do not have a linear dispersion at
small k. Upon relaxing the atomic positions the acoustic dis-
persion becomes linear and the energies at the zone boundary
decrease slightly. The energies of the optical branches, on the
other hand, increase by some 10%. Having all this in mind,
we choose to use the experimental lattice parameters stated
above. In this sense our calculations should be understood as
a compromise.

The phonon dispersion and the density of states were
calculated on a 6 × 6 × 6 Monkhorst-Pack k-point mesh, and
the dispersion is interpolated along the chosen line. The
calculated phonon dispersions of the experimental and relaxed
structures qualitatively coincide and display similar shapes and
a gap. Discrepancies only appear in the absolute energies.

The selection rules for two-phonon processes were calcu-
lated using the modified group projector technique (MGPT)
[29], which avoids summing over an infinite set of space group
elements.

IV. RESULTS AND DISCUSSION

A. Polarization dependence

Raman spectra of FeS for four linear polarization config-
urations at a sample temperature of T = 80 K are shown in
Fig. 1. Three peaks can be identified at 215, 265, and 305 cm−1.
The symmetric peak at 215 cm−1 shows up for aa, bb, and
a′b′ polarizations, but vanishes for ba polarization. Hence the
excitation obeys B1g selection rules and can be identified as
the out-of-phase vibration of iron atoms along the c axis. The
strongest slightly asymmetric peak at 305 cm−1 obeys A1g

selection rules with contributions of order 5% in ba and a′b′
polarizations from either leakage or defect-induced scattering.
An asymmetric Fano-type line shape can be acquired by cou-
pling a phonon to an electronic continuum. However, as shown
in Fig. 6 in the Appendixes, we find that the superposition of
two symmetric, yet spectrally unresolved peaks gives a better
agreement with the data than the description in terms of a Fano
function. The stronger peak at 305 cm−1 has A1g symmetry
with some remaining leakage. We therefore identify this mode
with the in-phase vibration of sulfur atoms along the c axis. The
second peak, labeled P2, appears in spectra with parallel light
polarizations and vanishes in ba, but has some contribution in
a′b′ polarizations, suggesting mixed A1g and B1g symmetry.
The third peak, labeled P1, is symmetric and appears only in
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FIG. 2. Raman spectra of FeS in bb polarization projecting A1g +
B1g + Eg symmetries measured at temperatures given in the legend.
The inset shows the light polarizations with respect to the crystal
orientation.

spectra with parallel light polarizations and thus has pure A1g

symmetry.

B. Temperature dependence

For properly assigning all observed modes and for getting
access to putative phase transitions we studied the temperature
dependence. Figure 2 shows Raman spectra in bb polarization
at 8, 40, and 300 K. The three peaks shift to higher energies
upon cooling. The fourth peak P2 cannot be resolved in the
raw data and can only be analyzed after a fitting procedure
(see Appendix B). The peak energies ω(T ) and the (intrinsic)
linewidths �L(T ) were determined as described at the end of
Sec. II. All four modes show a monotonous increase in energy
and decrease in linewidth upon cooling as shown in Fig. 3.
Below 20 K the increase in the energies accelerates. We first
address this overall behavior and disregard the anomaly around
50 K for the moment.

The shift and narrowing of all modes can be explained
in terms of lattice contraction using a constant Grüneisen
parameter γ and anharmonic decay into other phonon modes,
respectively. The change in the (Lorentzian) linewidth �L(T )
is given by [30]

�L(T ) = �L,0

(
1 + 2λph-ph

exp
(

h̄ω0
2kBT

) − 1

)
. (1)

The zero temperature limits �L,0 and ω0 were obtained by
extrapolating the respective experimental points of �L(T ) and
ω(T ) in the range 20 � T � 50 K to T = 0 (Fig. 3). With the
phonon-phonon coupling λph-ph being the only free parameter
the temperature dependence of �L(T ) can be described as
shown by red dashed lines in Fig. 3. The phonon energy ω(T )
contains contributions from both the anharmonic decay and the
lattice contraction, which depends essentially on the thermal
occupation of the phonons, and can be written as [31]

ω(T ) = ω0

[
1 − γ

V (T ) − V0

V0

−
(

�L,0√
2ω0

)2(
1+ 4λph-ph

exp
(

h̄ω0
2kBT

) − 1

)]
. (2)
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FIG. 3. Temperature dependence of energy and width of the four
observed phonon modes in FeS. Black squares show the phonon
energies ω; open circles denote the phonon linewidths �L. The red
dashed and solid lines represent the temperature dependencies of
the phonon linewidths and energies according to Eqs. (1) and (2),
respectively. For better visualizing the low-temperature part, the data
of this figure are plotted on a logarithmic temperature scale in Fig. 8
of Appendix D.

V (T ) and V0 are the volumes of the unit cell at temperatures
T and T → 0, respectively. The numbers for the calculations
are taken from Ref. [20]. The second term describes the effect
of phonon damping on the line position in the harmonic approx-
imation. Using λph-ph from Eq. (1), the Grüneisen parameter
γ is the only free parameter and is assumed to be constant.
The temperature dependencies ω(T ) resulting from the fits are
plotted in Fig. 3 as solid red lines. The numerical values for
parameters γ and λph-ph obtained from the T -dependent energy
and linewidth are compiled in Table I.

Below 20 K and around 50 K anomalies are found in the
experimental data as follows:

(i) At 50 K the peak energies of all four modes deviate
significantly from the otherwise smooth temperature depen-
dence. The nearly discontinuous increase in energy could
be reproduced for the A1g phonon and peak P2 in multiple
measurements. For the B1g phonon and mode P1 the anomaly
is not as clearly reproducible. The energy anomalies do not
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TABLE I. Symmetry, Grüneisen constant γ , and phonon-phonon
coupling parameter λph-ph of the four experimentally observed modes.

Mode Symmetry γ λph-ph

S A1g 2.2 1.68
Fe B1g 3.4 0.31
P1 A1g 2.4 0.25
P2 A1g + B1g 2.2 0.31

have a correspondence in the linewidth. As there is neither
an abrupt change in the lattice constants [20] nor any other
known phase transition close to 50 K the origin of this anomaly
remains unexplained although we consider it significant.

(ii) Upon cooling from 20 K to 4 K all four modes exhibit
sudden, yet small, increases in energy. The changes in width
are heterogeneous in that the A1g mode narrows and the B1g

mode broadens. No clear tendencies can be derived for modes
P1 and P2. Sudden changes in the temperature dependence
typically indicate phase transitions. Yet, no phase transition has
been identified so far. However, the anomaly at 20 K coincides
with the emergence of short range magnetic order as inferred
from two μSR studies [21,22]. Susceptibility measurements
on a sample from the same batch were inconclusive. On the
other hand, the XRD data show a small anomaly in the lattice
parameters and the unit cell volume does not saturate at low
temperature but rather decreases faster between 20 K and 10 K
than above 20 K [20]. This volume contraction by and large
reproduces the change in the phonon energies as can be seen
by closely inspecting the low-temperature parts of Fig. 3 (see
also Fig. 8). Hence the indications of short-range magnetism in
FeS found by μSR have a correspondence in the temperature
dependence of the volume and the phonon energies.

Clear phonon anomalies were observed at the onset
of the spin density wave (SDW) phases in 122 systems
[32–34] and of the more localized magnetic phase in FeTe [35],
whereas continuous temperature dependence of the phonons
was found in systems without long-range magnetism [36,37].
Upon entering the SDW state in the 122 systems the A1g (As)
mode softens abruptly and narrows by a factor of 3, whereas
the B1g (Fe) mode stays pinned and narrows only slightly [32].
The strong coupling of the As mode to magnetism was traced
back to the interaction of the Fe magnetic moment with the
Fe-As tetrahedra angle [38], which goes along with a change
of the c-axis parameter. In Fe1+yTe the roles of the B1g and
A1g modes are interchanged [35,39,40]. In contrast, all four
modes observed here in FeS harden below T ∗ ≈ 20 K being
indicative of a type of magnetic ordering apparently different
from that in the other Fe-based systems.

Very recently, commensurate magnetic order with a wave
vector of q = (0.25,0.25,0) was found in FeS below TN =
116 K using neutron powder diffraction [41]. In the Raman
spectra no anomalies can be seen around 120 K even if the range
is studied with fine temperature increments of 10 K as shown
in Appendix C. However, a small change in the temperature
dependence of the c-axis parameter is observed around 100 K
by XRD [20], which could be related to this type of magnetic
order. Since the influence on the volume is small there is no
detectable impact on the phonons.

TABLE II. Raman active phonon modes in t-FeS. Shown are the
symmetries, the theoretical predictions for the experimental lattice pa-
rameters at T = 0, and the atoms involved in the respective vibrations.
The experimental energies in the third column are extrapolations to
T = 0 of the points measured between 20 K and 50 K.

Phonon energy (cm−1)

Symmetry Calculation Experiment Atomic displacement

A1g 316.1 305.3 S
B1g 220.4 215.8 Fe
Eg 231.6 Fe, S
Eg 324.8 Fe, S

C. Analysis of the modes P1 and P2

Based on the energies, the selection rules, and the tempera-
ture dependence we first clarify the phononic nature of the two
lines P1 and P2, which cannot as straightforwardly be identified
as lattice vibrations as the in-phase sulfur and out-of-phase iron
vibrations at 305.3 and 215.8 cm−1. Second we derive their
origin from the phonon density of states (PDOS) calculated
for the zero-temperature limit.

All experimental energies for T → 0 were derived from the
points at low temperature as described in Sec. IV B (see also
Fig. 3). The results for the modes at the � point are summarized
in Table II and can be directly compared to the results of the
calculations. The discrepancies between the experimental and
theoretical energies for the Raman-active phonons are smaller
than 4%. The price for this accuracy in the optical energies is
an instability and possibly too high energies in the acoustical
branches at small and, respectively, large momentum (see
Sec. III).

The unidentified peaks P1 and P2 appear in the spectra
measured with aa polarization, where none of the electric
fields has a projection on the c axis. Thus they cannot have Eg

symmetry obeying ca and cb selection rules. In addition, the
observed energies would be relatively far off of the calculated
energies (see Table II). Both peaks exhibit temperature de-
pendencies similar to those of the two Raman-active phonons
and the Grüneisen parameters are close to the typical value
[42] of 2 and similar to those of the Raman-active phonons.
The phonon-phonon coupling parameters λph-ph derived from
the temperature dependence of the linewidths are close to 0.3
similar to that of the B1g phonon. λph-ph of the A1g phonon
is roughly five times bigger for reasons we address later. Yet,

because of the small prefactor (�L,0/
√

2ω0)
2 = O(10−3), the

contribution of phonon-phonon coupling to the temperature
dependence of ω(T ) remains negligible in all cases and
the phonon energies are essentially governed by the lattice
contraction. These considerations demonstrate the phononic
origin of the peaks P1 and P2.

In the second step we try to identify the phonon branches
to which P1 and P2 can be related. To this end the full
phonon dispersion and density of states (PDOS) were derived
as described in Sec. III and are plotted in Fig. 4.

Independent of using the relaxed or experimental structure,
P1 is located in the gap of the (theoretical) PDOS and cannot
result from first order defect-induced Raman scattering. What
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gray-shaded area marks the gap in the phonon dispersion. The disper-
sion shown here is derived using experimental lattice parameters. For
this reason some of the acoustic phonons are unstable and do not have
a linear dispersion around the � point. Upon relaxing the structure
the acoustic dispersion becomes linear at �, and the energies at the
zone boundary decrease slightly. The energies of the optical branches,
on the other hand, increase by some 10%. M ′ = (0.4,0.4,0.0) and
A′ = (0.4,0.4,0.5). The experimental energies of the four observed
modes are shown as black lines.

alternatives exist for explaining P1? If we exclude exotic
explanations such as a collective mode for the reasons given
above the energy of ωP1 = 265 cm−1 can only be obtained by
the sum of two phonon modes having equal energy ωP1/2 and
momenta k and −k (for maintaining the q ≈ 0 selection rule).
As shown for various transition metal compounds including
TiN, ZrN, or NbC second-order phonon Raman scattering can
occur in the presence of defects [44]. Then first-order scattering
being proportional to the PDOS (modulo energy and symmetry
dependent weighting factors) is expected to be also substantial
if not stronger. Although our crystals are slightly disordered
there is no indication of substantial intensity at energies with
high PDOS as can be seen by directly comparing Figs. 1 and
4(b). Alternatively, second-order scattering can originate in
enhanced electron-phonon coupling [45]. In either case the
energies of two phonons add up as they get excited in a
single scattering process. Generally, no selection rules apply
for second order Raman scattering and the resulting peak would
appear in all symmetry channels [46]. Exceptions exist if the
phonon wave vectors coincide with high-symmetry points or
lines of the Brillouin zone.

From the phonon dispersion alone several phonon branches
having k and −k and energies in the range around ωP1/2 could
add up to yield 265 cm−1 (see Fig. 4). However, as explained in
Appendix F and shown in Table III for the space group P4/nmm

of t-FeS, theA1g selection rules of P1 exclude all nonsymmetric
combinations of branches (right column of Table III). On the
other hand, all symmetric combinations include A1g selection
rules for the two-phonon peak (left column of Table III) and
one has to look essentially for a high PDOS in the range ωP1/2.
As shown in Fig. 4(b) the PDOS has a maximum in the right
energy range. Since the maximum results from momenta away
from the high-symmetry points or lines (see Fig. 4) which alone
lead to pure A1g symmetry one expects also intensity in B1g and
Eg symmetry as opposed to the experiment. For exclusive A1g

selection rules only seven possibilities exist. Since phase space
arguments favor modes having a flat dispersion in extended
regions of the Brillouin zone the �, M , and/or A points are
unlikely to give rise to P1, and only the lines S = A − Z, � =
� − M , and V = A − M remain. The dispersion along the
S or � branch contributes very little to the PDOS. On the
high-symmetry line V a doubly degenerate branch would have
a flat dispersion [see Fig. 4(b)] and contributes substantially
to the PDOS but the energy of 150 cm−1 differs by 13%
from the expected energy of 132.5 cm−1. Instead of arguing
about the accuracy of the theoretical phonon energies (see
Sec. III) we looked at the dispersion close to but not strictly
on V where the contribution to B1g and Eg symmetries is
expected to be still very small, e.g., along M ′ − A′ [Fig. 4(b)].
A detailed inspection shows that the maximum of the PDOS
between 130 and 140 cm−1 comes from there. This explains
both the selection rules and the energy of P1 to within a few
percent.

Peak P2 cannot be explained in terms of one of the two Eg

phonons either. As opposed to P1 it is not inside the gap of
the PDOS and thus can originate from either first or second
order scattering. If P2 originates in second order scattering
in the same fashion as P1 there are five possibilities yielding
A1g + B1g but not Eg selection rules. As explained in the last
paragraph only the branches � = � − X and U = Z − R may
contribute. For the low PDOS there we consider also first order
defect-induced scattering for P2 to originate from. In fact, the
PDOS possesses its strongest maximum 5 cm−1 below the
(theoretical) A1g phonon exactly where P2 is found. In spite
of the very high PDOS here, the peak is weak explaining
the negligible contributions from first order defect-induced
scattering at lower energies. The high PDOS between 300 and
325 cm−1 may also be an alternative yet less likely explanation
for the weak contributions in crossed polarizations in the
energy range of the A1g phonon (Fig. 1).

Finally, we wish to clarify whether the large phonon-phonon
coupling λ

A1g

ph-ph found for the A1g Raman-active mode (see
Table I) is related to the appearance of P1. Due to the close
proximity of the energies the A1g mode apparently decays
into states close to those adding up to yield P1. The decay
is less restricted by symmetry leaving more options. For both
processes the phonon-phonon coupling has to be substantial
with the order of magnitude given by λ

A1g

ph-ph ≈ 1.7. Phonon-
phonon coupling is present in any type of material because
of the anharmonic potential. Defects enhance this effect [44].
Since FeS is a metal the phonon-phonon coupling goes at least
partially through electronic states and may be indicative of
enhanced electron-phonon coupling, λel-ph, as described, e.g.,
in Ref. [45]. The related contribution to λph-ph is then expected
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TABLE III. Two-phonon processes in FeS. The symmetry group of the FeS system is the space group P 4/nmm. For products of irreducible
representations (IRs) in the left column Raman active modes (RM) in decomposition are given in the right one. Raman active modes of FeS
are �+

1 (A1g), �+
2 (B1g), and two double degenerate �+

5 (Eg). �+
1 comes from vibrations of S atoms, �+

2 from Fe ones, and both atom types
contribute with one pair of �+

5 modes. For complex representations (V1,2,3,4 and all W ) the double index indicates that the real representation
is used, for example, V13 = V1 ⊕ V ∗

1 = V1 ⊕ V3. Irreducible representations of the space group given in Ref. [53] are used.

Overtones Combinations

IR products RM IR products RM
(phonon states) in decomposition (phonon states) in decomposition

[(�±
i )2] (i = 1,2,3,4) A1g �h

1 ⊗ �h
2 , �h

3 ⊗ �h
4 (h = ±) B1g

[(�±
5 )2] A1g , B1g �h

i ⊗ �h
5 (i = 1,2,3,4, h = ±) Eg

[(Xi)2] (i = 1,2) A1g , B1g , Eg X1 ⊗ X2 Eg

[(Mi)2] (i = 1,2,3,4) A1g M1 ⊗ M2,M3 ⊗ M4 B1g

[(�i)2] (i = 1,2,3,4) A1g M1 ⊗ M3, M1 ⊗ M4, M2 ⊗ M3, M2 ⊗ M4 Eg

[(�i)2] (i = 1,2,3,4) A1g , B1g �1 ⊗ �2, �3 ⊗ �4 B1g

[(V13)2], [(V24)2], [(V5)2] A1g �1 ⊗ �3, �1 ⊗ �4, �2 ⊗ �3, �2 ⊗ �4 Eg

[(W13)2], [(W24)2] A1g , B1g, Eg �1 ⊗ �2,�1 ⊗ �3, �2 ⊗ �4, �3 ⊗ �4 Eg

[(Y1)2] A1g , B1g , Eg V13 ⊗ V24 �+
2

[(Z±
i )2] (i = 1,2,3,4) A1g V13 ⊗ V5, V24 ⊗ V5 �+

5

[(Z±
5 )2] A1g , B1g W13 ⊗ W24 �+

5

[(Ai)2] (i = 1,2,3,4) A1g Zh
1 ⊗ Zh

2 , Zh
3 ⊗ Zh

4 (h = ±) B1g

[(Ri)2] (i = 1,2) A1g , B1g , Eg Zh
i ⊗ Zh

5 (i = 1,2,3,4, h = ±) Eg

[(Si)2] (i = 1,2,3,4) A1g A1 ⊗ A2, A3 ⊗ A4 B1g

[(Ui)2] (i = 1,2,3,4) A1g , B1g A1 ⊗ A3, A1 ⊗ A4, A2 ⊗ A3, A2 ⊗ A4 Eg

[(	i)2] (i = 1,2,3,4) A1g R1 ⊗ R2 Eg

[(	5)2] A1g , B1g S1 ⊗ S2, S3 ⊗ S4 B1g

[(T1)2] A1g , B1g , Eg S1 ⊗ S3, S1 ⊗ S4, S2 ⊗ S3, S2 ⊗ S4 Eg

U1 ⊗ U2, U1 ⊗ U3, U2 ⊗ U4, U3 ⊗ U4 Eg

	1 ⊗ 	2,	3 ⊗ 	4 B1g

	i ⊗ 	5 (i = 1,2,3,4) Eg

to be proportional to λ2
el-ph. This conclusion is compatible

with early results on the branch-dependent electron-phonon
coupling in LaFeAsOF, where the strongest effects are reported
for some �-point modes and the acoustic branches with inter-
mediate to large momenta [47]. λA1g

ph-ph > 1 and the two-phonon
peak P1 indicate that the electron-phonon coupling is possibly
larger than in the other Fe-based systems and reaches values up
to unity. In BaFe2As2, as an example from the pnictide family,
λ2

el-ph ≈ (1–4) × 10−2 < λph-ph ≈ 0.1 is reported [32,48,49].
On the other hand, one finds λ2

el-ph ≈ 0.4 < λph-ph ≈ 0.9 for
the Eg phonon in MgB2, being generally believed to be a
conventional superconductor [50,51]. Thus one may speculate
whether λel-ph might be even large enough in FeS to account
for a Tc in the 5 K range.

V. CONCLUSION

We have studied and identified phonons in tetragonal FeS
by Raman scattering. For the A1g sulfur and B1g iron mode
the DFT and DFPT calculations agree to within a few percent
with the experiment. A third observed peak within a gap in
the theoretical phonon density of states can be identified as a
second order scattering process involving two phonons. Both
the selection rules, based on the modified group projector tech-

nique, and the energy are in agreement with the experiment. A
fourth mode identified close to the A1g sulfur phonon can be
traced back to the biggest maximum of the PDOS and is most
likely activated by a small amount of defects.

The temperature dependence of all four modes is governed
by the contraction of the lattice, but shows anomalies at
50 K and below 20 K. The anomaly observed at 20 K has
a correspondence in the thermal expansion [20] and μSR
experiments [21,22], which indicate short-range magnetic
order. The long-range magnetic order observed recently by
neutron diffraction experiments [41] below TN = 116 K has
no correspondence in the Raman spectra.

The appearance of two-phonon scattering indicates strong
phonon-phonon scattering, which is likely to originate from
an electron-phonon interaction being enhanced in comparison
to other pnictides and chalcogenides. We argue that in FeS
the Tc can in principle entirely result from electron-phonon
interaction.
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APPENDIX A: MAGNETIZATION MEASUREMENTS

Figure 5 shows magnetization measurements on a t-FeS
sample from the batch studied in small applied fields. Measure-
ments were done on a Quantum Design MPMS XL-7 SQUID
magnetometer by cooling the sample to 2 K and sweeping

FIG. 6. Decomposition of the asymmetric phonon peak at
305 cm−1. Measured data are shown as black dots. The orange line
shows the sum of two Voigt profiles shown as blue and green lines,
respectively. The convolution of Fano and Gaussian (red line) deviates
in the peak flanks and the nearby continuum.
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FIG. 7. Temperature dependence of A1g and B1g phonon modes in
the temperature range between 80 K and 300 K. Black squares denote
the phonon energies; open circles denote the phonon linewidths.

the temperature at 0.1 K/min. When cooled without applied
field (ZFC, black curve) the sample shows a superconducting
transition with onset at 4.5 K and a center of the transition
at 3.6 K. When cooled in an applied field the magnetization
decreases only weakly in the superconducting state indicating
strong pinning.

APPENDIX B: DECOMPOSITION
OF THE LINE AT 305 cm−1

The peak at 305 cm−1 at low temperatures shows a sig-
nificant asymmetry towards lower energies (see also Fig. 1).
Coupling of the A1g phonon mode to an electronic continuum
by strong electron-phonon coupling would result in a line shape
given by the convolution of a Fano function and a Gaussian, the
latter representing the resolution of the spectrometer. We find,
however, that this does not yield a satisfactory description of the
measured line shape as can be seen from the red curve in Fig. 6,
and thus conclude that the asymmetry of the peak stems from
the overlap of two peaks which cannot be resolved separately.
The corresponding line shape is the sum of two Lorentzians
convoluted with a Gaussian which governs the resolution of
the setup. Due to the distributivity of the convolution this is
identical to the sum of two Voigt functions sharing the same
width �G of the Gaussian part. The overall spectral shape is
shown in Fig. 6 as an orange line and agrees excellently with the
data. The two contributing lines are shown in blue and green.
From the selection rules (see Fig. 1) we identify the blue curve
as the in-phase vibration of sulfur atoms in A1g symmetry. The
green line denotes a second mode P2, the origin of which is
discussed in the main text.
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APPENDIX C: DETAILED TEMPERATURE DEPENDENCE
FOR 80 � T � 300 K

Figure 7 shows the temperature dependence of the energies
ω and linewidths �(T ) (FWHM) from 80 K to 300 K mea-
sured in temperature increments of 10 K. Raman scattering
measurements were performed using a Jobin Yvon T64000
Raman system in micro-Raman configuration. A solid state
laser with 532 nm line was used as an excitation source.
Measurements were performed in high vacuum (10−6 mbar)
using a KONTI CryoVac continuous helium flow cryostat with
0.5 mm thick window. Laser beam focusing was accomplished
using a microscope objective with ×50 magnification. The
samples were cleaved right before being placed in the vacuum.
As can be seen from Fig. 7, there is no deviation from the
standard temperature behavior around 120 K.

APPENDIX D: TEMPERATURE DEPENDENCE
ON A LOGARITHMIC SCALE

To better illustrate the behavior of the phonons at low
temperatures Fig. 8 shows the experimental data and the
theoretical curves from Fig. 3 of the main text on a logarithmic
temperature scale. The region below 20 K is shaded light gray.
As explained in Sec. IV B all four modes show an increase
in energy below 20 K instead of the expected saturation,
indicative of the putative onset of short range magnetic order.
This effect manifests itself also in an incipient decrease of the
unit cell volume [20] and is visible in the theoretical results
for the phonon energies (full red lines). No clear tendency can
be seen for the linewidths. The energy anomaly found around
50 K is discussed in the same section.

APPENDIX E: SECOND SAMPLE BATCH

Figure 9 shows Raman spectra on a t-FeS sample from
a different batch (E256) taken at T = 310 K. The sample
was oriented the same way as described in the main text. All
three modes are visible for parallel light polarizations (bb), but
vanish for crossed polarizations (ba), confirming the selection
rules observed in the sample described in the main text. The
inset shows magnetization measurements on a sample from
batch E256 similar to the ones described in Appendix A. The
superconducting transition sets in at 4.1 K.

APPENDIX F: SELECTION RULES FOR TWO-PHONON
PROCESSES AND MGPT

In the multiphonon scattering process the system goes
from an initial vibrational state (ground vibrational state)
|0,0, . . .〉 to a final multiphonon state |nμ,nμ′ , . . .〉, where nμ

is the number of phonons in the same state μ and μ stands
for the entire set of quantum numbers (quasimomentum k,
angular momentum quantum number m, etc.). For two-phonon
processes the final vibrational state is the state with two
phonons in the same quantum state (double-phonon or the
first overtone state) or with two phonons in different states
(combination state). The corresponding matrix element for
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FIG. 9. Raman spectra of a t-FeS sample from a different batch
taken at T = 310 K in polarizations as given in the legend. The
inset shows magnetization measurements on a sample from this batch
similar to Appendix A.
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two-phonon Raman scattering is

〈0, . . . ,nμ,0, . . . |R|0,0, . . .〉,nμ = 2,overtones,

〈0, . . . ,nμ,0, . . . ,nμ′ , . . . |R|0,0, . . .〉,
nμ = nμ′ = 1,combinations, (F1)

where R is the Raman tensor. This matrix element should be a
scalar or should transform as unit representation of the system
space group S . The standard approximation for the Raman
tensor in infinite wavelength-light approximation for the non-
resonant case is the polarizability tensor, which transforms as
the (symmetrized) square of the vector representation, DR(S).
Decomposition of DR(S) gives irreducible representations of
the Raman active modes. The ground vibrational state trans-
forms as unit representation, whereas the final two-phonon
state transforms as symmetrized square, [(Dμ(S))2], of the
corresponding irreducible representation Dμ(S) (overtones) or
the direct product of two irreducible representations Dμ(S) ⊗
Dμ′

(S) (combinations). Symmetrization in the case of over-
tones comes from the bosonic nature of phonons. The matrix
element [Eq. (F1)] transforms as reducible representation

[(Dμ(S))2] ⊗ DR(S), for overtones, or
Dμ(S) ⊗ Dμ′

(S) ⊗ DR(S), for combinations. (F2)

It is a scalar if the decomposition of the representations
shown above contains the unit representation or, equivalently,
if the intersection of decompositions of [(Dμ(S))2] orDμ(S) ⊗
Dμ′

(S) and DR(S) is a nonempty set. To obtain selection rules
for two-phonon processes, following Birman’s original method
[52], it is enough to find the decomposition of [(Dμ(S))2]
(for overtones) and Dμ(S) ⊗ Dμ′

(S) (for combinations) for
all irreducible representations. If there is any representation

of the Raman active mode in those decompositions then
that overtone or two-phonon combination is symmetrically
allowed in the Raman scattering process. The decomposition
of the (symmetrized) square of the vector representation is
straightforward and is actually a finite dimensional point group
problem. On the other hand, decomposition of [(Dμ(S))2]
or Dμ(S) ⊗ Dμ′

(S) for any irreducible representation could
be a difficult task because space groups are infinite. In the
standard method based on character theory summation over
all group elements is used and it is a problem in the infinite
case. Therefore, it is necessary to apply a method which avoids
summation over group elements. As is proven in Ref. [29]
the modified group projector technique (MGPT) uses only
group generators and finite dimensional matrices. Actually,
the decomposition D(S) = ⊕μf

μ

DD(μ)(S) of the arbitrary
reducible representation D(S) into irreducible representations
is effectively a determination of the frequency numbers f

μ

D .
The MGPT expression for frequency numbers involves group
generators si only:

f
μ

D = TrF

(
S∏

i=1

F (D(si) ⊗ D(μ)∗ (si))

)
. (F3)

Here S is the number of group generators, F (X) is the projector
on the subspace of the fixed points of the operator X, and
Tr is the matrix trace (sum of the diagonal matrix elements).
Consequently, the problem is reduced to calculation of the
S + 1 projector to the fixed points. Technically, one looks for
the eigenspaces for the eigenvalue 1 of each of the operators
D(si) ⊗ D(μ)∗(si), finding projectors on them, then multiplies
the corresponding projectors, and repeats the procedure for the
whole product from Eq. (F3). The trace of the final projector
gives the corresponding frequency number.
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A B S T R A C T

We have employed micro-Raman spectroscopy to get insight into intrinsic biomolecular profile of individ-
ual mesenchymal stem cell isolated from periodontal ligament. Furthermore, these cells were stimulated
towards adipogenic, chondrogenic, and osteogenic lineages and their status of differentiation was assessed
using micro-Raman spectroscopy. In both cases, glass coverslips were used as substrates, due to their wide
availability and cost effectiveness. In all sample groups, the same type of behavior was observed, manifested
as changes in Raman spectra: the increase of relative intensity of protein/lipid bands and decrease of nucleic
acid bands. Comprehensive statistical analysis in the form of principal component analysis was performed,
which revealed noticeable grouping of cells with the similar features. Despite the inhomogeneity of primary
stem cells and their differentiated lineages, we demonstrated that micro-Raman spectroscopy is sufficient
for distinguishing cells’ status, which can be valuable for medical and clinical application.

© 2019 Published by Elsevier B.V.

1. Introduction

In the era of regenerative medicine development, stem cells are in
the center of attention, bringing hope for treating conditions and dis-
eases presently incurable. In general, these expectations arise from
unique qualities of these cells, which include self-renewal and multi-
lineage differentiation potential in vitro. When it comes to potential
clinical application of stem cells, from the aspect of differentiation
capacity, embryonic stem cells (ESCs) and induced pluripotent stem
cells (iPSCs) provide the greatest possibilities. However, it is well doc-
umented that both ESCs and iPSCs can form teratoma which directly
restricts their therapeutic application. On the other hand, consid-
ering relatively simple isolation procedures, without ethical issues
that follow manipulation of ESCs, mesenchymal stem cells (MSCs)
have advantage over ESCs and iPSCs. Therefore, MSCs are promising
agents in cell therapy and tissue engineering [1,2]. More than forty
years ago, MSCs were discovered in bone marrow, but today it is
known that this heterogenous population of cells resides in tissues
and organs throughout the adult organism, where their primary role

* Corresponding author.
E-mail address: nenadl@ipb.ac.rs.

is maintenance of tissue regeneration and tissue homeostasis [3,4].
According to The International Society for Cellular Therapy, minimal
criteria for characterisation of human MSCs are plastic adhesion with
expression of CD73, CD90, and CD105 surface markers and lack of
hematopoietic markers CD34-, CD45-, CD14-, CD79a-, HLA-DR-, and
multilineage differentiation potential into osteoblasts, adipocytes,
and chondroblasts [5]. Even though MSCs posses common cellular
features, it is generally accepted that, due to tissue origin, donor age,
culture conditions, these cells exhibit variable regenerative capac-
ity [6,7]. Along with differentiation potential, an important part in
considering MSCs as possible new therapeutic agents is their abil-
ity of immune response modulation (directly, through cell-to-cell
contact or indirectly, by secretion of soluble factors) [8]. Originally,
it was reported that MSCs can alter immune response in hypo-
immunogenic manner, but their role in immunity is still the subject
of extensive research [9].

Within regenerative dentistry, there is a great interest in devel-
opment of novel therapeutic strategies related to the recovery of
periodontium. As tooth supportive tissue, periodontium is directly
responsible for appropriate incorporation of synthetic implants
which today represents one of the main methods of medical treat-
ment for curing dental defects. However, damaged periodontal tis-
sue has limited capacity for regeneration and is often influenced
by inflammation that can severely hamper periodontal structure,
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disabling implantation and tooth restoration. Periodontal ligament
is a soft connective tissue which anchors tooth to the alveolar
bone. Hence, the exploration of human periodontal ligament stem
cells (hPDLSCs), as potential cell source for reconstructive dentistry,
strongly contributes to the improvement of periodontal therapies
[10-12]. Previously is demonstrated that PDLSCs fulfill criteria for
MSCs identification and characterisation [13,14], set by International
Society for Cellular Therapy [5,15]. Keeping in mind that the origin
tissue of PDLSCs is periodontal ligament and that the main role of
cells within this tissue is maintenance of mineralization level [16,17],
it is expected for PDLSCs to be more osteogenic than adipogenic
committed when compared to MSCs derived from other sources
[18,19].

Regarding heterogeneity of MSCs, carefully performed charac-
terisation of these cells and thoroughly monitored process of their
differentiation, before further manipulation, is of great significance
for their usage [20]. Various techniques are available in this field,
such as immunocytochemistry, flow cytometry, mass spectrome-
try or gene expression analyses. However, these methods mostly
imply disruption of cell integrity and, at the same time, they can
be time consuming and require expensive biomarkers for each cell
type [21]. Destructiveness comes out as the dominant drawback of
these techniques. This gives rise to a need for non-invasive, non-
destructive and fast technique, which would be able to monitor stem
cells behavior, including differentiation process [20,21]. Owing to its
features, Raman spectroscopy appears to be a promising candidate.
Regarding clinical applicability, no sample preparation or a mini-
mal preparation, is important feature of Raman spectroscopy. It is
also suitable for measurements in aqueous solutions. The outcome of
Raman scattering measurement is a vibrational spectrum in which
macromolecules, such as proteins, nucleic acids, carbohydrates, and
lipids, are presented with the most pronounced vibration modes of
different chemical bonds. Interactions of molecules are also visible.
Accordingly, Raman spectrum is a fingerprint of the analysed sam-
ple. In past decade, the interest in performing this type of analysis on
stem cells is well documented [21-30].

Currently, advanced Raman setups are used in biomedical
researches [31]. Most of the studies in the field of stem cells biol-
ogy were performed with more experimentally demanding Raman
spectroscopy experiments, such as Coherent anti-Stokes Raman
spectroscopy (CARS), Raman tweezers, Tip enhanced Raman spec-
troscopy (TERS), or Surface enhanced Raman spectroscopy (SARS),
due to their higher sensitivity. As far as we know, great number of
these studies were focused on live murine and human ESCs [22-26],
and spectral mapping of live and apoptotic ESCs [27], but the interest
in mesenchymal stem cells is also noticeable [28,29,21]. One of the
Raman studies on MSCs was performed to characterise the Raman
spectra of bone marrow-derived MSCs and to study the effect of dif-
ferent inducers on their differentiation towards osteogenic lineage
[30]. Further, Raman spectroscopy was assessed as the analytical tool
which could be used for characterisation and identification of rhe-
sus monkey mesenchymal stem cells from different age groups (fetal
to juvenile) [32]. Moreover, Raman spectroscopy was used to map
the distribution of different biomolecules within two types of stem
cells: adult human bone marrow-derived MSCs and human ESCs,
and to identify Raman spectral characteristics which distinguish
genetically abnormal and transformed stem cell from normal ones
[33]. Another study was dedicated to viability transitions detection
of umbilical cord mesenchymal stem cells (hUC-MSCs) by micro-
Raman spectroscopy, where the authors proposed that the viability
of hUC-MSCs can be described with three peaks of certain energies
[28].

Although numerous Raman studies of different stem cell lin-
eages have been performed [22-26], it is still unclear whether
Raman spectroscopy can unambiguously distinguish differentia-
tion status of primary stem cells such as hPDLSCs. In order to

address this matter, Raman scattering study of undifferentiated
and differentiated hPDLSCs (osteogenic, chondrogenic, and adi-
pogenic cells) has been performed. To assure multilineage mes-
enchymal differentiation capacity of hPDLSCs, standard biological
detection of adipogenesis, chondrogenesis, and osteogenesis was
conducted.

In general, the widespread applicability of this technique
demands simplicity of the experimental setup and the availability of
used substrates. In medicine, the most commonly used substrates are
made of glass, which may be challenging for Raman spectroscopy,
due to contributions to the sample spectrum. Besides limiting the
spectral region that can be probed in the light scattering experi-
ment it also hinders signal to noise ratio. The aim of this work was
to determine the analytical ability of micro-Raman spectroscopy in
commonly available experimental configuration, in order to assess
differentiation status of hPDLSCs, with minimal sample processing,
on glass substrates. Direct comparison of the primary hPDLSCs and
differentiated hPDLSCs Raman spectra, as well as statistical analy-
sis, revealed clear distinction between these groups. This approach
could vastly simplify diagnostics and promote clinical application of
MSCs.

2. Experiment

2.1. Isolation and Cultivation of Human Periodontal Ligament Stem
Cells

Human PDLSCs were isolated from normal impacted third molars,
as described elsewhere [14]. In brief, following the informed con-
sent, tissues were collected from healthy patients aging 18–25 years,
subjected to the procedure of tooth extraction for orthodontic rea-
sons, at the Department of Oral Surgery of the Faculty of Dental
Medicine, the University of Belgrade. All treatments were performed
according to the approved ethical guidelines set by Ethics Commit-
tee of the Faculty of Dental Medicine, the University of Belgrade
and Declaration of Helsinki. Directly after tooth extraction, peri-
odontal tissues were carefully detached from the mid-third of the
root surface, minced into small pieces and placed in a 25 cm2 flask
with Dulbecco’s modified Eagle’s medium (DMEM; PAA Laboratories,
Pasching, Austria) supplemented with 10% fetal bovine serum (FBS;
PAA Laboratories), 100 U/ml penicillin and 100 lg/ml streptomycin
(PAA Laboratories), and cultured at 37 ◦C in a humidified atmosphere
containing 5% CO2, with medium exchange every third day. When
the 80% to 90% confluence was reached, the cells were passaged reg-
ularly in growth medium (GM-DMEM with 10% FBS) using 0.05%
trypsin with 1 mM EDTA (PAA Laboratories) and for this study cells
from third to sixth passages were used. Further on, considering the
minimal criteria for characterisation of MSC [5] immunophenotype
of hPDLSCs and their multipotent differentiation capacity towards
osteogenic, chondrogenic, and adipogenic lineages were confirmed
as previously reported [14].

2.2. Sample Preparation

For Raman measurements, hPDLSCs were seeded on rounded
glass coverslips in 24-well plate (2 × 104 cells per well) and
grown in standard cultivation conditions. Simultaneously, cells
were seeded in 24-well plate (2 × 104 cells per well) to
follow differentiation by regular in vitro staining. When the
confluence was reached, cells were induced to differentiate
into osteogenic, chondrogenic and adipogenic lineages by spe-
cific differentiation medium. Osteogenic differentiation medium
contained DMEM supplemented with 5% FBS, 100 U/ml peni-
cillin/streptomycin, 50 lM ascorbic acid-2-phosphate and 10 mM b-
glycerophosphate (both from Sigma-Aldrich). Chondrogenic medium
contained DMEM with 5% FBS, 2 ng/ml of transforming growth
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factor-b1 (TGF-b; R&D Systems, Minneapolis, MN, USA), 50 lM
ascorbic acid-2-phosphate, 10 nM dexamethasone, 100 U/ml peni-
cillin/streptomycin. Adipogenic medium contained 5% FBS in DMEM,
100 U/ml penicillin/streptomycin, 100 lg/ml isobutyl-methyl xan-
thine (IBMX; Sigma-Aldrich), 1 lM dexamethasone and 10 lg/ml
insulin (Sigma-Aldrich). With regular medium exchange, osteogen-
esis and chondrogenesis were evaluated after three weeks of cul-
tivation, whereas adipogenesis was induced during four weeks. As
for the control samples, cells were cultivated in GM with 5% FBS
during the corresponding time. After this period, hPDLSCs were
washed with saline buffer, fixed with methanol for 10 min at room
temperature and washed with distilled water just before Raman
spectroscopy was performed. Standard in vitro examination of dif-
ferentiation process was performed after cells had been fixed and
stained with specific dye. Intracellular lipid droplets were observed
by Oil Red O (Merck Chemicals, Darmstadt, Germany) staining,
while Safranin O confirmed cartilage-specific proteoglycan forma-
tion. Alizarin red was used to visualize calcium deposition and
mineralization of extracellular matrix (see Fig. 1). Optical micro-
scope with digital camera was used for cell morphology analysis and
imaging.

2.3. l-Raman Spectroscopy

Raman scattering measurements were performed using TriVista
557 Raman system in backscattering l-Raman configuration. As an
excitation source, 532 nm laser line of the Coherent VerdiG laser
was used. The focusing on the sample was achieved by using ×100
microscope objective, NA = 0.80. The laser spot diameter in our
experimental configuration was ≈4lm. In order to avoid any possible
sample damage and/or temperature related effect, the laser power
at the sample plain was kept at low levels, ≈ 1 mW. Acquisition
time was 900 s. More details on Raman scattering experiment can be
found in the Section S1 of the Supplementary Information.

From the aspects of vibrational spectroscopy, which can inde-
pendently probe a single vibration within a molecule or a crystal,
biological samples consisting of various types of macro-molecules,
represent rather complicated systems. In these systems, only vibra-
tional bands, consisting of numerous vibrations of the same type,
can be taken into consideration, rather than a single vibration.
Consequently, the changes of biological system (e.g. single cell)
composition, may result in a change of certain Raman bands
intensities.

Fig. 1. Multilineage differentiation potential of hPDLSCs. (a) Oil Red O staining showed presence of intracytoplasmatic lipid droplets confirming adipogenic differentiation.
(b) Chondrogenic differentiation was demonstrated by positive staining of proteoglycans with Safranin O. (c) Positive Alizarin red staining of extracellular matrix mineralization
confirmed osteogenic differentiation.
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It should be taken into account that when probing a single cell,
due to its complex inner structure, there might be small variations in
Raman spectra for the data collected at different positions. To obtain
single spectra representative for each of the cells, recorded spectra
were averaged. The preliminary experiment involved investigation
of 54 cells of Batch 1. For every cell lineage, 9 hPDLSCs and 9 dif-
ferentiated cells were analysed by probing each cell at 10 randomly
chosen positions. The results of the analysis performed on the full set
of data as well as on the sub-set including three random positions,
revealed no qualitative difference. This implies that for our experi-
mental configuration and for the samples under investigation, three
randomly chosen positions are sufficient to make qualitative conclu-
sions. Having in mind statistical treatment of the results, a total of
1080 spectra from 360 cells were recorder and analysed in the main
experiment.

2.4. Data Processing and Analysis

Prior to the analysis, all Raman spectra were processed by sub-
tracting the contributions from substrate (see Fig. 2 (a)), as well as
biological fluorescence. No spectral smoothing of the samples spec-
tra has been performed. On the other hand, the substrate spectrum
was obtained separately with greater acquisition time and statistics
and post-processed by Savitzky–Golay filter. Right inset on Fig. 2 (a)
compares the substrate and the mean of 540 hPDLSCs Raman spec-
tra. Significantly smaller noise level of the (glass) substrate spectrum
indicates absence of its contribution to hPDLSCs spectra statistics.
Due to the substantial increase of the substrate spectral weight
at lower energies, our analysis was limited to the region above
1000 cm−1.

The absolute value of Raman intensity is not usually a reliable
quantity. Even small variations in the experimental conditions may

1000 1200 1400 1600 1800 2000

1000 1500 2000

1000 1200 1400 1600 1800

(b)

hPDLSC

hPDLSC+substrate

R
χ'

'(
ar

b.
un

its
)

Raman Shift (cm-1)

average

R
χ'

'(
ar

b.
un

its
)

hPDLSC
average

substrate hPDLSC

(a)

Raman Shift (cm-1)

R
χ'

'(
ar

b.
un

its
)

Raman Shift (cm-1)

Fig. 2. (a) Raman scattering spectra of hPDLSCs on glass, glass substrate and their dif-
ference. Left inset: Image of hPDLSCs. Right inset: Comparison between the substrate
and the mean of 540 hPDLSCs Raman spectra. (b) The mean of 540 hPDLSCs Raman
spectra.

produce the “ artificial” variations of Raman intensity. In order to
exclude this possible uncertainty, all spectra were normalised onto
the peak at about 1660 cm−1, which is present with high intensity in
all obtained spectra.

Besides the direct comparison of spectra obtained from stem cells
and differentiated cells, a multivariate statistical method, principal
component analysis (PCA), was employed [40,20,25,22]. The main
goal of PCA is to reduce the effective dimensionality of the exper-
imental data set by determining the orthonormal basis of loading
vectors in a way that the greatest variance is projected onto the
first coordinate, the second greatest variance is projected onto the
second coordinate, and so on. The outcome of this analysis is clear
grouping of Raman spectra according to their mutual features. Prior
to performing PCA, the spectral data were subtracted by the mean
spectrum and divided by its standard deviation [40,22].

3. Results and Discussion

To get insight on how hPDLSCs differentiation status reflects on
Raman spectra, three sets of Raman experiments were performed.
The samples were set in two batches. For every lineage, spectra
were obtained for 30 hPDLSCs and 30 differentiated cells (hPDLSC
grown in standard cultivation medium for the corresponding time
for each differentiation). The spectrum of every cell was measured
three times on each of three randomly chosen positions within the
cell in order to incorporate possible variations within a single cell and
test the approach sufficiency for observing the difference between
cell lineages.

Fig. 2 (b) shows Raman spectrum of hPDLSCs obtained by aver-
aging spectra of all control samples. The main contribution to the
hPDLSCs Raman spectrum for the region under consideration comes
from nucleic acids, proteins and lipids [24,28,41,23,37-39]. Spectral
features of nucleic acids originate from the individual purine and
pyrimidine bases (adenine, thymine, guanine, cytosine, and uracil),
as well as from backbone structure of DNA and RNA, whereas pro-
tein spectral features include contributions from aromatic amino
acids (phenylalanine, tryptophan, and tyrosine), amide groups of sec-
ondary protein structures (a-helices, b-sheets, and random coils),
and various vibrations of carbon atoms bonded with nitrogen and/or
other carbon atoms [38]. Different vibrations within the hydrocar-
bon chain (e.g. CC stretching, CH2 and CH3 scissoring and twisting)
present specific features of lipids in Raman spectra [35]. Principally,
various contributions may overlap, making the determination of the
potential changes in Raman spectra of undifferentiated and differ-
entiated hPDLSCs a formidable task. As can be seen from Fig. 2 (b),
numerous vibrational bands have been observed in hPDLSCs Raman
spectrum. The most pronounced bands are assigned according to the
literature [24,28,41,23, 34-39] and summarized in Table 1.

Fig. 3 (a)–(c) shows averaged hPDLSCs Raman spectra of con-
trol samples, differentiated cells (adipocytes, chondroblasts, and
osteoblasts, respectively) of both batches, as well as correspond-
ing pairs’ differences. Although the overall spectral features in these
pairs of spectra look almost the same, after the subtraction, the dif-
ference is more pronounced. General conclusion, consistent with
the literature data [22,25], is that relative intensities (with regard
to 1660 cm−1 peak structure intensity) of nucleic acids and pro-
teins, are able to distinguish stem cells from more mature cells. In
the case of adipogenic differentiation, a slight decrease of the rela-
tive intensity of the band at 1100 cm−1 and increase of the relative
intensity of peaks at about 1353 cm−1, 1447 cm−1, and 1590 cm−1

(see Fig. 3 (a)) is observed. According to Table 1, this might be
understood as slight reduction of nucleic acids and enhancement of
proteins and lipids. On the other hand, the possible increase of the
band at 1735 cm−1, assigned to lipids (esters), is absent. Explana-
tion for this lies in the fact that these cells do not originate from
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Table 1
Vibrations in hPDLSCs and their energies noticed in Raman spectrum. (A) adenine,
(U) uracil, (C) cytosine, (T) thymine, (G) guanine, (Phe) phenylalanine, (Trp) trypto-
phan, (Tyr) tyrosine, (vib) vibration, (bg) bending, (br) breathing, (bk) backbone,(def)
deformation, (tw) twist, (sym) symmetric, (asym) asymmetric, and (str) stretch
[28,23,34-39].

Energy (cm−1) Assignment

1004 Phe
1032 Phe
1061 CN and CC str
1080 PO−

2 sym str
1085 CO str
1105 PO−

2 str (sym)
1130 CN and CC asym str
1155 CC and CN str of proteins
1165 CO str, COH bg
1172 G ring str
1178 CH ben Tyr
1209 C-C6H5 str, Phe, Trp
1228 Asym phosphate str
1250 T, amide IIIb
1260 NH and CH bg (amide III/distorted)
1265 Amide IIIa
1315 G, CH def.
1332 DNA purine bases (CH3CH2 wagging mode of polynucleotide chain)
1450 CH2 str def of methylene group in lipids
1456 CH def.
1556 Amide II
1604 Phe, Tyr
1654 Amide I, a helix
1670 Amide I, b sheet

adipose tissue [18,19]. When it comes to the case of chondrogenic
differentiation, higher relative intensities of the peaks at 1065 cm−1,
1250–1450 cm−1, and 1630 cm−1 are exhibited (Fig. 3 (b)). These

changes arise from higher content of proteins and proteoglycans
[42,43]. Regarding the osteogenic differentiation, spectral changes
between hPDLSCs and their differentiated pairs (Fig. 3 (c)) origi-
nate from the lower relative intensities of the bands in the region
from 1170 cm−1 to 1220 cm−1 and from 1450 cm−1 to 1490 cm−1,
and higher relative intensities at about 1045 cm−1, 1070 cm−1, and
1600 cm−1. These changes are caused by decrease in amino acids
and likely lipids, and increase in carbonates and phosphates, as
expected. This decrease of the band intensity in the region that most
likely correspond to lipids, might be understood as a change in pro-
teins to lipids ratio. Typical spectral marker for this type of cells
is hydroxyapatite, but due to spectral interference from the sub-
strate (glass), it is out of spectral range of interest in this study
[43]. Consistently observed spectral changes during the differentia-
tion process (the increase of protein bands and decrease of nucleic
acid bands in differentiated cells) are in accordance with the lit-
erature [22,25]. The possible explanation for this behavior is that,
as cells differentiate, they gradually begin to use up the pool of
mRNA to support the synthesis of new, cell lineage specific proteins
[22].

Although the direct comparison between hPDLSCs and their dif-
ferentiated lineages Raman spectra gave us means to distinguish
cell differentiation status, it is demanding and require detailed
analysis of the spectra. However, if we utilize the Raman spec-
tra as characteristic fingerprints of the cells under investigation,
PCA can be employed for pattern recognition and grouping. Fig.
S1 of the Supplementary information summarizes loading vec-
tors for the main PCs. It is noticeable that a certain loading vec-
tor or their linear combination fully describe corresponding dif-
ference spectra shown in Fig. 3 (a)–(c). Consequently, the same
conclusions can be made as in previous paragraph. Fig. 3 (d)–(f)
shows score plots calculated independently using PCA for three
groups of control hPDLSCs samples and their differentiated lineages’
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Raman spectra. In all three cases, two groups can be observed,
with each grouping corresponding to a particular cell lineage.
Furthermore, within each grouping, sub-groupings are noticed,
indicating variations and inhomogeneity between the batches. In
fact, this is not surprising since these are primary cells and the
higher level of inhomogeneity is expected. In the following para-
graphs, the attention will be focused on the analysis within the
batches.

Fig. 4 summarizes adipogenic, chondrogenic, and osteogenic lin-
eages score plots for Batches 1 and 2. Although the separation
between data point groupings can be observed for both batches, it is
more pronounced for Batch 1. Most likely, this is a consequence of
higher inhomogeneity within the Batch 2.

In the next step, we wanted to test whether the same approach
can be used to distinguish different types of differentiated cells
(adipocytes, chondroblasts, and osteoblasts). For this purpose, the
data from all three sets of experiments had been combined and
PCA performed, for both batches. The obtained score plots are pre-
sented in Fig. 5. Shaded areas represent 1s 2D confidence level.
Remarkably, very good grouping of the different cell lineages has
been observed for Batch 1. Less separation of different cell groups
was observed for Batch 2, in agreement with the results presented
in Fig. 4. Additionally, PCA indicates the variations within hPDLSCs
(in particular for Batch 2) although this was not so obvious in
direct comparison. When PCA was applied on hPDLSCs from all
three control groups and compared with differentiated hPDLSCs
data, it could be noticed that even though small variations are
present, control hPDLSCs retain characteristics of stem cells, sug-
gesting these cell populations are not homogeneous. Keeping that
in mind, spectral analyses of hPDLSCs are in accordance with data
obtained by traditional MSCs characterisation methods that also
emphasize heterogeneity of MSCs population. As being primary cells,
cellular diversity of MSCs is a result of isolation methods and cul-
ture conditions. Further, the absence of unique MSCs biomarkers
makes these cells still highly difficult for molecular identification
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and characterisation [5,44]. Thus, our results suggest the possibil-
ity of the Raman spectroscopy application in characterisation of
MSCs.

4. Conclusion

In this study, the applicability of micro-Raman spectroscopy for
probing primary hPDLSCs differentiation status on glass substrate
was demonstrated. In direct comparison of hPDLSCs and differen-
tiated cells Raman spectra, the difference in the relative intensities
of certain marker bands has been observed. Additionally, statistical
analysis of fingerprint Raman spectra of the cells using PCA, revealed
distinct groupings based on the similar features. This gives a possi-
bility of devising the procedure not only for fast and simple detection
of different mesenchymal stem cell lineages, but also for the varia-
tions within. Furthermore, due to minimal preparation requirements
and independency on the reagents that are necessary in standard
biological techniques, Raman spectroscopy can be used as an addi-
tional method in MSCs characterisation. From the standpoint of MSCs
utilization in biomedicine, simplification of the procedures in cell
identification could significantly facilitate research in the field of
stem cell biology.
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Izvod 

U ovom radu je izvršena optimizacija formulacija čvrstih disperzija sa karbamazepinom, 
primenom metode D-optimalnog eksperimentalnog dizajna smeše, u cilju povećanja brzine 
rastvaranja navedene teško rastvorljive aktivne supstance. Primenom metode eksperimen-
talnog dizajna smeše, formulisane su čvrste disperzije variranjem udela karbamazepina 
(30-50 %), Gelucire® 44/14 (20-40 %) i polimera Soluplus® (30-50 %) (ulazni parametri). 
Izrađeno je 16 formulacija, iz kojih je ispitana in vitro brzina rastvaranja karbamazepina. Kao 
izlazni parametri praćeni su procenti rastvorenog karbamazepina, nakon 10, 20, 30, 45 i  
60 minuta. Najveći udeo oslobođenog karbamazepina iz čvrstih disperzija (preko 80 % zа  
30 minutа) se postiže pri udelima aktivne supstance od oko 40 %, Soluplus® oko 45 % i 
Gelucire® 44/14 oko 25%. Nakon obrade podataka i optimizacije, iz različitih delova 
optimizacione oblasti odabrane su 3 formulacije za dalja ispitivanja. Rezultati ispitivanja 
odabranih optimizovanih uzoraka čvrstih disperzija nakon izrade, kao i nakon skladištenja 
24 meseca pod ambijentalnim uslovima (25 °C, 40 % RH), dobijeni primenom metoda 
diferencijalne skenirajuće kalorimetrije (DSC), infracrvene spektroskopije sa Furijeovom 
transformacijom (FT-IR) i Ramanske spektoskopije potvrdili su njihovu stabilnost i očuvanje 
karbamazepina u polimrfnom obliku III, jedinom farmakološki aktivnom obliku. Primenom 
PAMPA (eng. Parallel Artificial-Membrane Permeability Assay) testa pokazano je da je u dve, 
od tri ispitivane optimizovane čvrste disperzije očuvana, odnosno blago povećana 
permeabilnost karbamazepina. 

Ključne reči: čvrste disperzije, karbamazepin, optimizacija formulacija, eksperimentalni dizajn, 
in vitro oslobađanje, fizička stabilnost. 
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1. UVOD  

Čvrste disperzije se definišu kao disperzije jedne ili više lekovitih supstanci u inertnom nosaču (matriksu), u čvrstom 
stanju, dobijene metodom topljenja, metodom rastvaranja ili kombinacijom ove dve metode. Lekovite supstance u 
čvrstim disperzijama mogu biti dispergovane kao odvojene molekule, amorfne ili kristalne čestice, dok nosač može biti 
u kristalnom ili amorfnom stanju. Glavni razlog izrade čvrstih disperzija je povećanje rastvorljivosti/brzine rastvaranja 
teško rastvorljivih lekovitih supstanci, a sledstveno tome i njihova biološka raspoloživost [1]. Mehanizmi, kojima se to 
postiže su: rastvaranje lekovite supstance u inertnom matriksu, smanjenje veličine čestica i smanjenje aglomeracije, 
poboljšano kvašenje i solubilizacija lekovite supstance molekulima nosača, povećana poroznost sistema, kao i prelazak 
lekovite supstance iz kristalnog u amorfni oblik [2 - 4].  

Uprkos brojnim prednostimа čvrstih disperzija sa teško rаstvorljivim lekovitim supstаncama, broj komercijаlnih 
preparata tipa čvrstih disperzijа nа tržištu je mаli, zbog problemа koji se mogu jаviti tokom procesа izrаde/proizvodnje 
i sklаdištenjа. Ovi problemi uključuju termičku nestаbilnost lekovitih supstаnci i nosаčа pri izrаdi čvrstih disperzijа 
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metodom topljenjа, ostаtke rаstvаrаčа, primenom metode rаstvаrаnjа, rekristаlizаciju lekovitih supstаnci pri 
očvršćаvаnju, tаloženje lekovite supstаnce posle rаstvаrаnjа u vodi zbog prezаsićenjа [2]. Takođe, može doći do 
rаzdvаjаnja lekovite supstance od matriksa, što imа zа posledicu njenu nerаvnomernu raspodelu u čvrstoj disperziji, što 
se može odrаziti nа neprаvilno dozirаnje lekovite supstance. Takođe, u toku procesа usitnjаvаnjа izrаđene čvrste 
disperzije može doći do prelaska аmorfnog oblikа lekovite supstаnce u kristаlni. Veliki broj tehnoloških operаcijа u 
fаrmаceutskoj industriji, koji se sprovodi u toku proizvodnje čvrstih disperzijа je takođe ograničavajući faktor za njihovu 
širu proizvodnju i primenu [5]. 

Razvoj formulacije predstavlja složen proces i često se između sastava formulacija i njenih karakterisitka ne može 
uspostaviti jasna, a gotovo nikada linearna korelacija. Iz tog razloga, sve češće se u razvoju formulacija koriste tehnike 
eksperimentalnog dizajna, kako bi se uz što manji broj eksperimenata došlo do optimalne formulacije. Dizajn smeše 
predstavlja vrstu eksperimentalnog dizajna, koji se koristi kada se optimizuju formulacije koje imaju više različitih 
sastojaka, čiji je zbir udela stalan. Jedna od često korišćenih metoda eksperimentalnog dizajna smeše je D-optimalni 
dizajn, koji omogućava da se na osnovu najmanjeg broja eksperimenata sa velikom pouzdanošću dođe do formulacije 
željenih karakteristika. Poslednjih godina je uspešno korišćen u razvoju tečnih i čvrstih samo-emulgujućih sistema, kao i 
čvrstih disperzija [6 - 8].  

Tokom izrаde formulаcijа u kojimа se povećаvа rаstvorljivost teško rаstvorljive lekovite supstаnce, njenа 
permeаbilnost se može smаnjiti, povećаti ili ostаti nepromenjenа [9]. Sа ciljem dа se proceni uticаj rаzličitih fаktorа nа 
resorpciju lekovite supstаnce, kao i dа se smаnji broj ispitivаnjа nа ljudimа i životinjаmа, stаlno se rаzvijаju i unаpređuju 
in vitro metode zа procenu resorpcije lekovite supstаnce [10,11]. PAMPA (eng. Parallel Artificial-Membrane 
Permeability Assay) test je brz, jeftin i jednostаvаn metod, kojim se može ispitаti permeаbilnost lekovitih supstаnci 
pаsivnom difuzijom. Simulacija bioloških membrana postiže se odgovarajućim odabirom rastvarača i supstanci od kojih 
se formira veštačka membrana. Dugi niz godinа se PAMPA test koristio u proceni permeаbilnosti novosintetisаnih 
lekovitih susptаnci, а tek poslednjih godinа se koristi za ispitivаnje permeаbilnosti lekovite supstаnce iz rаzličitih 
fаrmаceutskih oblikа i sаvremenih nosаčа [8,9,12,13].  

Cilj rada bio je razvoj i optimizacija formulacija čvrstih disperzija sa karbamazepinom, primenom metode  
D-optimalnog eksperimentalnog dizajna, radi povećanja brzine rastvaranja navedene lekovite supstance. Takođe, cilj 
rada je bio i karakterizacija i ispitivanje dugoročne stabilnosti optimizovanih formulacija čvrstih disperzija, nakon 
skladištenja uzoraka 24 meseca pod ambijentalnim uslovima. 

2. MATERIJALI I METODE 

2. 1. Materijal 

U eksperimentalnom radu korišćen je karbamazepin (Ph. Eur. 8.0), kao model lekovita supstanca. Lauroil makrogol-
32 gliceridi (Gelucire® 44/14; Gattefosse, Francuska) i makrogol 6000-poli(vinilkaprolaktam)-poli(vinilacetat) kalemljeni 
(eng. graft) polimer (Soluplus®; BASF ChemTrade GmbH, Nemačka) su korišćeni kao ekscipijensi za izradu čvrstih 
disperzija. Za rastvaranje polimera za izradu čvrstih disperzija korišćen je etanol (99,5 % V/V). 

Dodekan (Sigma-Aldrich Chemie GmbH, Nemačka) i lecitin jajeta (Lipoid GmbH, Nemačka) korišćeni su u PAMPA 
testu. Svi drugi reagensi, koji su korišćeni za HPLC analizu, bili su analitičke čistoće. 

2. 2. Metode 

2. 2. 1. Formulacija čvrstih disperzija  

Primenom optimizacione tehnike, uz pomoć kompjuterskog programa Design Expert® (version 8.0.7.1, Stat-Ease, 
SAD), definisan je D-optimalni eksperimentalni dizajn smeše, koju čine tri komponente, sastojci čvrstih disperzija:  
A –karbamazepin (koncentracija 30 – 50 %), B –Gelucire® 44/14 (koncentracija 20-40 %) i C –Soluplus® (koncentracija 
30-50 %). Ove tri komponente predstavljaju ulazne parametre i njihov ukupan udeo je 100 %. Granične vrednosti udela 
komponenti postavljene su na osnovu literaturnih podataka i prethodnih ispitivanja. Kao izlazni parametri (odgovori 
sistema) praćeni su procenti rastvorenog karbamazepina nakon 10, 20, 30, 45 i 60 minuta, označeni sa R1 - R5. 

Primenom D-optimalnog eksperimentalnog dizajna dobijen je eksperimentalni plan (Tabela 1.), koji se sastojao od 
16 formulacija čvrstih disperzija, od kojih su 11 različitih i 5 ponovljenih, radi smanjenja eksperimentalne greške.  

2. 2. 2. Izrada čvrstih disperzija 

Čvrste disperzije su izrađene kombinacijom metoda topljenja i rastvaranja. Gelucire® 44/14 se otopi na temperaturi 
od 50 °C i dodaje, uz stalno mešanje, u patenu sa karbamazepinom. U disperziju karbamazepina i Gelucire® 44/14 dodaje 
se etanolni rastvor Soluplus®, uz neprekidno mešanje. Dobijena smeša se ostavi 72 h na sobnoj temperaturi, da etanol 
ispari. Izrađene čvrste disperzije su usitnjavane i prosejavane kroz sito 600 (Ph. Eur. 9.0). 
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Tabela 1. Eksperimentalni plan 

Table 1. Experimental plan 

Redni broj formulacije 
Ulazni parametri 

A - Sadržaj karbamazepina, % B - Sadržaj Gelucire® 44/14, % C - Sadržaj Soluplus®, % 

F1 34,22 33,59 32,19 

F2 33,54 23,93 42,53 

F3 50,00 20,00 30,00 

F4 30,00 20,01 49,99 

F5 41,07 20,00 38,93 

F6 30,00 31,48 38,52 

F7 43,84 23,32 32,84 

F8 30,00 36,08 33,92 

F9 40,59 29,41 30,00 

F10 36,44 27,30 36,26 

F11 30,01 39,99 30,00 

F12 50,00 20,00 30,00 

F13 41,07 20,00 38,93 

F14 30,01 39,99 30,00 

F15 40,59 29,41 30,00 

F16 30,00 20,01 49,99 

2. 2. 3. In vitro procena brzine rastvaranja karbamazepina iz čvrstih disperzija 

Ispitivanje brzine rastvaranja karbamazepina iz čvrstih disperzija (prašak, veličine čestica ≤ 600 µm) i komercijalnih 
tableta sa trenutnim oslobađanjem (ravne površine, prečnika 10 mm), kao i čiste lekovite supstance, izvedeno je u 
aparaturi sa rotirajućom lopaticom (Erweka DT70, Nemačka). Prilikom ispitivanja, masa čvrstih disperzija je sadržala 
200 mg karbamazepina, kao i komercijalne tablete. Kao akceptorski medijum je korišćena prečišćena voda (900 ml), 
zagrejana na 37 °C, a brzina obrtanja rotirajuće lopatice bila je 50 obrtaja/min. Po 4 ml uzorka je uzimano nakon 10, 20, 
30, 45 i 60 minuta, uz nadoknađivanje medijuma. U uzorcima je, nakon filtriranja, spektrofotometrijski (spektro-
fotometar Evolution 300, Termo Fisher Scientific, Engleska) određena količina rastvorenog karbamazepina na 287 nm. 
Kalibraciona kriva za određivanje karbamazepina data je u prilogu, na slici S1, pri čemu je postignuta visoka vrednost 
koeficijenta korelacije r2 = 0,999, kao i visoka preciznost metode, pri merenju apsorbancije za svaki standardni rastvor 
10 puta RSD nije prelazila 0,61%. Dobijeni rezultati predstavljaju srednju vrednost merenja procenta oslobođenog 
karbamazepina iz tri uzorka, ± SD. 

2. 2. 4. Modelovanje uticaja ulaznih na izlazne parametre primenom metode dizajna smeše 

D-optimalnim eksperimentalnim dizajnom smeše moguće je dobiti odgovarajući regresioni model, koji, u ovom 
slučaju, opisuje uticaj udela komponenata čvrstih disperzija, kao nezavisno promenljivih, na procenat rastvorenog 
karbamazepina nakon 10, 20, 30, 45 i 60 minuta, kao zavisno promenljivih. Modeli, koje je najčešće moguće dobiti pri 
ovakvim ispitivanjima su: 

specijalni kubni: Y= b1A + b2B + b3C + b12AB + b13AC + b23BC + b123ABC  (1) 

kubni: Y= b1A + b2B + b3C + b12AB + b13AC + b23BC + b123ABC + γ12AB(A - B) + γ13AC(A - C) + γ23BC(B - C), (2) 

gde su b1-b123 i γ12-γ23 koeficijenti, koji pokazuju uticaj nezavisno promenljivih, kao i njihovih međusobnih interakcija na 
vrednost zavisno promenljive. Vrednosti koeficijenata izračunavane su regresionom analizom, korišćenjem programa 
Design Expert®. 

Regresioni model, tj. finalna jednačina, razmatra L-Pseudo vrednosti ulaznih parametara (A, B, C), koje se kreću od 0 
do 1. Vrednost 0 se dodeljuje donjoj granici, a vrednost 1 gornjoj granici ulaznih parametara, dok se sve ostale vrednosti 
izračunavaju iz sledećih jednačina: 

Karbamazepin:  A1(L-Pseudo)=(A1 - 30)/20    (3)  

Gelucire® 44/14:  B1(L-Pseudo)=(B1 - 20)/20 (4)  

Soluplus®:  C1(L-Pseudo)=(C1 - 30)/20 (5)  

gde su A1, B1 i C1 bilo koje vrednosti koncentracija karbamazepina, Gelucire® 44/14 i Soluplus®, u okviru postavljenih 
granica. 
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Regresioni model, koji najbolje opisuje vezu između ulaznih i izlaznih parametara bira se na osnovu poređenja 
nekoliko statističkih parametara, uključujući standardnu devijaciju (SD), koeficijent višestruke korelacije (R2), prilagođen 
koeficijent višestruke korelacije (prilagođeni R2) i predvidiv ostatak zbira kvadrata (PRESS). PRESS pokazuje koliko se 
podaci dobro uklapaju u model i za izabrani model njegova vrednost treba da bude manja, u poređenju sa drugim 
modelima. Za razliku od vrednosti PRESS, vrednosti za R2 i prilagođeni R2 treba da budu veće u odnosu na druge modele, 
dok vrednost standardne devijacije treba da bude manja. Kompromisom između postavljenih zahteva vrši se odabir 
najpogodnijeg regresionog modela. 

2. 2. 5. Optimizacija formulacija čvrstih disperzija 

Nakon dobijanja regresionih modela, izvršena je optimizacija formulacija čvrstih disperzija sa sledećim zahtevima za 
procenat oslobođenog karbamazepina: 60 % < R1 < 75 %, 75 % < R2 < 85 %, 85 % < R3 < 95 %, 90 % < R4 < 95 %, 
90 % < R5 < 100 %. Iz različitih delova optimizacione oblasti odabrane su 3 formulacije čvrstih disperzija, koje su izrađene 
i iz kojih je ispitana in vitro brzina oslobađanja karbamazepina, na prethodno opisan način. Radi procene uspešnosti 
predviđanja, predviđeni i eksperimentalno dobijeni profili brzine oslobađanja su upoređeni računanjem faktora sličnosti 
(f1) i faktora razlike (f2) [14].  

2. 2. 6. Ispitivanja optimizovanih formulacija čvrstih disperzija 

Iz tri optimizovane formulacije čvrstih disperzija izvršeno je in vitro ispitivanje brzine rastvaranja karbamazepina, kao 
i ispitivanje permeabilnosti karbamazepina, primenom PAMPA testa. Diferancijalna skenirajuća kalorimetrija (DSC), 
infracrvena spektroskopija sa Furijevom transformacijom (FT-IR) i Ramanska spektroskopija su sprovedene nakon izrade, 
kao i nakon 24 meseca čuvanja uzoraka pod ambijentalnim uslovima (25 °C, 40 % RH), u cilju procene dugoročne 
stabilnosti čvrstih disperzija.  

2. 2. 7. Procena permeabilnosti karbamazepina  

Procena permeabilnosti karbamazepina iz odabranih formulacija i čistog karbamazepina izvršena je korišćenjem 
PAMPA testa.  

Prilikom izvođenja PAMPA testa, kao nosač veštačke membrane i akceptorski panel korišćen je filtracioni panel sa 
96 bazena, izrađen od hidrofilnog poliviniliden difluorida (PVDF) (Millipore, SAD). U bazene akceptorske ploče naneto je 
po 5 µl rastvora lecitina jajeta u dodekanu (1 %, m/V) i ostavljeno 2 h na sobnoj temperaturi, da rastvarač potpuno 
ispari. Na ovaj način je dno akceptorske ploče impregnirano lecitinom i formirana je veštačka membrana, koja u kontaktu 
sa rastvorom pufera formira multilamelarni lipidni dvosloj između pora filtera. Akceptorska ploča je postavljena na 
donorsku, u čije je bazene prethodno naneto po 300 µl suspenzije čistog karbamazepina i odabranih formulacija u 
fosfatnom puferu pH 5,5. Istovremeno je u bazene akceptorske ploče naneto po 300 µl fosfatnog pufera pH 5,5. 
Akceptorska ploča je prekrivena folijom, kako bi se sprečilo isparavanje rastvarača. Ispitivanje za svaki uzorak je vršeno 
u triplikatu, a rezultat je predstavljen kao srednja vrednost ±SD. Nakon inkubacije od 2 h na sobnoj temperaturi, 
koncentracija karbamazepina u bazenima akceptorske ploče određivana je prethodno razvijenom i validiranom HPLC 
metodom [8,13].  

Koeficijenti permeabilnosti (Papp) izračunati su primenom sledećih jednačina [15]: 
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gde su: 
VD i VR – zapremine donorskog i akceptorskog rastvora (ml); 
AD0 i AR – HPLC površine pikova pripremljenog rastvora ispitivanog uzorka i akceptorskog rastvora; 
S – površina membrane između komora (0,28 cm2); 
t – vreme inkubacije (s). 

2. 2. 8. Diferencijalna skenirajuća kalorimetrija (DSC) 

DSC merenja izvršena su na Mettler–Toledo AG termalnom analizatoru (Mettler–Toledo AG, Analytical, Švajcarska). 
Precizno odmerena masa uzorka (2–5 mg) stavljana je u T-Zero® aluminijumske posude, koje su potom hermetički 
zatvarane, a merenja vršena na temperaturama od 20 do 200 °C, pri brzini zagrevanja od 10 °C/min, u struji azota, sa 
protokom od 100 ml/min.  
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2. 2. 9. Infracrvena spektroskopija sa Furijevom transformacijom (FT-IR) 

FT-IR spektri u regionu od 600–4000 cm-1, čistog karbamazepina i tri optimizovane formulacije, dobijeni su koriš-
ćenjem Shimadzu IR-Prestige-21 FT-IR spektrometra spojenog sa horizontalnim Golden Gate MKII jednoreflektnim ATR 
sistemom (Specac, 214 Kent, Velika Britanija) i opremljenog sa Zn-Se sočivom. Nakon odgovarajuće pripreme uzorka 
urađeno je šesnaest snimanja za svaki uzorak. 

2. 2. 10. Ramanska spektroskopija 

Merenje Ramanskih spektra je izvedeno korišćenjem JY T64000 Ramanskog spektrometra (Horiba Scientific, 
Nemačka) sa 1800/1800/1800 zareza/mm kombinacijom rešetki i Symphony detektorom hlađenim tečnim azotom. 
Sistem je postavljen u mikro-konfiguraciju sa objektivom x100. Ulazni slit je postavljen na 100 µm. Za ekscitaciju je 
korišćen čvrstotelni laser, talasne dužine 532 nm.  

3. REZULTATI I DISKUSIJA 

3. 1. In vitro procena brzine rastvaranja karbamazepina iz čvrstih disperzija 

Rezultati in vitro brzine rastvaranja karbamazepina iz 16 izrađenih čvrstih disperzija, komercijalnih tabelta i čiste 
supstance, prikazani su u tabeli 2 (i na slici S2., Prilog rada). 

 
Tabela 2. Procenti rastvorenog karbamazepina iz čvrstih disperzija, komercijalnih tabelta i čiste lekovite supstance, u funkciji vremena 

Table 2. Percentages of dissolved carbamazepine from solid dispersions, a commercial tablet and pure drug, as a function of time 

Uzorak Količina rastvorenog karbamazepina u funkciji vremena, % 

 10 min 20 min 30 min 45 min 60 min 90 min 120 min 

F1 56,20±1,24 80,60±3,21 90,60±1,24 96,00±0,37 95,60±0,21 96,70±0,43 98,80±0,21 

F2 67,70±1,06 85,40±1,74 92,00±1,21 96,80±0,65 98,30±0,23 98,70±0,37 98,20±0,09 

F3 60,60±0,86 78,30±1,27 85,30±2,29 90,30±1,57 93,30±0,33 94,80±0,54 96,50±0,71 

F4 62,50±1,94 85,04±0,68 93,62±0,71 98,26±1,02 99,30±0,09 99,61±0,23 99,81±0,15 

F5 65,00±0,33 90,40±0,23 95,60±0,17 97,50±0,06 97,70±0,38 99,00±0,16 99,20±0,25 

F6 31,00±2,21 49,20±3,21 62,80±3,24 83,10±1,16 83,50±1,53 94,50±0,34 93,90±0,11 

F7 53,48±0,97 73,86±1,12 78,92±0,86 83,33±0,14 83,01±0,21 84,36±0,21 87,32±1,23 

F8 48,37±1,46 76,99±2,23 82,92±2,96 89,71±0,32 90,53±0,45 92,65±0,23 94,87±0,87 

F9 42,26±2,14 61,53±1,32 70,87±1,31 83,19±0,96 83,23±0,14 89,42±1,54 90,61±0,37 

F10 63,28±1,32 79,26±0,78 87,40±0,65 91,11±0,32 92,14±0,85 94,77±1,09 96,23±1,23 

F11 52,77±2,87 70,39±2,21 79,14±0,33 87,15±0,39 87,69±0,65 92,10±1,12 94,58±2,22 

F12 60,60±0,86 78,30±1,27 85,30±2,29 90,30±1,57 93,30±0,33 94,80±0,54 96,50±0,71 

F13 65,00±0,33 90,40±0,23 95,60±0,17 97,50±0,06 97,70±0,38 99,00±0,16 99,20±0,25 

F14 52,77±2,87 70,39±2,21 79,14±0,33 87,15±0,39 87,69±0,65 92,10±1,12 94,58±2,22 

F15 42,26±2,14 61,53±1,32 70,87±1,31 83,19±0,96 83,23±0,14 89,42±1,54 90,61±0,37 

F16 62,50±1,94 85,04±0,68 93,62±0,71 98,26±1,02 99,30±0,09 99,61±0,23 99,81±0,15 

Karbamazepin 4,91±0,09 26,42±0,87 41,56±0,24 41,89±0,11 48,85±0,98 53,00±0,21 59,41±1,04 

Tablete* 13,99±1,02 22,52±1,21 30,36±0,76 38,08±0,34 46,45±1,98 50,98±2,36 55,63±0,47 

*Komercijalne tablete karbamazepina sa trenutnim oslobađanjem lekovite susptance 

Najveće razlike u procentu rastvorenog karbamazepina iz ispitivanih čvrstih disperzija primećene su posle 10 minuta 
(od 31,00 % do 67,70 %). Kod većine ispitivanih formulacija (F1 – F5, F8, F10, F12 - F14; Tabela 2.) nakon 30 minuta dolazi 
do oslobađanja više od 80% karbamazepina, što odgovara zahtevima Američke farmakopeje (USP 38/NF33) za preparate 
sa trenutnim oslobađanjem aktivne supstance. Može se smatrati da je povećanje brzine oslobađanja karbamazepina iz 
ispitivanih čvrstih diperzija posledica površinske aktivnosti korišćenih ekscipijenasa. Procenti oslobođenog 
karbamazepina nakon 30 minuta iz uzoraka F6, F9 i F16, znatno manji od 80%, ukazuju da udeli tj. međusobni odnosi 
karbamazepina i ekscipijenasa (Gelucire® 44/14 i Soluplus®) nisu odgovarajući, jer ne dovode do željenog oslobađanja 
aktivne supstance. I pored toga, procenti oslobođenog karbamazepina iz čvrstih disperzija su veći u poređenju sa čistom 
supstancom (41,56 %, nakon 30 min) i komercijalnim tabletama (30,36 %, nakon 30 min). Nakon 90 i 120 minuta se ne 
uočavaju značajne razlike u brzini rastvaranja karbamazepina (Tabela 2.), pa se vrednosti procenta oslobođenog 
karbamazepina nakon 60-og minuta nisu koristile kao izlazni parametri za modelovanje u eksperimenatalnom dizajnu. 
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3. 2. Modelovanje uticaja ulaznih na izlazne parametre primenom metode dizajna smeše 

Primenom metode D-optimalnog eksperimentalnog dizajna smeše, izvršen je izbor regresionog modela, koji prema 
statističkim parametrima najbolje opisuje vezu između ulaznih i izlaznih parametara. Na osnovu poređenja statističkih 
parametara (pomenutih u delu: Materijali), odabran je kubni model, koji je najviše odgovarao zahtevima za izlazni 
parametar R1 (procenat rastvorenog karbamazepina nakon 10 minuta) (Tabela 3.). Prilikom primene regresionih modela 
isprobane su linearna i kvadratna funkcija, međutim na osnovu dobijenih profila brzine rastvaranja karbamazepina iz 
čvrstih disperzija nije ni bilo očekivano dobro uklapanje u ove modele, na šta ukazuju i niske vrednosti koeficijenata 
determinacije za ova dva modela (Tabela 3.). 

 
Tabela 3. Prikaz statističkih parametara za izbor regresionog modela za R1 (procenat rastvorenog karbamazepina nakon 10 minuta) 

Table 3. Presentation of statistical parameters for selecting a regression model for R1 (percentage of dissolved carbamazepine after 
10 minutes) 

Model Standardna devijacija R² Prilagođeni R² PRESS 

Linearni 8,93 0,3365 0,2344 1402,84 

Kvadratni 7,96 0,5941 0,3911 1814,92 

Specijalni kubni 4,67 0,8743 0,7905 723,03 

Kubni 1,59 0,9903 0,9757 1368,88 

 
Nakon dobijanja regresionog modela vršeno je isključivanje parametara, koji nemaju statističku značajnost (p>0,05). 

Za izlazni parametar R1 (procenat oslobođenog karbamazepina nakon 10 minuta) isključen je koeficijent uz parametar 
AB(A-B), čiji je p=0,7204. Uticaj svih ostalih parametara je bio statistički značajan. U tabeli S1 (Prilog) prikazana je 
statistička značajnost parametara pre i nakon isključivanja parametra AB(A-B) koji nema statistički značaj. 

Nakon toga je dobijena jednačina, na osnovu koje je moguće za bilo koje vrednosti ulaznih parametara, a u okviru 
postavljenih graničnih vrednosti, predvideti procenat rastvorenog karbamazepina nakon 10 minuta. Statistički para-
metri ove jednačine su p<0,0001 i F=87,06, a ona glasi: 

R1 = 60,76A+53,03B+62,69C–57,81AB+39,90AC–124,23BC+639,92ABC–235,24AC(A-C)+132,67BC(B-C) (8) 

Na slici 1. prikazan je 2D trokomponentni dijagram, koji opisuje uticaj ulaznih parametara na izlazni parametar R1. Sa 
ovog dijagrama se može uočiti da se udelima Soluplus®u formulaciji od oko 45% i Gelucire® 44/14 od oko 25 % povećava 
procenat rastvorenog karbamazepina nakon 10 minuta.  

Najveći procenat rastvorenog karbamazepina, nakon 10 minuta, dobija se sa udelom ove supstance od oko 40 % u 
formulaciji, dok je pri udelima karbamazepina od oko 30 % ili oko 50 % manji procenat rastvorene supstance (Slika 1.). 
Ovakava zavisnost uočava se i nakon 20, 30, 45 i 60 minuta. Povećanje brzine rastvaranja karbamazepina iz čvrstih 
disperzija koje sadrže Soluplus® i Gelucire® 44/14, verovatno je posledica boljeg kvašenja lekovite supstance, kao i njene 
solubilizacije ekscipijensima [16].  

 

Slika 1. 2D trokomponentni dijagram koji opisuje uticaj ulaznih 
parametara na R1. Na temena trouglova predstavljene su 
maksimalne vrednosti ispitivanih parametara, dok se na 
sredinama naspramnih stranica nalaze minimalne vrednosti. 
Crveni, žuti, zeleni, svetlo plavi i tamno plavi regioni predstavljaju 
regione u kojima su postignuti različiti procenti oslobođenog 
karbemazepina, od najvišeg (crveni) ka najnižem (tamno plavi)  

Figure 1. 2D ternary diagram which describes the effect of input 
parameters on R1. The maximum values of the tested parameters 
are presented on the triangle vertex, while the minimal values 
are presented in the center of the contrary sides. Red, yellow, 
green, light blue and dark blue regions represent regions where 
different percentages of released carbamazepine have been 
achieved, from the highest (red) to the lowest value (dark blue), 
respectively. 

 

Za ostale izlazne parametre (R2 - R5) odabrani regresioni model bio je takođe kubni, a dobijene su jednačine, čije su 
vrednosti faktorskih efekata i njihovi statistički parametri prikazani u tabeli 4. 
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Tabela 4. Vrednosti faktorskih efekata i njihovi statistički parametri za izlazne parametre R2 – R5 

Table 4. Values of factor effects, and their statistical parameters for output parameters R2 – R5 

 R2 R3 R4 R5 

A +78,67 +85,30 +90,43 +93,41 

B +70,95 +79,57 +87,31 +87,81 

C +85,42 +93,88 +98,38 +99,41 

AB -50,59 -42,78 -16,71 -24,49 

AC +68,08 +54,49 +25,77 +21,22 

BC -146,39 -127,33 -44,88 -47,95 

ABC +573,90 +504,94 +130,63 +155,06 

AB(A-B) / / -88,81 -82,33 

AC(A-C) -281,97 -259,30 -99,20 -130,66 

BC(B-C) +261,15 +228,41 +71,52 +79,88 

Statistički parametri odabranih (kubnih) modela 

p 0,0003 0,0003 0,0001 <0,0001 

F 21,38 20,84 41,19 75,98 
 

Na slici 2. prikazani su 2D trokomponentni dijagrami, koji opisuju uticaj ulaznih parametara na R2, R3, R4 i R5 (procenat 
rastvorenog karbamazepina nakon 20, 30, 45 i 60 minuta). 

 
Slika 2. 2D trokomponentni dijagrami koji opisuju uticaj ulaznih parametara na R2 (gore levo), R3 (gore desno), R4 (dole levo) i R5 
(dole desno). Na temena trouglova predstavljene su maksimalne vrednosti ispitivanih parametara, dok se na sredinama naspramnih 
stranica nalaze minimalne vrednosti. Crveni, žuti, zeleni, svetlo plavi i tamno plavi regioni predstavljaju regione u kojima su 
postignuti različiti procenti oslobođenog karbemazepina, od najvišeg (crveni) ka najnižem (tamno plavi) 

Figure 2. 2D ternary diagram which describes the effect of input parameters on R2 (up left), R3 (up right), R4 (down left) i R5 (down 
right). The maximum values of the tested parameters are presented on the triangle vertex, while the minimal values are presented 
in the center of the contrary sides. Red, yellow, green, light blue and dark blue regions represent regions where different 
percentages of released carbamazepine have been achieved, from the highest (red) to the lowest value (dark blue), respectively 
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3. 3. Optimizacija formulacija čvrstih disperzija 

Trokomponentni dijagram (Slika 3.) pokazuje oblast u kojoj se ukrštaju zadate vrednosti odgovora, postavljene 
tokom optimizacije. Kompjuterski program Design Expert® je u okviru ove oblasti predvideo 22 formulacije, čiji su sastavi 
(udeli komponenti) i predviđene vrednosti izlaznih parametara prikazani u tabeli 5. 

 

 

Slika 3. 2D trokomponentni dijagram sa regionom 
(označenom crvenom bojom) u okviru koga se nalaze 
optimalne formulacije. Na temena trouglova 
predstavljene su maksimalne vrednosti ispitivanih 
parametara, dok se na sredinama naspramnih stranica 
nalaze minimalne vrednosti. 

Figure 3. 2D ternary diagram with the region (marked in 
red) indicating optimal formulations. The maximum 
values of the tested parameters are presented on the 
triangle vertex, while the minimal values are presented 
in the center of the contrary sides. 

 

Tabela 5. Formulacije čvrstih disperzija predložene kompjuterskim programom Design Expert® (sastav i vrednosti izlaznih 
parametara) 

Table 5. Formulations of optimal solid dispersions proposed by computer program Design Expert® (the composition and values of 
the output parameters) 

Oznaka 
formulacije 

Ulazni parametri Izlazni parametri 

Sadržaj  
karbamzepina, % 

Sadržaj  
Gelucire® 44/14, % 

Sadržaj  
Soluplus®, % 

R1 R2 R3 R4 R5 

O1 33,92 26,24 39,84 62,80 78,63 87,07 93,35 94,56 

O2 36,90 27,13 35,97 65,55 84,47 91,32 92,40 92,95 

O3 39,15 24,59 36,26 65,67 84,39 90,69 90,59 90,96 

O4 35,30 30,33 34,37 60,53 81,84 89,23 93,80 94,10 

O5 38,66 25,11 36,23 66,08 84,72 91,12 90,97 91,41 

O6 37,91 25,99 36,10 66,13 84,78 91,37 91,54 92,04 

O7 33,56 25,39 41,05 62,44 77,39 86,16 93,52 94,91 

O8 35,69 26,77 37,54 66,64 84,69 91,84 93,64 94,54 

O9 40,94 21,62 37,44 63,68 84,90 90,49 92,46 92,49 

O10 36,20 27,60 36,20 65,28 84,28 91,30 93,02 93,64 

O11 34,52 29,84 35,64 61,16 81,79 89,37 93,85 94,41 

O12 34,67 28,71 36,62 62,66 81,95 89,56 93,57 94,29 

O13 36,87 26,85 36,28 66,15 84,89 91,71 92,57 93,18 

O14 35,28 29,64 35,08 61,85 82,51 89,86 93,67 94,11 

O15 36,27 29,03 34,70 62,27 82,55 89,72 92,81 93,15 

O16 35,90 29,77 34,33 61,09 81,94 89,23 93,23 93,50 

O17 37,22 26,81 35,97 65,75 84,58 91,35 92,11 92,65 

O18 33,78 24,83 41,39 61,82 80,18 88,61 94,48 96,01 

O19 35,49 29,28 35,23 62,45 82,80 90,08 93,49 93,96 

O20 34,12 29,08 36,80 61,02 80,40 88,29 93,43 94,17 

O21 41,56 21,32 37,12 61,05 82,32 88,01 91,67 91,45 

O22 37,98 27,44 34,58 62,53 81,91 88,85 90,56 90,81 

R1, R2, R3, R4, R5: procenat rastvorenog karbamazepina nakon 10, 20, 30, 45, 60 minuta. 
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3. 4. Ispitivanja odabranih optimizovanih formulacija čvrstih disperzija 

Radi procene uspešnosti predviđanja, iz različitih delova optimizacione oblasti odabrane su tri formulacije čvrstih 
disperzija (O2, O4 i O21; Tabela 5.), koje su izrađene na prethodno opisan način i iz kojih je ispitana in vitro brzina 
rastvaranja karbamazepina. 

Predviđeni i eksperimentalno dobijeni procenti rastvorenog karbamazepina iz odabranih čvrstih disperzija prikazani 
su u tabeli 6. Na osnovu poređenja eksperimentalno dobijenih i predviđenih profila brzine rastvaranja karbamazepina 
iz izrađenih čvrstih disperzija i izračunatih vrednosti za faktore razlike f1 i faktore sličnosti f2 (Tabela 6.), uočava se veliko 
slaganje između predviđenih i dobijenih profila brzine rastvaranja lekovite supstance i zaključuje se da se ovi profili 
mogu smatrati sličnim, jer je f1<15 i f2>50 [14], kao i da nema statistički značajne razlike među njima. 

 

Tabela 6. Dobijeni i predviđeni sadrža jrastvorenog karbamazepina iz čvrstih disperzija, faktori razlike (f1) i faktori sličnosti (f2) 

Table 6. Obtained and predicted percentages of dissolved carbamazepine from solid dispersions, the difference factors (f1) and the 
similarity factors (f2) 

 Sadržaj rastvorenog karbamazepina, % 

Formulacija O2 Formulacija O4 Formulacija O21 

dobijeno predviđeno dobijeno predviđeno dobijeno predviđeno 

10 59,21 63,19 61,61 61,12 54,55 60,17 

20 78,22 81,97 75,82 75,81 78,74 80,57 

30 88,70 89,60 85,90 85,30 88,18 87,84 

45 93,42 93,52 96,45 94,86 94,21 91,65 

60 96,55 94,31 98,76 96,56 96,19 91,78 

f1 2,64 1,17 3,58 

f2 88,12 96,02 83,93 

3. 5. Procena permeabilnosti karbamazepina  

Rezultati ispitivanja permeabilnosti karbamazepina (PAMPA test) iz ispitivanih formulacija i čistog karbamazepina 
dati su na slici 4. Dobijena vrednost koeficijenta permeabilnosti za čist karbamazepin (14,52 ± 1,50×10−6 cm/s) bila je u 
skladu sa prethodno dobijenim rezultatima u sličnim ispitivanjima [8, 13, 15]. Rezultati PAMPA testa pokazuju da je 
postignuto izvesno povećanje permeabilnosti karbamazepina iz formulacije O2 (16,18 ± 3,17×10−6 cm/s), dok je 
permeabilnost neznatno smanjena u slučaju uzorka O4 (12,41 ± 1,88×10−6 cm/s), ali ove razlike nisu statistički značajne 
(p>0,05). Permeabilnost karbamazepina iz formulacije O21 je značajno smanjena (9,71 ± 0,61×10−6 cm/s) (p<0,05), što 
može biti posledica najnižeg udela Gelucire® 44/14 u ovoj formulaciji. Ovaj ekscipijens verovatno stupa u interakciju sa 
veštačkom membranom, pa se može pretpostaviti da se sa smanjenjem njegove koncentracije smanjuje i propustljivost 
membrane, a sa tim i permeabilnost karbamazepina iz navedenog uzoraka čvrste disperzije [17].   

 

 

Slika 4. Rezultati PAMPA testa za prašak 
karbamazepina i tri odabrane optimizovane 
formulacije (O2, O4 i O21) (Papp - koeficijent 
permeabilnosti) 

Figure 4. Results of the PAMPA test for  
carbamazepine powder and three selected 
optimized formulations (O2, O4 i O21) (Papp - 
permeability coefficient) 

 

Rezultati ove studije idu u prilog osnovnoj pretpostavci da prilikom razvoja formulacija sa teško rastvorljivom 
lekovitom supstancom treba postići kompromis između brzine rastvaranja, sa jedne, i permeabilnosti, sa druge strane. 
Dobra rastvorljivost lekovite supstance u vodenoj sredini gastrointestinalnog trakta je skoro uvek preduslov za dobru 
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bioraspoloživost lekovite supstance nakon peroralne primene. Međutim, tokom izrade formulacija u kojima se povećava 
rastvorljivost lekovitih supstanci, može doći do promene permeabilnosti, odnosno uticaja na resorpciju [12]. Prilikom 
povećanja brzine rastvaranja lekovite supstance, najčešće dolazi do formiranja struktura koje su veće od molekula same 
lekovite supstance. Veličina čestica je važan faktor koji utiče na resorpciju lekovite supstance, naročito onih koje su teško 
rastvorljive u vodi ili biološkim tečnostima. Kao posledica formiranja struktura koje su veće od molekula same lekovite 
supstance, može nastati problem sa permeabilnošću aktivne supstance iz ovakvih formulacija. Takođe, primena 
površinski aktivnih materija za povećanje rastvorljivosti lipofilnih lekovitih supstanci, koje pokazuju visoku 
permeabilnost, kakav je i sam karbamazepin (BSK klasa II), usled solubilizacije lekovite supstance primenom površinski 
aktivne materije može doći do smanjenja slobodne frakcije lekovite supstance, što posledično vodi smanjenju 
permeabilnosti, što verovatno jeste još jedan od razloga za smanjenje permeabilnosti iz formulacije O21. Iz svega 
navedenog, može se smatrati da su formulacije čvrstih disperzija O2 i O4 prihvatljive, jer je postignuta ravnoteža između 
brzine rastvaranja i permeabilnosti karbamazepina [13,18].  

3. 6. Diferencijalna skenirajuća kalorimetrija 

Na DSC krivoj čistog karbamazepina (Slika 5), na osnovu karakterističnih pikova, može se zаključiti dа je 
karbamezepin u polimorfnom obliku III, jedinom farmakološki aktivnom obliku [19-21]. Na to ukazuje endotermni pik 
nа oko 178 °C, koji je posledica topljenja polimorfnog oblikа III kаrbаmаzepinа, a egzotermni pik nа oko 181 °C 
predstаvljа rekristаlizаciju polimorfnog oblikа III karbamazepina u polimorfni oblik I. Topljenje polimorfnog oblika I je 
verovatno uzrok pojave endotermnog pika na 194 °C. Kаrаkteristični pikovi topljenjа polimorfnog oblikа III karba-
mazepina u temperаturnom opsegu od 150 do 180 °C [7,19,20] su uočeni na DSC krivama svih ispitivanih formulаcija, 
kako u trenutku izrade, tako i nakon 24 meseca čuvanja pod ambijentalnim uslovima. Uočavaju se na gotovo svim DSC 
krivama i endotermni pikovi topljenja polimorfnog oblika I, međutim rekristalizacioni egzotermni pikovi prelaska 
polimorfnog oblika III u polimorfni oblik I nisu uočeni na svim DSC krivama. Izostajanje egzoterminh pikova prelaska 
karbamazepina iz polimorfnog oblika III u polimorfni oblik I su verovatno posledica malog udela lekovite supstance u 
uzorku i prisustva ekscipijenasa u formulaciji. Takođe, na DSC krivama ispitivanih formulacija uočavaju se i endotermni 
pikovi topljenja u opsegu temperatura od 40 do 50 °C, koji su verovatno posledica topljenja Gelucire® 44/14, prisutnog 
u formulacijama. Rezultati DSC analize ukazuju da je karbamazepin u svim ispitivanim formulacijama prisutan u 
polimorfnom obliku III i da su uzorci stabilni tokom dvogodišnjeg čuvanja.  

 

 

Slika 5. DSC krive karbamazepina i 
ispitivanih uzoraka O2, O4 i O21 nakon 
izrade i nakon 24 meseca 

Figure 5. DSC curve of carbamazepine 
and investigated samples O2, O4 i O21 
initially after preparation and after 24 
months 

3. 7. Infracrvena spektroskopija sa Furjeovom transformacijom 

Na spektru čistog karbamazepina (Slika 6.) se uočavaju karakteristične trake na 3462 cm-1 (−NH valenciona vibracija), 
1674 cm-1 (−CO−R vibracija), 1593 cm-1 i 1605 cm-1 (opseg za −C=C− i −C=O vibraciju i −NH deformaciju), što takođe 
ukazuje da je on u polimorfnom obliku III [22, 23]. U tri izrađene optimizovane formulacije se takođe uočavaju ove 
karakteristične trake, što ukazuje da nije došlo do interakcije između karbamazepina i ekscipijenasa i da je karbamazepin 
ostao u polimorfnom obliku III. Nakon čuvanja uzoraka 24 meseca pod ambijentalnim uslovima, takođe se uočavaju 
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karakteristične trake na spektru ovih formulacija. I ovi rezultati idu u prilog tome da je karbamazepin i nakon navedenog 
vremenskog perioda ostao u kristalnom polimorfnom obliku III.  

 

 

Slika 6. FT-IR spektri karbamazepina i ispitivanih 
uzoraka O2, O4 i O21 nakon izrade i nakon 24 
meseca 

Figure 6. FT-IR spectra of pure carbamazepine and 
investigated samples O2, O4 i O21 initially after 
preparation and after 24 months 

3. 8. Ramanska spektroskopija 

Na slici 7. prikаzani su spektri Rаmаnovog rasejanja kаrbаmаzepinа i tri odabrane optimizovane formulacije, nakon 
izrade i nakon 24 meseca čuvanja pod ambijentalnim uslovima.  

U molekulаrnom kristаlu, generаlno, mogu se rаzlikovаti dvа spektralna opsega Rаmаnovog rаsejаnjа, visoko 
energetski (konvencionаlni) opseg, koji se sаstoji od intrаmolekulskih vibrаcijа i nisko energetski opseg (ispod 200 cm-1) 
u kojem dominirаju intermolekulske vibrаcije (Slika 7) [24]. Iаko visoko energetski opseg takođe može nositi informaciju 
vezanu za kristаlnu strukturu, uočene promene između rаzličitih polimorfnih oblika su obično mаle i često ogrаničene 
na varijacije u intenzitetu Ramanskih pikova. Istraživanje nisko energetskog opsega pruža direktan uvid u kristalnu 
strukturu materijala [24]. U Ramanskim spektrima prisutni su svi karakteristični pikovi polimorfnog oblika III 
karbamazepina, sa naglaskom na pikove na oko 40, 91 i 141 cm-1 [25, 26]. Isti pikovi su prisutni i u uzorcima nakon 24 
meseca, čime se potvrđuje očuvаnje polimorfnog oblika III i stabilnost izrađenih formulacija nakon 24 meseca čuvanja. 
Varijacije u relativnim intenzitetima Ramanskih pikova posledica su različite orijentacije kristalita. 

 

 

Slika 7. Ramanski spekti karbamazepina i 
ispitivanih uzoraka O2, O4 i O21 nakon  
izrade i nakon 24 meseca 

Figure 7. Raman scattering spectra of 
carbamazepine and investigated samples O2, 
O4 i O21 initially after preparation and after 
24 months 

Rezultati ispitivanja, dobijeni primenom tri tehnike karakterizacije (DSC, FT-IR i Ramanska spektoskopija) su u 
saglasnosti i potvrđuju da je karbamazepin u uzorcima ostao u polimorfnom obliku III, kao i da su tri odabrane 
formulacije stabilne nakon 24 meseca čuvanja pod ambijentalnim uslovima.   



M. KRSTIĆ et al.: ČVRSTE DISPERZIJE SA KARBAMAZEPINOM Hem. ind. 72 (4) 191–204 (2018) 

202  

4. ZAKLJUČAK 

Primenom metode eksperimentalnog dizajna smeše, formulisane su čvrste disperzije variranjem udela 
karbamazepina, Gelucire® 44/14 i polimera Soluplus®. Rezultati ispitivanja in vitro brzine rastvaranja karbamazepina iz 
čvrstih disperzija su pokazali da je postignuto povećanje procenta rastvorenog karbamazepina iz čvrstih disperzija, u 
odnosu na čistu supstancu i komercijalne tablete sa trenutnim oslobađanjem. Najveće vrednosti procenta oslobođenog 
karbamazepina dobijene su pri udelima karbamazepina od oko 35 – 40 %, Gelucire® 44/14 od oko 25 – 30 % i  Soluplus® 
od oko 35 – 40 %. Na osnovu dobijenih rezultata matematičke regresije, sa velikom tačnošću se može predvideti 
procenat rastvorenog karbamazepina, za bilo koju kombinaciju ulaznih parametara, u ispitvanom opsegu.  

Poređenjem eksperimentalno dobijenih i predviđenih profila brzine rastvaranja karbamazepina iz tri izrađene 
optimizovane formulacije čvrstih disperzija, uočava se veliko slaganje (f1<15; f2>50).  

Primenom PAMPA testa je pokazano da je u dve, od tri ispitivane optimizovane čvrste disperzije očuvana, odnosno 
blago povećana permeabilnost karbamazepina. 

Rezultati ispitivanja uzoraka čvrstih disperzija nakon izrade, kao i nakon skladištenja 24 meseca, dobijeni primenom 
metoda DSC, FT-IR i Ramanske spektroskopije su potvrdili njihovu stabilnost i očuvanje karbamazepina u polimorfnom 
obliku III, jedinom farmakološki aktivnom obliku.  

 

Zahvalnica: Ovaj rad je realizovan u okviru projekata TR34007 i ON171032, koje finansira Ministarstvo prosvete, 
nauke i tehnološkog razvoja Rebuplike Srbije. 
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SUMMARY 

Solid dispersions with carbamazepine: optimization of formulation, characterization and examination of long-term 
stability 

Marko Krstić1, Igor Lukić2, Alma Bušatlić3, Nenad Lazarević4, Dragana Vasiljević1 

1Department of Pharmaceutical Technology and Cosmetology, University of Belgrade - Faculty of Pharmacy,  
Vojvode Stepe 450, 11221 Belgrade, Serbia 
2ASV Beograd d.o.o., Kumodraška 380, 11221 Belgrade, Serbia 
3Adoc d. o. o., Milorada Jovanovića 11, 11030 Belgrade, Serbia 
4Center for Solid State Physics and New Materials, Institute of Physics Belgrade, University of Belgrade,  
Pregrevica 118, 11080 Belgrade, Serbia 

(Scientific paper) 

Solid dispersions are defined as dispersions of one or more active pharmaceutical 
ingredients in inert solid-state carriers. They are made with the aim to increase 
solubility and the dissolution rate of low solubility active pharmaceutical 
ingredients, with the subsequent increase in their bioavailability. 

The aim of this study was the development and optimization of solid dispersion 
formulations with carbamazepine, using D-optimal experimental design, in order to 
increase the dissolution rate of the selected model drug. By using the method of 
experimental mixture design, solid dispersions were formulated by varying the 
ratio of carbamazepine (30-50 %), Gelucire® 44/14 (20-40 %) and Soluplus® poly-
mer (30-50 %) (input parameters). Sixteen formulations were made and used for in 
vitro testing of the carbamazepine dissolution rate. The observed output para-
meters were the percentages of carbamazepine released after 10, 20, 30, 45, and 
60 minutes. After the data analysis, three test formulations were chosen from dif-
ferent parts of the optimization area. They were prepared and the carbamazepine 
dissolution rate was determined, followed by stability assessment for 24 months 
under ambient conditions (25 °C, 40 % RH). 

The highest dissolution rate of carbamazepine from solid dispersions (more than 
80 % in 30 minutes) was achieved at the carbamazepine mass fraction of about 
40 %, Soluplus® of about 45 % and Gelucire® 44/14 of about 25 %. Comparing the 
predicted and the experimental obtained release rate profiles of carbamazepine 
from the three prepared optimized formulations, a significant compliance of the 
results was observed (f1<15; f2>50). The application of the PAMPA (Parallel 
Artificial-Membrane Permeability Assay) test has shown that carbamazepine 
premeability was maintained and mildly increased in two out of the three tested 
optimzed solid state formulations. Raman spectroscopy, FT-IR and DSC analyes 
showed that in the three optimized solid dispersions, after preparation and 24 
months of storage, interactions between carbamazepine and the excipients were 
not present and that carbamazepine remained in the single pharmacologically 
active crystal polymorph form III.  

Proper selection of solid dispersion proportions of carbamazepine, Gelucire® 44/14 
and Soluplus® may significantly increase the dissolution rate of the active 
substance, and the method of experimental mixture design can be successfully 
used for optimization of these formulations. 

  Keywords: solid dispersions, carbam-
azepine, formulation optimization, 
experimental design, in vitro release, 
physical stability 
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FEATURE ARTICLE
Temperature-Dependent Raman Study of
Nanostructured and Multifunctional Materials
Maja �S�cepanovi�c,* Mirjana Gruji�c-Broj�cin, Nenad Lazarevi�c, and Zoran V. Popovi�c
The scope of this paper is temperature dependence of Raman spectra in
several nanocrystalline materials and iron-based single-crystals. The Raman
results presented and analyzed here are related to TiO2 nanopowders (with
dominant anatase and brookite phase) and ZnxCd1�xSe single layers
measured at different temperatures. Temperature-dependent Raman spectra
of iron-based sulphides and selenides (BaFe2S3 and BaFe2Se3), as well as
alkali-doped iron selenides (KxFe2�ySe2 and K0.8Fe1.8Co0.2Se2) are also
analyzed. A physical model, including thermal expansion as well as three-
and four-phonon anharmonic effects, is used to quantitatively analyze
temperature evolution of the characteristic Raman mode self-energies for the
materials of interest. It is demonstrated how this model can be used as a
tool for predicting the temperature of structural and phase transitions, with
critical scrutany of its limitations.
1. Introduction

Variable-temperature Raman scattering measurements provide
great assistance in the analysis of structural, electronic, and
magnetic properties, as well as phase transitions, in large number
of materials currently in the focus of modern research in
condensed matter physics. Two important classes of materials
are in the scope of the present paper – nanomaterials and iron-
based compounds. Temperature-dependent Raman spectra of
nanomaterials is a significant source of information on their
thermal stability and other properties (such as phase composition,
nanocrystallite size distribution, strain, defects, and non-stoichi-
ometry) strongly depended on the temperature and affecting the
shape, shift, and linewidthof characteristicRamanmodes.[1–4] The
obtained Raman results are related to titanium dioxide (TiO2)
nanopowders (with dominant anatase or brookite phase) and
ZnxCd1�xSe single layers. In addition the influence of the
antiferromagnetic order, ferromagnetism, and magnetic fluctua-
tions on the Raman scattering spectra of several iron-based
compounds measured in wide temperature range were also
analyzed. Thesematerialsmay have not only superconducting but
also low-dimensional magnetic properties (forming spin chains,
Dr. M. �S�cepanovi�c, Dr. M. Gruji�c-Broj�cin, Dr. N. Lazarevi�c,
Prof. Z. V. Popovi�c
Center for Solid State Physics and New Materials
Institute of Physics
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Pregrevica 118, 11080 Belgrade, Serbia
E-mail: maja@ipb.ac.rs
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spin ladders, spin dimers, etc.).[5] The
temperature dependent Raman spectra of
iron-basedsulphidesandselenides (BaFe2S3
and BaFe2Se3, belonging to the family of the
iron-based S¼ 2 two-leg spin-ladder com-
pounds),[5] together with alkali-doped iron
selenides (superconductingKxFe2�ySe2 and
non-superconducting K0.8Fe1.8Co0.2Se2)

[6]

are analyzed. A physical model, including
thermal expansion, as well as three- and
four-phonon anharmonic effects, is used to
quantitatively analyze experimentally
obtained temperature dependence of energy
and linewidth of the Raman modes charac-
teristic for investigated materials. We have
shown that this simplified model could be
successfully used to predict the temperature
of microstructural phase trasitions, but its
limitations have also been indicated.
2. Theoretical Background

Lattice vibrations are strongly related to crystalline, thermody-
namical, and transport properties of materials, including phase
stability at finite temperatures, lattice thermal conductivity, and
superconducting critical temperature of phonon-mediated
superconductors.[7] In order to interpret experimental vibra-
tional spectra some computational methods based on density
functional theory have been developed. These methods use the
first-principles calculations of phonons and other related
properties, but it appears that their performance is always
limited by chosen approximations and assumptions. The
harmonic approximation, assuming independent phonons, is
usually adopted in calculations of phonon properties at low
temperatures; it is a method of choice when describing the
phonon spectra of the metals and insulators, valid and useful for
obtaining phonon dispersion curves and studying phase
stability. However, harmonic approximation is not successful
in describing phonon behavior at high temperatures, where
phonon-phonon interactions must be considered, together with
properties related to the lattice anharmonicity (thermal expan-
sion, lattice thermal conductivity, temperature, and volume
dependences of phonon frequencies). The anharmonic effects
can be successfully treated by the many-body perturbation
theory.[8,9] However, this theory seems to be inadequate, when
the cubic and higher-order anharmonic terms of the phonon
energies are larger than the harmonic one, or when the
harmonic solution shows dynamical instability. In order to
overcome these limitations, some advanced methods have been
019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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developed, such as the self-consistent phonon theory,[10] or ab-
initio molecular dynamics method,[11,12] both treating anhar-
monic effects in solids nonperturbatively.[7] However, all these
calculations require significant computer resources, rapidly
increasing with the size of the system. This may be the reason
why the first-principles calculations of phonons are usually
performed at low temperatures, and the results related to the
temperature dependence of phonon properties are, to the best of
our knowledge, still unavailable for materials studied here.

The analysis of experimentally obtained temperature depen-
denceofphonon frequency and lifetime in thematerials presented
in this paper includes quasiharmonic and anharmonic contribu-
tion to the lattice potential, which both contribute to nonharmonic
lattice dynamics. The phononmodes in the quasiharmonicmodel
behave harmonically with infinite lifetimes, but their frequencies
are influenced by the effects of lattice volume on the interatomic
potential,[13] whereas explicit anharmonicity originates from
phonon-phonon interactions increasing with temperature.

Frequency shift and broadening of phonon mode can be
described as real and imaginary part of phonon self-
energy[6,14,15]:

Σi Tð Þ ¼ Δi Tð Þ þ iΓi Tð Þ ð1Þ

where Δi(T) corresponds to the energy of i-th Raman mode and
Γi(T) to its linewidth, defined as inverse value of phonon lifetime
τ. Temperature dependence of Raman shift can be defined by the
real part of self-energy:

ωi Tð Þ ¼ ω0;i þ Δi Tð Þ ð2Þ

where ω0,ι is temperature independent contribution to phonon
mode energy. Temperature dependent term may be written as

Δi Tð Þ ¼ ΔV
i þ ΔA

i ð3Þ

The first term, ΔV
i , corresponds to the frequency shift from the

volume thermal expansion or quasiharmonicity, and can be
expressed as

ΔV
i ¼ �ω0;i e�γi

R T

0
αV T0ð ÞdT 0 � 1

� �
ð4Þ

with Grüneisen parameter γi of given mode and volume thermal
expansion coefficient αV(T) of investigated material.[15] The
Gru ̈neisen model assumes that the Gru ̈neisen parameter
correlates the temperature dependence of vibrational frequen-
cies with the unit cell volume. At constant pressure the
Gru ̈neisen constant is defined by

γi ¼
@lnωi
@lnV P ¼ � 1

αV

@ lnωi
@T Pj

���� ð5Þ

where ωi is the frequency of i-th vibrational mode, V the unit cell
volume and αV the volumetric thermal expansion given by

αV ¼ 1
V
@V
@T Pj ð6Þ
Phys. Status Solidi A 2019, 800763 800763 (2
Hence, when the temperature dependence of vibrational
modes is known, the Gru ̈neisen parameter (which varies
significantly from one mode to the other) can be determined
from the known thermal expansion (or vice-versa).

The second term, ΔA
i , in the Equation (3) describes the

frequency shift caused by the anharmonic phonon-phonon
coupling, that is, the explicit anharmonicity or pure temperature
© 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheimof 11)
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effect. The anharmonic decay of phonons includes the leading,
three-phonon and four-phonon processes, cubic Δ 3ð Þ

i and quartic
Δ

4ð Þ
i components of the anharmonicity term ΔA

i and it should be
determined for each Raman mode. The explicit anharmonicity
for frequency shift may be simplified by the model proposed by
Klemens[16] and extended by Balkanski et al.[17] where phonon-
phonon interactions include only overtone processes (one optical
phonon at the Γ point decays into two or three phonons of equal
energy on the same branch), specifying the contributions of
three-phonon and four-phonon processes to the frequency shift
in the following form[17]:

ΔA
i ¼ Δ

3ð Þ
i þ Δ

4ð Þ
i

¼ Ci 1þ 2

e
�hωi
2kBT � 1

 !
þDi 1þ 3

e
�hωi
3kBT � 1

þ 3

�hωi
e3kBT−1

� �2
0
B@

1
CA ð7Þ

where Ci andDi are so-called anharmonic constants. It should be
noted that the parameters which exist in the simplified Klemens
model are treated as independent, which is not quite physically
correct. In general, the exact interdependence of these parameters
is very hard to determine. In order to obtain the relationship
between the parameters, when the anharmonic effect can be
defined only by three phonon processes, the model of a damped
oscillator is adopted,[15] and phonon-phonon scattering contribu-
tion to energy of Raman mode is represented as:

ΔA
i ¼ Ci 1þ 4λph�ph;i

�hωi
e2kBT�1

 !
ð8Þ

with phonon-phonon interaction constant λph-ph introduced as
fitting parameter to represent phonon-phonon coupling
strength.

Unlike the phonon energy, the phonon linewidth is not
affected by the thermal expansion of crystal lattice. Two main
contributions to the phonon linewidth are the anharmonic decay
of the phonons and the perturbation of the crystal translational
symmetry, due to the presence of impurities and defects.
According to Klemens model, temperature dependence of
Raman mode linewidth can be described by

Γi Tð Þ ¼ Γ0;i þ Ai 1þ 2
e�hωi=2kBT � 1

� �

þ Bi 1þ 3
e�hωi=3kBT � 1

þ 3

ðe�hωi=3kBT � 1Þ2
 !

ð9Þ

where Γ0,i is the temperature-independent linewidth, which
originates mainly from the presence of impurities and defect
(nonstoichiometry), whereas Ai and Bi are the three- and four-
phonon anharmonic constants, respectively. According to the
model of a damped oscillator, if four-phonon processes turned
out to be negligible, Raman mode linewidth could be written
as[15]:

Γi Tð Þ ¼ Γ0;i 1þ 2λph�ph;i

e
�hωi
2kBT � 1

 !
ð10Þ
Phys. Status Solidi A 2019, 800763 800763 (3
with Γ0,i as anharmonic constant, which could be related to the
phonon-phonon interaction constant λph-ph and the anharmonic
parameter Ci from relation (8), given as[15]:

Ci ¼
Γ20;i
2ω0;i

ð11Þ

It should be noted that more general calculations, including
asymmetric decay channels, result in a better agreement with
experiment, especially in some semiconductors.[15]
3. Temperature-Dependent Raman Spectra of
Nanomaterials

The Raman scattering provides important information on the
nature of the solid on a scale of few lattice constants. Therefore,
this technique can be used to study the correlation between the
change in vibrational properties on one, and structural and/or
morphological changes in nanostructured material on the other
side.

The Raman spectra of nanocrystalline materials are usually
simulated by phenomenological phonon confinement model
(PCM).[18,19] In this model several independent factors, like
phonon confinement, strain, non-homogeneity of the size
distribution, defects, and variations in phonon relaxation with
crystallite size decreasing, contribute to the changes in the
position and linewidth of calculated Raman mode.[18–21] Due to
the crystallite size decrease, the phonons are confined and
optical phonons over the entire Brillouin zone (BZ) contribute to
the first-order Raman spectra. The Raman intensity I(ω) for
crystallite size L, according to Richter et al.[22] and Campbell and
Fauchet,[23] is presented as a superposition of weighted
Lorentzian contributions over the whole BZ, by the equa-
tion[3,4,18–23]:

I ωð Þ ¼
Xm

i¼1

Z 1

0
ρ Lð ÞdL

Z
BZ

exp �q2L2

8β

� �
d3q

ω� ωi qð Þ þ Δωi q; L;Tð Þð Þ½ �2 þ Γ0i Tð Þ
2

� �2
0
B@

1
CA ð12Þ

where ρ (L) defines crystallite size distribution, q is expressed in
units of π/aL (aL – effective unit cell parameter), β – strength of
confinement (varies from β¼ 1 in the Richter’s confinement
model to β¼ 2π2 in the Campbell’s confinement model,
depending on the confinement boundary conditions in
different nanomaterials), ωi(q) � phonon dispersion, Γ0i(T)
� the intrinsic linewidth of Raman mode dependent on
temperature T, as well as nonstoichiometry, disorder, and
defects state.

The change of the lattice parameters (lattice volume) with
nanocrystallite size decrease is registered in nanomaterials due
to effect of microstrain and may affect the Raman mode
position. The influence of strain on Raman shift Δωi q;T; Lð Þ of
particular mode is included into PCM through the term given
by[4,20,24]:
© 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheimof 11)
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Δωi q;T; Lð Þ ¼ �γiωi q;Tð ÞV Lð Þ
V0

ð13Þ

The unit cell volume variation of nanocrystallite size L can be
written as

V Lð Þ ¼ V0 � ΔV Lð Þ ð14Þ

where signs “þ” and “–” correspond to tensile and compressive
strain, respectively.
3.1. TiO2 Based Nanomaterials

Titanium dioxide is material of great importance in modern
materials science. It is probably the most characterised oxide in
different areas, such as defect chemistry, phase transitions,
surface structure, surface chemistry, optical properties, and
electronic structure.[2] Also, it is widely used nowadays, with a
variety of achieved and potential applications: as a pigment, in
photocatalysis, as electron transport layer in solar cells, as self-
cleaning material, etc.[25] Only three of TiO2 several polymorphs
(rutile, anatase, and brookite) are considered to be its naturally
occurring phases. Although extensively studied during past
decades, there are still some unresolved questions related to
vibrational and thermal properties of these phases, especially
those originated from their nanocrystalline structure.
Figure 1. a) The Raman spectra of laser-synthesized TiO2 nanopowder
measured at different temperatures (circles) simulated by PCM
(lines). Temperature dependence of the Eg Raman (b) shift and (c)
linewidth fitted by three- (dashed lines) and four-phonon (full lines)
anharmonic model with the corresponding parameters specified in the
figures.
3.1.1. Anatase Nanocrystalline Powders

The Raman spectroscopy of nanocrystalline anatase (the TiO2

phase most commonly synthesized at ambient conditions), has
been established as a very sensitive tool for detecting nano-
structural changes in this material, associated with phonon
confinement effect, non-stoichiometry, internal stress/surface
tension effects and/or the anharmonicity effects due to
temperature variations.[1–4]

In this review we present our experimental results related to
the temperature dependence of the most intense anatase Eg
Raman mode, taken from laser-synthesized and commercial
anatase nanopowder samples, published in our earlier
papers.[1,2] The interpretation of these results is slightly modified
here, in accordance with recent experimental and theoretical
findings related to the variation of nanostructural properties of
anatase with temperature.[26–30]

The results of a detailed study of the most intense Eg mode in
the Raman spectra of anatase nanopowder synthesized by laser-
induced pyrolysis, with crystallite size about 12.3 nm, are
presented in the Figure 1. The spectra in the temperature range
from 25 to 300Kwere taken in closed cryostat coupled with Jobin
Yvon U1000 macro-Raman system. Other spectra were obtained
in the same Raman system, but under conditions of local heating
of the sample due to laser radiation, with the temperature
estimation based on the intensity ratio between the Stokes and
anti-Stokes Raman spectra.[1]

As can be seen from the Figure 1a, very good agreement
between the experimental and calculated spectra of anatase
Phys. Status Solidi A 2019, 800763 © 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim800763 (4 of 11)
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Figure 2. a) The Raman spectra of commercial anatase TiO2 nano-
powder measured at different temperatures (circles) simulated by PCM
(lines). Temperature dependence of the Eg Raman (b) shift and (c)
linewidth fitted by four-phonon anharmonic model (full lines) with the
corresponding parameters specified in the figures. d) Nanocrystallite
size L estimated by using PCM with (circles) and without (asterisks)
included strain.
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nanopowder has been obtained at all given temperatures, by
using the PCM (Equation (12)) with anisotropic dispersion
relations[31] and temperature dependent parameters.[1] It has also
been demonstrated that the frequency shift (Figure 1b) and
mode broadening (Figure 1c) of the Eg Raman mode were
induced by both phonon confinement due to the nanocrystalline
size and effect of heating. In order to analyze only heating effects
on Eg Raman shift and linewidth, their as-read experimental
values (shown with open symbols in the Figure 1b and c) have
been corrected to exclude the effects of phonon confinement.
Thereafter the corresponding temperature dependences of the
Eg Raman shift and linewidth (closed symbols in Figures 1b and
c) were fitted according to the Equations (7) and (9), respectively.
The obtained results show that the contribution of explicit
anharmonicity overpowers the effect of quasiharmonicity in the
Eg frequency shift. Namely, the volume thermal expansion due to
the heating, in combination with the positive value of Gru ̈neisen
parameter for Eg mode, should lead to a decreasing in Eg Raman
frequency with temperature, contrary to experimental observa-
tion. It also has been shown that the curves (full line)
corresponding to the contributions of both three- and four-
phonon processes were better matched to the experimental
results, than those calculated with the assumption of three-
phonon processes only (dashed line). This effect is particularly
pronounced in linewidth temperature dependence of Eg Raman
mode.

Raman spectra of commercial anatase TiO2 nanocrystals
(Aldrich 637254, 99.7%) with a declared average crystallite size of
about 5 nm were measured in the temperature range from 22 to
900 �C using Linkam TS 1500 heating stage coupled with Jobin
Yvon T64000 micro-Raman system.[2] The temperature depend-
ences of Raman shift and broadening of the lowest frequency Eg
mode were analyzed by using PCM and anharmonic model.
Comparison between experimental spectra and those calculated
by PCM (Equation (12)) at several chosen temperatures is shown
in the Figure 2a. In this case PCM included not only the effects of
phonon confinement and nonstoichiometry, but also the strain.
Namely, recently published results have revealed that the strain
in anatase particles varied with temperature[26,27,29,30]: at some
medium-high temperatures, the strain could be released, but at
high temperatures, close to the transformations from anatase to
rutile phase, the strain could strengthen again. Also, in situ x-ray
diffraction study of the anatase microstructure evolution as a
function of temperature has confirmed that anatase nanoparticle
size increased with temperature. But it should be pointed out
that the temperature at which the particles size begin to increase
depends on their initial size,[32] and that for smaller anatase
nanoparticles the increase starts at higher temperature. This was
the reason for modification of our previous calculations by
including the strain in PCM, which led to the increase of
calculated temperature at which the anatase nanoparticles begin
to grow from previously estimated 500 �C to currently specified
600 �C.[2] Different calculated results are the consequence of
following assumption: the discrepancy of experimental temper-
ature dependences of Eg Raman shift and linewidth from those
predicted by anharmonicmodel (Equations (7) and (9)), observed
at about 500 �C, originates from strain relaxation, and
nanoparticle growth starts at higher temperatures (about
600 �C). Also, nanoparticles growth with temperature, estimated
Phys. Status Solidi A 2019, 800763 © 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim800763 (5 of 11)
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by using PCM with strain effect, is less steep than that obtained
with strain effect neglected,[2] which is much more consistent
with the published XRD results for very small anatase nano-
particles.[32] Note that we assume anatase nanocrystallites to
obey a log-normal size distribution with average crystallite size of
about 7 nm, previously estimated by the procedure based on the
low frequency Raman scattering measurements.[2]
Figure 3. a) The Raman spectra of brookite TiO2 nanopowder measured
at different temperatures with characteristic modes assigned. Tempera-
ture dependence of the A1g Raman mode (b) shift and (c) linewidth;
experimental as read values (symbols) are fitted by four-phonon (full
lines) anharmonic model with the corresponding parameters specified in
the figures.
3.1.2. Brookite Nanocrystalline Powders

Unlike the anatase phase, the variation of Raman spectra of TiO2

brookite phase with temperature has not yet been reported, to the
best of our knowledge. The Raman spectra of hydrothermally
synthesized spindle-like brookite nanoparticles with mean
crystallite size of �33 nm (according to XRD results[33]) were
measured in the temperature range from 80 to 860K using
Linkam THMS 600 heating stage coupled with Jobin Yvon
T64000 micro-Raman system. The Raman spectra of brookite
taken at several temperatures are shown in the Figure 3a. It can
be seen that a great number of observedmodes, characteristic for
this orthorhombic structure (36 Raman active modes are
expected according to symmetry considerations),[34] broadens
and shifts towards lower frequencies with the temperature
increase. The temperature dependence of Raman shift (squares)
and linewidth (circles) of the most intensive brookite A1g mode,
collected from experimental spectra is presented in the
Figure 3b. The PCM has not been used to analyze the spectra
of brookite nanopowder, because of relatively large mean
crystallite size, as well as quite flat phonon dispersion curves
theoretically predicted for this brookite Raman mode.[35] Even
the application of the anharmonic model in this analysis is not
simple, due to lack of experimental and calculated data on the
brookite thermal expansion coefficients, as well as the pressure
dependence of brookite vibrational properties, needed for
determination of mode Grüneisen parameter. Therefore, the
value of volume thermal expansion coefficient for brookite is
assumed in the range limited by expansion coefficients of
anatase and rutile, as indicated by published experimental
results related to polyhedral thermal expansion in these TiO2

polymorphs.[36] The value of Grüneisen parameter is taken as
fitting parameter in the calculation of quasiharmonic contribu-
tion to A1g Raman shift according to Equations (4). The curves
calculated as described above start to deviate from experimental
temperature dependence of A1g Raman shift on temperature
already at 450K, whereas the discrepancy of the values predicted
according to Equation (9) from experimental linewidth appears
above 600K. The experimental A1g linewidth at higher temper-
atures, narrower than predicted by the model, can be explained
by the strain relaxation and increase of the brookite crystallite
size with temperature. Note that gradual increase of brookite
crystallite size due to thermal treatment of TiO2 nanopowders
has been documented in the literature.[37] The comparison
between brookite Raman spectra measured at 80K, before and
after heating the sample at 873K (Figure 3a), indicates that some
modes become better defined, narrower, and shifted to lower
frequencies after the thermal treatment, thus supporting the
assumptions of defect relaxation and partial consolidation of
small particles into larger. On the other hand, the deviation of
Phys. Status Solidi A 2019, 800763 800763 (6
temperature dependence of A1g Raman shift from those
predicted by model, could be not only a consequence of
microstructural changes in brookite nanopowder due to heating,
but also a result of the changes in the thermal properties of
© 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheimof 11)
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brookite with temperature. These changes are not taken into
account because, despite some indications, precise data about
these phenomena still are not available.
3.2. ZnxCd1�xSe Single Layers

TheexaminationofvibrationalpropertiesofZn1–xCdxSe isamatterof
special interest due to structural phase transition observed in this
material with variation of composition x and temperature.[38] There
are also the strong indications that vibration properties of thin layers
are not identical to those for bulk Zn1–xCdxSe mixed crystal.[39] The
Raman spectra of microcrystalline ZnxCd1-xSe single layer (with
composition x¼ 0.59 and thickness of 400nm), prepared by thermal
vacuum evaporation, through alloying of ultrathin ZnSe and CdSe
filmswithequivalent thickness,[40]weremeasured in the temperature
range from 20 to 600 �C using Linkam THMS 600 heating stage
coupledwith JobinYvonT64000micro-Ramansystem.Someof these
spectra, obtained with 514.5nm line of mixed Ar/Kr laser, are
presented in the Figure 4a. The temperature dependences of Raman
shiftand linewidthof themost intensiveRamanmode,ascribed to the
scattering from1LOphonons of theZnxCd1-xSe,

[38,41,42] are shown in
the Figure 4b for chosen temperatures. We have decided to analyze
temperature dependence of 1LOmode because of the change of the
LO-phonon spectrum versus crystal composition, which has been
described as one-mode type. On the other side, the TO-phonon
dependence appeared to be much more complicated, with rather
anomalous features in the line shape and mode frequency versus
crystal composition, as well as the temperature, due to the
anharmonic coupling between TO-mode and two-phonon states.[42]

To simulate this dependence by the model described in Section 2,
values for thermal expansion coefficient and Gru ̈neisen parameter
have been taken from recently calculated pressure and temperature
dependence of Zn0.5Cd0.5Se thermodynamic properties.[43] It is
obvious that at the temperatures higher than 700K, there are some
discrepancies between experimentally obtained values and those
predicted by themodel, more pronounced for themode frequencies.
Suchdiscrepancies aremost probably the consequence of the change
in the film composition at higher temperatures. Namely, it is well
known that frequency of 1LO Ramanmode of ZnxCd1-xSe increases
with the increase in composition x, which arises here due to the
evaporation of Cd at higher temperatures.[41]
Figure 4. a) Experimental Raman spectra of ZnxCd1�xSe single layers
measured at different temperatures; Lorentzian fit correspond to the 1LO
mode of ZnxCd1�xSe is pointed out. Temperature dependence of the 1LO
Raman mode (b) shift and (c) linewidth; symbols represent as-read
experimental values, whereas full lines correspond to the results calculated
by model described in the text with the parameters specified in the figures.
4. Temperature Dependence of Raman Spectra
of Iron-Based Materials

The discovery of superconductivity in iron-based materials has
attracted a great attention of the solid state community. During
the last decade many new classes of iron-based materials with
reach phase diagrams have been reported, featuring a variety of
the (competing) phases,[44] and their phonon properties have
been extensively studied by using temperature-dependent
Raman spectroscopy.[5,6,45–64] In order to demonstrate the
ability of inelastic light scattering to probe a number of
structural and/or magnetic properties of iron-based materials,
an overview of some published results is presented.[5,6] The
Raman scattering experiments shown here were performed in
backscattering micro-Raman configuration using 514.5 nm line
Phys. Status Solidi A 2019, 800763 800763 (7
of an Arþ/Krþ mixed laser. Low-temperature measurements
were taken using KONTI CryoVac continuous flow cryostat
coupled with JY T64000 or TriVista 557 Raman systems,
whereas the Raman scattering measurements at higher
© 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheimof 11)
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Figure 5. a) The polarized Raman scattering spectra of BaFe2S3 single crystal measured at 100 K. Insets: the normal modes of the A1
g , A

2
g , A

3
g , and B1

2g
vibrations. x¼ [110], y¼ [11�0], and z¼ [001]. Experimental values (symbols) and calculated temperature dependence (solid lines) of the energies and
broadenings of (b) A4

g and (c) B2
3g Raman modes of BaFe2S3, with the normal modes of corresponding vibrations graphically represented in the insets.

Reproduced with permission.[5] Copyright 2015, American Physical Society.
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temperatures were done using a Linkam THMS600 heating
stage.
4.1. Temperature-Dependent Raman Spectra of BaFe2S3 and
BaFe2Se3

The crystal structures of the BaFe2S3 and BaFe2Se3, representa-
tives of the iron-based S¼ 2 two-leg spin-ladder compound
Figure 6. a) The x(yy)�x, x(zz) �x, and x(yz)�x polarized Raman scattering spectr
Vertical bars are calculated values of the Ag and the B3g symmetry Raman act
dependence (solid lines) of BaFe2Se3 (b) A

8
g and (c) A11

g Raman mode energie
in the insets. Reproduced with permission.[5] Copyright 2015, American Ph

Phys. Status Solidi A 2019, 800763 800763 (8
family, are isomorphic, but not isostructural.[5] They can be
described as alternate stacking of Fe-S(Se) layers and Ba cations
along the crystallographic a axis (b axis), whereas in the Fe-S(Se)
plane, only one-dimensional (1D) double chains of edge-shared
[FeS(Se)]4 tetrahedra propagate along these axes.

The BaFe2S3 is a quasi-one-dimensional semiconductor with
orthorhombic crystal symmetry, with space group Cmcm and
Z¼ 4. Based on the factor group analysis, the 18 Raman active
modes are expected to be registered in the spectra of single-
a of BaFe2Se3 single crystals measured at room temperature and at 20 K.
ive vibrations. Experimental values (symbols) and calculated temperature
s with normal modes of corresponding vibrations graphically represented
ysical Society.
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crystal with (110) orientation.[5] Most of these modes are
observed in polarized Raman scattering spectra of BaFe2S3
investigated here (Figure 5a).

Experimental values and temperature dependence of the
energy and broadening of A4

g and B2
3g Raman modes of BaFe2S3,

calculated by Equations (3), (4), (8) and (10), are shown in the
Figures 5b and c, respectively. The change in the slope of
temperature dependence of these modes linewidth (energy), as
well as deviations of simulated anharmonic behavior from
experimental values, is observed at about 275K. This could be
related to the spin and charge, because of a hump in the inverse
molar magnetic susceptibility, and a change of slope of the
electrical resistivity temperature dependence, which have been
observed in BaFe2S3 at similar temperature.

The antiferromagnetic ordering of spins within the ladder
legs could change from short-range to the long-range state,
without 3D antiferromagnetic spin ordering (the N�eel state) of
the whole BaFe2S3 crystal, followed by the change of electronic
structure, which could explain the abrupt increase of the
resistivity at this temperature. Note that 3D-antiferromagnetic
phase transition is registered in many of iron-based spin-ladder
materials at about 260K.

The BaFe2Se3 also has an orthorhombic structure (Pmna) with
unit cell consisting of four formula units containing 24 atoms.
However, unlike the BaFe2S3, there is an alternation of the Fe–Fe
distances along the chain direction in BaFe2Se3. The 36 Raman
active modes are predicted in the BaFe2Se3 spectra by the factor
Figure 7. a) Temperature dependence of the energy for the A1g and B1g(A
6
g) Ra

Enlarged view of the dependence of the A1g mode energy on temperature
temperature dependence of the electrical resistivity for K0.8Fe1.8Co0.2Se2 s
dependence of energy and linewidth for some Agmodes of KxFe2�ySe2 (left pan
volume contribution to the phonon mode energy. Reproduced with permis

Phys. Status Solidi A 2019, 800763 800763 (9
group analysis, but only modes of Ag and B3g symmetry are
observed in the spectra measured from the (100) plane of the
sample (the crystallographic a axis is perpendicular to the plane
of the single crystal), as shown in the Figure 6a.

The energies of A8
g and A

11
g Ramanmodes of BaFe2Se3 change

abruptly at temperatures below TN¼ 255K, when this com-
pound becomes antiferromagneticaly long-range ordered
(Figure 6b and c, respectively). It appears that the spin-phonon
(magnetoelastic) coupling is responsible for Raman mode
energy change in the antiferromagnetic phase, due to significant
local lattice distortion (Fe atom displacement along the b axis of
�0.001 nm) driven by the magnetic order. Moreover, local
displacements in the Fe atoms at TN have a significant impact on
the electronic structure due to rearrangement of electrons near
the Fermi level, and, consequently, the change in the phonon
energy and broadening.
4.2. Temperature-Dependent Raman Spectra of
Superconducting KxFe2�ySe2 and Non-Superconducting
K0.8Fe1.8Co0.2Se2

According to the selection rules, two Raman modes in the
spectra of KxFe2�ySe2 can be ascribed to high symmetry
(I4/mmm), whereas 18 phonon modes could originate from
low-symmetry (I4/m) phase, out of which 16 has been observed
in this phase-separated sample.[6,50] Polarized Raman scattering
manmodes of KxFe2�ySe2 and K0.8Fe1.8Co0.2Se single crystals. Upper inset:
in a low-temperature region near TC for KxFe2�ySe2. Lower inset: the

hows the nonmetallic behaviour of this single crystal. b) Temperature
el) and K0.8Fe1.8Co0.2Se (right panel). Solid lines take into account only the
sion.[6] Copyright 2015, IOP Publishing.
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spectra of K0.8Fe1.8Co0.2Se2 single crystals, measured from the
(001) plane of the sample at various temperatures, have shown
that the energies of Raman active phonons are close to the
energies of the corresponding modes in KxFe2�ySe2. The same
number of Raman modes observed in both compounds, with
similar corresponding energies, suggests that phase separation
is also present in K0.8Fe1.8Co0.2Se2, and that doping of a
KxFe2�ySe2 single crystal with a small amount of Co does not
have a significant impact on the phonon spectrum in the normal
state.[6]

The temperature dependences of A1g and B1g(A
6
g ) modes of

KxFe2�ySe2 and K0.8Fe1.8Co0.2Se2 single crystals are shown in the
Figure 7a. These dependences are analyzed using Equation (3)
with ΔV

i therm only, knowing that the calculated values of
parameters Ci in the anharmonic term ΔA

i are negligible. The
temperature dependence of the B1g(A

6
g ) mode energy in both

samples in the whole temperature range under investigation is
well described by the proposed model. However, A1g mode
energy is well fitted by this model only in the case of non-
superconducting Co-doped sample, whereas an abrupt change
in A1g mode energy around TC in the superconducting sample is
observed. It may be concluded that the hardening of A1g mode
around Tc (observed for superconducting sample and absent for
non-superconducting one; see the inset in the Figure 7a) is
caused by the superconductivity induced phonon renormaliza-
tion. Note that sudden change in the energy near TC is registered
only for the mode corresponding to vibration of high-symmetry
(I4/mmm) phase in the superconducting KxFe2�ySe2 and could
be related to the rearrangement of the electronic states to which
this mode couples, as the superconducting gap opens.

On the other side, the temperature dependence of the
Raman energy and linewidth of A6

g and A7
g modes (Figure 7b),

registered in the spectra of KxFe2�ySe2 and K0.8Fe1.8Co0.2Se2
single crystals, and ascribed to non-superconducting low-
symmetry phase (I4/m), are well described by the proposed
lattice anharmonic model only with the contribution of the
lattice thermal expansion.
5. Conclusion

The results presented in this paper have shown how temperature-
dependent Raman scattering measurements could be used to
analyze the variation of structural, morphological, compositional,
electronic, and/ormagneticmaterial properties with the tempera-
ture. It was demonstrated that physical model, including
quasiharmonical and anharmonical contributions, used to
quantitatively analyze experimentally obtained temperature
dependence of energy and linewidth of the characteristic Raman
modes, could serve as predictive tool for determining the
temperatures at which significant changes occur in studied
materials. Temperature-dependent Raman spectra of nanomate-
rials have given information about their thermal stability and
allowed tracking changes in phase composition, nanocrystallite
size, strainandnon-stoichiometrywith temperature. Inaddition to
thermal expansion and three-phonon anharmonic contribution,
usually the four-phonon anharmonic contribution must be
included in order to describe the temperature dependence of
the shift and linewidth of Raman modes in nanomaterials.
Phys. Status Solidi A 2019, 800763 800763 (10
However, it should be noted that, although this approach provides
good fits to experimental Raman data of investigated nano-
materials, some results may not have a complete physical
meaning, due to oversimplified approximations (too large cubic
anharmonicity in comparison to the quartic, a negative fitting
parameter for the quartic anharmonicity in some cases, which is
unreasonable). However, if asymmetric phonon decays and four
phonon processes turn out to be negligible, the Klemens model
provides a reasonable fit to the Raman shift and linewidth of all
studied phonons in iron-based single crystals, making this model
very convenient for investigated iron-based materials. Thermal
expansion and three-phonon anharmonic contributions are
usually sufficient to describe temperature dependence of shift
and linewidth of Raman modes characteristic for iron-based
materials, whereas deviation of experimental values from those
predicted by the model has indicated structural and phase
transitions andhas allowed determining the temperature atwhich
they occurred. The influence of antiferromagnetic order, ferro-
magnetism, and magnetic fluctuations on the Raman scattering
spectra of iron-based compounds depending on temperature can
show, not only superconducting, but also a low-dimensional
magnetic properties of these materials.
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Nematic Fluctuations In Iron Based Systems
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Abstract. The origin and interplay of nematicity, magnetism, and superconductivity in iron based
materials are still a subject of current research. The fluctuations which precede the ordered phases
provide an additional probe for these phenomena. Using Raman spectroscopy we study fluctuations
in Ba(Fe1−xCox)2As2 (x = 0-0.051) as a function of temperature, symmetry, and doping. Our results
provide evidence for critical spin fluctuations, suggesting a spin driven mechanism of the nematic
and magnetic order. We discuss similarities with related systems such as EuFe2As2 and FeSe.
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FIGURE 1. Fluctuations in Ba(Fe0.975Co0.025)2As2. a Due to the response from fluctuations above the
structural phase transition at Ts ≈ 103K the spectral weight at low energies and the initial slope τ0,B1g
increase upon cooling. b The initial slope (red diamonds) exhibits a maximum at Ts, but the fluctuations
only vanish at the magnetic ordering temperature TSDW. The maximum is reflected in the temperature
dependence of the electronic nematic susceptibility χel

nem (grey) when the fluctuations couple to the lattice.
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The vibrational properties of CrI3 single crystals  
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Abstract. CrI3 is a two-dimensional layered material and a ferromagnetic [1] with Curie 
temperature of 61K [1,2] and first order phase transition that occurs at 220K [3,4]. This class of 
materials has recently gained a lot of intention due to numerous potential applications. Here we 
represent our work consisting of both experimental and theoretical Raman scattering study of CrI 3 
lattice dynamics. Based on our results we can distinguish two different phases for CrI 3 with monoclinic 

(C2/m) being the high-temperature and rhombohedral ( 3) phase being the low-temperature phase. 
Abrupt changes to the spectra were found at the first order phase transition which was located at Ts ≈ 
180 K, lower than in previous studies. In contrast to the prior reports we found no sign of phase 
coexistence over temperature range exceeding 5 K [5]. 
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Abstract. Well defined structures at nanometric scale of multiferroic materials present an 
increasing interest due to their unique physical properties and potential applications. Fabrication 
of artificial nanostructures requires sophisticated technology and has been recognized as a hard-
attainable issue. For these reasons the fabrication of ordered nanostructures, via spontaneous self-
organization, is a topic of major relevance. Complex oxide thin films are often elastically strained 
and this lattice strain can, in some cases, select preferential growth modes leading to the 
appearance of different self-organized morphologies. In this work we report on the controlled 
fabrication of a self-assembled network of nanostructures (pits and grooves) in highly epitaxial 
BiFeO3 thin films. As previously shown in the case of manganite thin films [1-2], the remarkable 
degree of ordering is achieved using vicinal substrates with well-defined step-terrace morphology. 
Nanostructured BiFeO3 thin films show mixed-phase morphology, exhibiting the giant 
ferroelectric polarization close to the theoretical limit. These particular microstructures open a 
huge playground for future applications in multiferroic nanomaterials. 
 
 

 

FIGURE 1. Scanning Electron Microscopy of nanostructured 
BiFeO3 films grown on top of SrTiO3 and LaAlO3 substrates. 
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Abstract. Cells possess specific dynamic biochemical structure and by analyzing (inter)molecular 
vibrations with Raman spectroscopy, correlation between biochemical composition to specific cell 
lineages is established, as well as to disorders of their physiologic state. In regenerative medicine 
and tissue engineering, mesenchymal stem cells, as adult stem cells, are of crucial importance, due 
to self-renewal, multi-lineage differentiation potential and undemanding isolation procedure. 
These cells are widespread in the adult organism and no ethical issues are related to their isolation. 
However, they need to be well characterized and purified before further application, having in 
mind their intrinsic heterogeneity. Raman spectroscopy was used for analyzing the influence of 
two most frequently used chemical fixatives, methanol and formaldehyde, on Raman spectra of 
primary mesenchymal stem cells isolated from periodontal ligament. Further, this vibrational 
spectroscopy technique was applied for probing differentiation status of these cells, after 
stimulating towards chondrogenic, adipogenic, and osteogenic lineages. 
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Abstract. FeSe is the simplest and yet the most controversial member of the iron based 
superconductors whose charge and spin dynamics may hold key information on the physics of 
high temperature superconductors. As opposed to the related iron pnictides and FeTe, no long 
range magnetic order is found down to lowest temperatures. Here, we present the results of the 
inelastic light scattering experiments on FeSe as a function of temperature and polarization. In 
agreement with numerical simulations of a spin-1 Heisenberg model, several peaks in all Raman 
active symmetries can be assigned to spin excitations. The dominating feature is a peak in B1g 
symmetry around 500 cm-1 which shows distinct temperature dependence. Further comparison of 
the simulations to neutron scattering data furnishes evidence for FeSe hosting nearly frustrated 
stripe order of local spins.      
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Abstract. Crystal structure, magnetic ordering and nematic phase are closely interrelated in the iron-
based superconductors.  Although isostructural and isoelectronic, properties of 11 chacogenides, FeSe, 
FeTe and FeS, differ significantly. Whereas FeSe  undergoes a nematic and structural phase transition at 
90 K, togeather with superconductivity below 9 K, and no traces of long-range magnetic ordering, FeTe 
is not superconducting but exhibits magnetostructural phase transition at temperature  of 67 K. The last 
member of the familly, FeS, have a superconducting transition at 5 K,  and remains tetragonal down to 
lowest temperatures.   
 
Here, we present results of Raman scattering experiment on tetragonal FeS, and analysis of vibrational 
properties close to potential instabilities [1]. Besides A1g and B1g modes assignation,  which is in a good 
agreement with DFT calculations, third peak whitin a gap  of  calculated phonon density of states can be 
indentified as a result of  second order scattering process. Both, selection rules for two-phonon 
processes, based on modified group projector technique and energy are in a good agreement with the 
experiment. A fourth mode, close to A1g could originate from either deffect-induced scattering or 
second order scattering as well.  The temperature dependence of all four modes is governed by the 
contraction of the lattice, with anomalies at 50 K and below 20 K. The anomaly observed at 20 K has a 
correspondence with previously reported results of short-range magnetic ordering. The presence of two-
phonon scattering indicates strong phonon-phonon scattering, which is likely to originate from an 
electron-phonon interaction being enhanced in comparison to other pnictides and chalcogenides. 
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Abstract. A new class of magnetic van der Waals bonded materials has recently become of great
interest, as a suitable candidates for various applications. Whereas CrXTe3 (X = Si, Ge, Sn) and
CrX3 (X = Cl, Br, I) classes maintain low phase transition temperatures even in a monolayer regime,
Fe3−xGeTe2 has a high bulk transition temperature, between 220 and 230 K, making it a promising
applicant.

Here we present DFT calculations of lattice dynamics and Raman spectroscopy measurements
of the van der Waals bonded ferromagnet Fe3−xGeTe2 [1]. Four out of eight Raman active modes
are observed and assigned, in agreement with numerical calculations. The energies and linewidths
of the observed modes display an unconventional temperature dependence at about 150 and 220
K, followed by the nonmonotonic evolution of the Raman continuum. Whereas the former can be
related to the magnetic phase transition, the origin of the latter anomaly remains an open question.
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FeSe, the simplest of the iron based superconductors, is a puzzling material. As opposed to the 
related iron pnictides and FeTe, no long range magnetic order is found down to lowest 
temperatures. Here, we use Raman scattering as a function of temperature and polarization to 
probe charge and spin dynamics in FeSe. In agreement with numerical simulations of a spin-1 
Heisenberg model several peaks in all Raman active symmetries can be assigned to spin 
excitations. The dominating feature is a peak in B1g symmetry around 500 cm-1 which shows 
distinct temperature dependence. Further comparison of the simulations to neutron scattering 
data furnishes evidence for FeSe hosting nearly frustrated stripe order of local spins.      
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rezultata, pisanja radova i na kraju pisanja ove teze, kao i na odnosu koji je vǐse od
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Razdvajanje faza u superprovodnicima na bazi gvožda korǐsćenjem Ra-

manove spektroskopije

U okviru ovog rada izloženi su rezultati istraživanja vibracionih svojstava materijala

iz grupe superprovodnika na bazi gvožda i niskodimenzionalnih magnetnih materi-

jala, metodom Ramanove spektroskopije. Ova spektroskopska tehnika omogućava i

analizu uticaja strukturnih, elektronskih i magnetnih svojstava i njihovih promena

na dinamiku rešetke kristalnih materijala. Eksperimentalni rezultati podržani su

numeričkim proračunima dinamike kristalne rešetke.

U prvom delu istraživanja mereni su polarizovani ramanski spektri super-

provodnog monokristala KxFe2−ySe2 i nesuperprovodnog uzorka K0.8Fe1.8Co0.2Se2.

U izmerenim spektrima oba materijala pojavljuju se fononski modovi koji potiču od

metalne-superprovodne I4/mmm faze i izolatorske I4/m faze sa uredenim vakanci-

jama gvožda. Temperaturska analiza energije i poluširine vibracionih modova vršena

je pomoću modela koji uzima u obzir toplotno širenje rešetke i anharmonijske efekte.

Modovi koji potiču od izolatorske I4/m faze mogu se dobro opisati ovim modelom.

Nagli skok energije A1g moda oko kritične temperature uočen je samo u super-

provodnom uzorku. Ova renormalizacija pripisana je promeni elektronske struk-

ture kristala KxFe2−ySe2 pri ulasku u superprovodno stanje. Na osnovu amplitude

fononske renormalizacije procenjeno je da konstanta elektron-fonon interakcije ima

veoma malu vrednost.

Proučavanjem Ramanovih spektara monokristala KxFe2−ySe2 dopiranih ra-

zličitim koncentracijama kobalta praćena je evolucija faznog razdvajanja. Uočeno je

da pri povećanju koncentracije kobalta ǐsčezavaju fononi koji potiču od I4/m faze,

te u spektrima materijala sa visokim sadržajem kobalta preostaju samo dva moda

iz visokosimetrične I4/mmm faze. Pojava široke asimetrične strukture kod uzoraka

sa srednjim koncentracijama kobalta pripisana je jakom kristalnom neuredenju u

niskosimetričnoj fazi.

Krajnji član ovog niza, čist KxCo2−ySe2 monokristal, proučavan je detaljnije.

Prisustvo samo dva fononska moda, A1g i B1g simetrije, isključuje postojanje

uredenih vakancija. Naši rezultati pokazuju da feromagnetni fazni prelaz pri TC = 74

K ima značajan uticaj na ponašanje ramanskih modova. Iznad TC temperaturska
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zavisnost energije fonona konvencionalna, a ispod kritične temperature magnetnog

prelaza oba moda imaju nagli porast energije, A1g mod se sužava a B1g mod značajno

širi, što je objašnjeno uticajem spin-fonon i elektron-fonon interakcije. Velika širina

ramanskih modova potiče od elektron-fononskog sprezanja pojačanog kristalnim

neuredenjem i efektima spinskih fluktuacija.

U poslednjem delu istraživanja proučavana su fononska svojstva kvazijednodi-

menzionalnog magnetnog materijala TaFe1.25Te3. Na osnovu merenja u različitim

polarizacijama i simetrijske analize izvršena je asignacija devet ramanski aktivnih

modova. Jedina odstupanja temperaturske zavisnosti analiziranih modova od kon-

vencionalnog ponašanja uočena su u neposrednoj blizini magnetnog prelaza, što je

pripisano spinskim fluktuacijama. Dobijeni rezultati ukazuju da je magnetni fazni

prelaz kontinualan i da elektron-fonon interakcija i gustina elektronskih stanja slabo

zavise od temperature.

Ključne reči: superprovodnost, fononi, Ramanova spektroskopija, energija,

poluširina

Naučna oblast: Elektrotehnika i računarstvo

Oblast istraživanja: Nanoelektronika i fotonika

UDK broj: 621.3
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Nanoscale phase separation in iron-based superconductors investigated

by Raman spectroscopy

In this work the results on vibrational properties of unconventional iron-based su-

perconductors and low dimensional magnetic materials, by means of Raman spec-

troscopy, are given. This spectroscopic technique allows also an analysis of the

impact of structural, electronic and magnetic properties and their changes on lat-

tice dynamics of crystalline materials. Experimental results are supported by the

numerical calculations of lattice dynamics.

In the first part of the research polarized Raman scattering spectra of supercon-

ducting KxFe2−ySe2 and nonsuperconducting K0.8Fe1.8Co0.2Se2 single crystals were

measured. In the obtained spectra of both materials there are phonon modes orig-

inating from metallic/superconducting I4/mmm phase and insulating I4/m phase

with ordered Fe vacancies. Temperature analysis of energy and linewidth of the vi-

brational modes were done using the model which takes into account lattice thermal

expansion and anharmonic effects. The modes from insulating I4/m phase are well

described by that model. A1g model energy in the superconducting sample exhibits

sudden jump. This renormalization was ascribed to the change of electronic struc-

ture in KxFe2−ySe2 when entering the superconducting state. From the magnitude

of phonon renormalization it was estimated that electron-phonon coupling constant

is very small.

By investigating Raman spectra of KxFe2−ySe2 single crystals doped with dif-

ferent Co concentrations, it was followed the evolution of phase separation in these

samples. It was observed that with increasing cobalt content phonon modes orig-

inating from the I4/m phase disappear, and in Raman spectra remain only two

modes from the high symmetry I4/mmm phase. The appearance of a broad asym-

metric structure in the samples with intermediate cobalt concentration was ascribed

to the strong crystalline disorder in the low symmetry phase.

End member of these sequence, KxCo2−ySe2 single crystal, was investigated in

detail. The presence of only two phonon modes, of A1g and B1g symmetry, excludes

the possibility of ordered vacancies. Our results show that ferromagnetic phase tran-

sition around TC = 74 K has significant impact on Raman mode behavior. Above
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TC temperature dependence of phonon energy and linewidth looks conventional,

and below magnetic phase transition both modes exhibit sudden hardening, A1g

mode narrows and B1g one significantly broadens, which is explained by the impact

of spin-phonon and electron-phonon interaction. Large linewidth of Raman modes

originates from the electron-phonon coupling enhanced by the crystal disorder and

spin fluctuation effects.

In the last part of the research phonon properties of quasi-one-dimensional mag-

netic material TaFe1.25Te3 were investigated. Based on spectroscopic measurements

in different polarization and symmetry analysis, nine Raman active modes were

assigned. The only deviations of phonon energy and linewidth from conventional

behavior were observed in the vicinity of the magnetic phase transition, which is as-

cribed to the spin fluctuations. Our results suggest that magnetic phase transition

in this single crystal is continuous, with electron-phonon interaction and density of

electronic states weakly dependent on temperature.

Keywords: superconductivity, phonons, Raman spectroscopy, energy, linewidth

Scientific field: Electrical and Computer Engineering

Research area: Nanoelectronics and Photonics

UDC number: 621.3
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Abstract

Magnetic order is a dominating phase in iron based pnictides and chalcogenides. Nei-

ther its origin nor its interplay with the neighbouring phases of nematic order and

unconventional superconductivity are well understood yet. Raman spectroscopy al-

lows access to the relevant excitations. This thesis focusses on the role of magnetism

on lattice anomalies and the discrimination of localized and itinerant magnetic or-

der. Simulations and experiments show that the magnetism in FeSe results from

frustrated localized moments.

Kurzzusammenfassung

Magnetische Ordnung ist eine dominierende Phase in eisenbasierten Pniktiden und

Chalcogeniden. Weder ihr Ursprung noch ihre Wechselwirkung mit den benachbar-

ten Phasen der nematischen Ordnung und der unkonventionellen Supraleitung sind

wohlverstanden. Raman-Spektroskopie erlaubt Zugang zu den relevanten Anregun-

gen. Im Fokus dieser Arbeit stehen die Rolle des Magnetismus bei Gitteranomalien

und die Unterscheidung von lokalisierter und itineranter magnetischer Ordnung. Si-

mulationen und Experiment zeigen, dass der Magnetismus in FeSe von frustrierten

lokalisierten Momenten stammt.
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H. Berger, L. Forró, and R. Hackl. Magnetic excitations and amplitude fluc-

tuations in insulating cuprates. Phys. Rev. B 97, 024407 (2018)
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