Hayunom Behy MHcTuTyTa 32 usuky beorpap

MOJIBA

3ad MOKpPeTAmhe MOCTyNKa pemﬁopa Y 3Bakhe BUIIM HAYUYHH CapaJHHUK

Monum Hayuno Behe MHcTuTyTa 32 Qusvky beorpan fa, y cknany ca IIpaBuHHKOM O TIOCTYIIKY,
HaylHy BpeJHOBaka M KBAHTHUTATMBHOM MCKA3MBaKky HayUHOUCTPKUBAUKMUX pe3y/iTara MCTpaKuBaya,
MIOKpeHe MOCTYIaK 32 Moj pen300p y 3Bame BUILIM HAyUHU Capa/jHuUK.

Y npwsiory gocraBrbam:

1. Munubeme pyKoBozHoOILIa jaboparopyje ca IpejioroM KOMHCH]je Koja he micary u3Beniraj.
2. Ctpyuny 6uorpadujy.

3. Ilpernes HayuHe akKTHBHOCTHU.

4. EneMeHTe 3a KBaJIUTATUBHY aHa/IN3y.

5. EynlemeHTe 3a KBAHTUTATUBHY aHA/IM3Y.

6. Criicak 06jaB/beHUX pajioBa U APYTUX MyOnIUKaIuja.

7. Iloparke 0 JUTUPAHOCTH.

8. Kormje 06jaB/peHUX pajioBa U IPyTrux Mmy6sukanyja.

9. Pertierse 0 IpeTX0AHOM U300DY y 3Babe.

10. Ilpunore.

Y Beorpagy, 06. dheGpyapa 2020. Q\’?ﬂ]f (L\\;é

Ap ﬂf‘lﬁmpnj e Masetuh
BUIIIM HAYUHU CapaJHUK
VHcTuTyT 32 Qusuky beorpap




Hayunom Behy MHcTuTyTa 3a Pusuky beorpag

Munubeme pyKoBoAHoLa jaboparopuje o peusbopy ap Juvurpuja Maneruha y
3Barb€ BUIIHM HAyYHH CapajHUK

Ip umutpuje Manetuh je 3amocineH y HuckodomHckoj maboparopuju 3a HyKaeapHy (GH3UKY
WucturyTta 3a (usuky beorpan, Yuusepsutera y Beorpany. BaBu ce ncrpaxuBamuma y obractima
(u3MKe KOCMHMYKOI 3pauerba, (M3MKe BUCOKMX eHepruja u HykieapHe ¢msuke. C o63upoM Ja
UCIyHaBa CBe Ipe/iBUljeHe yC/IoBe y CKI3Ay ca IIpaBUHUKOM O IOCTYIKY, HauHMHY BpeJHOBAama U
KBaHTUTAaTHBHOM MCKA3MBaby HAyUHOMCTPAKUBAUKUX pe3ynTara uctpaxusaua MIIHTP, carnacan cam
ca TIoKpeTameM MOCTYIIKa 3a peusbop Ap [Jumutpuja Maneruha y 3Bame BUILIM HAYYHH CAPaHHUK.

3a cacrae koMucHje 3a pen3bop Ap Jumvurpuja Manetuha y 38are BUIIM Hay4YHU CapajiHUK
TIpefiyIasKeM:

1. Ip Bragumup YaoBuunh, BUIIIM HAYYHU capajHUK, VIHCTUTYT 3a (usuky beorpaz.
2. [Ip lejan JokoBuh, BUIIKM HAyIHU capafHUK, HCTUTYT 3a pu3MKy beorpas.
3. IIpod. gp Mapuja Jumutpujesuh hiupuh, Banpenuu rpodecop, Prusnuku PakynTeT YHUBeP3UTeTa

y Beorpapgy.

PykoBojuialy iaboparopuje

Y Beorpagy, 06. debpyapa 2020. ﬁ%g/o,@aw

Ip ﬁnafaHMHp Ynosuunh
BUIIM HAYUHU CapafiHuK
WnctuTyT 3a Gusuky beorpag,




2. CtpyuHa ouorpaduja KanpugaTa

Oumutpuje Manetuh je pofjen 21.02.1976. rogune y BykoBapy, p. XpBarcKa. 3aBpIIIMO je TUMHAa3ujy y
BykoBapy 1994. roguHe. OcHoBHe cTyauje Ha ®@usnukoM ¢akynTeTy YHHBep3uTeTa y beorpaay Ha
cmepy Teopujcka u ekcriepuMeHTanHa ¢u3mka 3aBpivo je 2003. roguHe oAOpaHUBIIN JUMJIOMCKA Paj,
ToJ, HaCc/I0BOM “Temnepamypcka Kaaudpayuja ceH3opa 3a KoHuponHu cuctiem CMS ECAL gewekwiopa “
nozi pykoBo/icTBoM Tipod. Ap JoBaHa Ily3oBuha. 3anomnubaBa ce 1. maja 2004. roaune y I'pynu 3a ¢u3mky
eneMeHTapHUX uecTtuiia Jladoparopuje 3a ¢gusuky (010) MHcTuTyTa 3a HyK/IeapHe Hayke BuHua. Ymucyje
MOC/IeTUTIIOMCKe Marucrapcke CTyAuje, U MOUMb€e CapaJilkby ca Kojerama Ha ekcnepumeHty CMS y CERN-
y, y Kenesu, IlIBajijapcka. Maructpupa 2006. roguHe Ha Pusnukom dakynreTy YHuBep3urtera y beorpaay
ca TemoM ,MoHwe Kapno cumynayuja CMS ECAL Preshower geiiekwopa u Uopehewe ca
eKCliepuMeHWAa HuUM pe3ynuawuma mog, pykoBoactBom npod. ap Ilerpa Apmha. YuecTByje y mpojekTy
OCHOBHOT UCTpakuBawa y mepuofy 2006-2009 mog Ha3uBoMm ,,PU3MKa BUCOKUX €Hepruja Ha JIeTeKTOpYy
CMS“ nop, pykoBozactBoM nipod. ap [Merpa Anmha. 25. 09. 2006. roauHe je n3adpaH y 3Bame UCTPaKUBAd
capaguuk y MHcTTYTY BuHua. HacraBak paza odenexxaBa u Behe aHraxoBame y CMS konadoparuju, mro
pe3ynTvpa U3paZioM [OKTOPCKe [ucepTalyje Mof HasuBoM ,.Pegykyuja ¢ona geogouioHckol kanana
paciiaga Xuic do3oHa (CM) Ha getuexkwiopy CMS*, miog pykoBozacTtBoMm mpod. ap Ilerpa Armha, koja je
2009. roguHe opdpameHa Ha PusznukoM GakynTeTy YHHWBep3WTeTa y beorpagy, a koja je yjemHo
nipesicTaB/beHa 1 CMS konadopaiiuju, u jodusa cratryc CERN-oBe Te3e. Y meprofy u3pajie JOKTOPCKe Te3e
dmucko je capahuBao ca mpod. ap Apucrorenucom Kupujakucom u3z NCSR [lemokpuroc u3 MHcTUTyTa 3a
HyxkenapHy u yectuuny ¢u3uky y Atunu, [puka, Koju Zona3u U3 MHCTUTYTA KOje je BULLE MyTa KaHJuZAaT
nocehuBao y mepuogy 2004-2010. Bpeau momeHYTM W TO ja 3Haka 0 MouTe Kapno cumysaiijama,
BeIITAaUKUM HEyPOHCKHMM Mpe)XaMma, MpOorpaMrpamy U TP/ OKPYyKekly J0OpO yCBaja W yCIIeIIHO KOPUCTU
MpY W3paZii MarucTapcke W JOKTOpcKe Te3e. 28.12.2009 u3adpaH je y 3Bawmbe HayuHu capajHuK y
Wucturyty Bunua. [JoroBopHo Hamyita MHctuTyT BuHua 1 CMS konadopaijy u 1. maja 2010. roguse ce
3aronbaBa y HuckodoHckoj adopatopuju 3a HykneapHy dwusuky, y WMHCTUTYTY 3a Gusuky beorpag,
YHuBep3urera y beorpagy. YuecTtByje Ha npojeKTy OCHOBHMX ucTpakuBawa MIIHTP y mepuogy 2010-
2019 nopg HasuBoM ,HykjieapHe MeTo/le HMCTpaXkMBamba PETKMX Jioraljaja ¥ KOCMHMUKOT 3pademma’ Toj
pykoBoactBoM mnpod. nap WimTBaHa bukura. 3anounme paj Ha (U3MLM KOCMUUYKOT 3padyema IMof
pykoBogcTBoM mipod. Ap MBana AnuumHa. [Ipuapyxyje ce SHINE konmadopauuju y CERN-y 2011-2013
roguHe. 3ariouribe paj Ha mpodjeMaTUld paZioHa Tof, PyKOBOACTBOM Ap Bragumupa YpoBuumha kao u
MpOd/IeMaTUIM 3allTUTe )KUBOTHe cpeguHe. [Ipuapysxyje ce MICE konadoparuju 2015- v nipeaBoay TpyImy
capasHuka u3 MHctutyta 3a ¢usuky beorpag Ha MICE ekcniepumenty y Pazpepdopza AmsietoH
nadoparopuju y EHrieckoj.

HayuHe Teme KojuMa ce KaHAW/AT /10 cajia 6aBUO Cy (hM3MKa BUCOKUX U CPeIIbUX eHeprvja Koja yK/byuyje
paj Ha ekcriepumeHTiMa CMS, SHINE u MPD/NICA, akijenepatopcka ¢u3MKa joHU3aIl[MOHOT X/ahjema Ha
eksperimentu MICE, ¢u31ka KocMUUKOT 3pauera, HyK/eapHa (pu3mMKa Koja yK/bydyje h3ydaBame 0COOHHa
pagvoakTuBHOr raca pazsoHa (P, IAEA) u usyuaBawe (DOHCKOT 3pauema Koje [osla3d Of MPUPOJHe
PaJIMOaKTUBHOCTH, a WHTEpeC MMa M 3a 3allITUTy Off 3pauera U 3allTUTy >KUBOTHe cpeauHe. [lo da3u
SCOPUS wuma 79 pazoBa ca 7142 uurara u x-unpekc 30. [To Google Scholar uma 115 pagoBa ca
ykynHo 15806 nwmrarta u x-uHgekc 40, a mo da3u http:/inspirehep.net dpoj murara HCK/BYUyjyhu
camoruTare je 6,687 u x-uHjekc je 24. buo je MeHTOp 3a U3paAy [JOKTOPCKe AUcepTaivje Mwuxawia
Casuha, ondpamene 2019. rogquHe Ha Pusnukom (akynrety YHuBep3utera y beorpagy.




3. IIpersiex HayuHe aKTUBHOCTH

HayuHomncTpa)krBauka aKTUBHOCT KaH/uaTa o0yxBara:

*  (u3MKy BUCOKUX eHepruja Ha getektopy CMS,

* y3yuyaBama OCOOMHA aTOMCKHMX je3rapa Ha CpellbUM eHeprujaMa Ha ekcriepuMeHTMMa SHINE u
NICA,

® akijesiepaTopcka (r3uKa joHusairoHor xyahema Ha MICE ekcriepumMeHTy,

®  (u3MKa KOCMUUKOT 3payema,

® U3yyaBame JMHaMUKE paZloHa U (POHCKOT 3pauera

® 3alITUTa XUBOTHe CpeJuHe.

3.1. ®u3nkKa BUCOKHX eHepruja Ha fereKTopy CMS

[Op dumutpuje Manetuh ce éaBu ¢usrikom Ha CMS ekcniepumeHTy y nepuozy oz 2003. mo 2009.
roavHe. Op camor TouyeTKa [OMPUHOCK pa3BOjy codTBepcKOr makeTta 3a aHaiusdy, Monte Kapio
cuMyJsalije U PeKOHCTPYKLMjy eKcriepuMeHTanHux gorafjaja EnekrpomarHeTckor KajiopumeTrpa
(ECAL) xommnekcHor getektopa CMS koju ce rpaavo Ha Benvkom xagpoHckom cynapady LHC y
CERN-y. 3HauajaH [eo HeroBor paja CyMUpPaH je y [JOKTOPCKO] AucepTauuju. Y TIpBOM [Jesy
[ucepralivje, mocje YBOJHUX [1e/I0Ba, MPe3eHTOBaHO je odjefuieme, aHaau3y U rnopeljeme pesysrara
CBOI' CJIOXKEHOT CUMYJaLoHOr TiporpaMa Preshower ferekTopa v pesy/irarta peasHOT eKCIlepUMEHTa.
Ycreo je fa pa3Buje, aHanM3upa epUKaCHOCT, ONITUMHU3Yje U UMILJIeMeHTHpa ajaropuTaM 3a cernaparujy
¢doTOHA ¥ HeyTpa/HUX IMMOHA, Oa3upaH Ha BemTaukum HEYPOHCKMM Mpekama, kopucrehu pesynrare
ECAL barrel-a. Ananusupa podujeHe pesynrate u3 Monte Kapno cumynauyja, Tj. cuMmynaiuja
OJrOBOpa JleTeKTOpa Ha yIaJHe yeCTHLie MPOJyKOBaHe y IPOTOH-NIPOTOH CyZapvMa, ca HarylaCKoM Ha
JleTeKLMjy HeyTpa/HUX MHMOHa U (OTOHA, Kao U aHa/u3a o Tajla jeJMHO AOCTYMHUX pealHUX fAorafaja
W3 Mepema KOCMMYKOr 3padyema. [la/be je ycrieo Ja [AONpHvHeCe KaCHUJUM aHajau3ama Iofaraka
pa3BojeM airopuTama kKao U pasBojem CMSSW - (cumynauuoHor codrBepa CMS gertektopa) —
pa3BojeM ajaropuTMa yuuTaBalka U yHarpeljemeM omuca HOBe reoMmetpuje Preshower perekTopa.
VimnieMeHTaLMjoM a/iropuTMa M CBOjUM aKTHBHMM yuelllheM ycrieo je Jia JONprHece 3BaHUYHUM
aHaiM3ama ABO(MOTOHCKOT KaHasna pacraZia Xurc O6o30Ha TmipeaBuijeHor CraHAapAHUM MO/EOM.
YuecTBOBao je y MepewrMa MPOTOH-TIPOTOH CyAapa, Tj. NpUKyIUbawy mnojaraka ECAL pnerekropa, a
KacHUje 1 oKupgaukor cucreMa Lenor CMS pertekropa. [lopeg Tora, 3ajefHO ca Kojierama U3 UHCTUTYTa
“Democritos” u3 ATuWHe, paJiM0 Ha aJaNTHpalky BUllle TeHepaTopa Jorahjaja 3a Kopuiliherme MpU
CUMYyJIalMjy U aHa/TU31 aHOMAJTHUX Cripe3ama (Zgammagamma) Ha fieTektopy CMS koju 6u cryXumu
3a MpoBepy MOryhHOCTM HHXOBOI JleTeKTOBaka, Kao M IMOMOh MpM aHanu3aMa OBMX curHana. [Ip
Oumutpuje Manetuh je y TOKy MCTpaXuBaukor paja Ha Jerektopy CMS moka3ao crnocodHOCT fa
MOTIIYHO CaMOCTajHO M Ha edukacaH M 6p3 HauMH pelllaBa CI0KeHe MpodieMe U 3ajaTkKe Kao U Ja
CBOje 3Hame yCIeBa /la y KpaTKOM POKY rpeHece Apyrum uiaHoBuMa CMS konadopaiiuje 1 beorpazcke
CMS rpyre.



3.2 M3yuaBama 0cO0MHA aTOMCKHX je3rapa Ha cpeAmHM eHeprujama Ha ekcriepumeHTuma SHINE u
NICA

NckycTBo KaHgvgara y Pu3ULM BUCOKUX eHepruvja v paj Ha CMS ekriepyUmMeHTy yBe/IMKO je pasior
3amTo ce yk/byuno y HoBU ekcriepumeHT y CERN-y, SHINE (SPS Heavy Ion and Neutrino
eksperiment), kao 3ameHMK TmykKoBoguona beorpajgcke rpyne mnpod. nap Joana IlyxoBuha.
[TpBeHcTBeHO yBui)ajyhu morpeby miahjux kosera 3a momoh mpu paJy Ha cuMyJaljama ¥ aHaar3aMa
eKCIIePUMeHTa/IHUX pe3yJiTata OBOT eKCIIepUMeHTa, A0CTa je BpeMeHa W TpyJa YIOKHO Kako Ou
KoJlerama romorao Jia ce IoOKaXy y HOBOj cpeguHu. ITopes momohu mialjum Kosnerama y aHanu3ama,
npBeHcTBeHO KO U genta++ pe30oHaHTHHMM CHMTHajaMMa Cca eKCllepUMeHTa Cyzapa CHoma ca (PUKCHOM
MeTOM, BeoMma Op30 je Tipey3eo Boljere 3BaHWUHE PEeKOHCTpyKiHje cBux mogaraka SHINE (NAG61)
JleTeKTopa y TPH/, OKpy)Kemy. Tpeba HarmoMeHYTH U TOKpeTame KOMITjyTepCKOr KjacTepa 3a rorpebe
NAG61 ekcriepuMeHa ¥ 1otpebe cumysaruja y HuckodoHckoj abopatopuju y MHCTYTYTY 3a (DU3MKY
Beorpan. MIHTepec y aHa/nusu je 1okKasvMBao INPBEHCTBEHO 3a M0JaTke MeTe Koja je pervivka mete T2K
eKCIlepUMeHTa y JaraHy, KOjy BUJU Kao Be3a eKCIIepuMeHTa U UCTpakuBaue Jie/IaTHOCT Ap Iumutpuja
Maneruha y njuby yHampelerwa 3Hama Mpoljeca xXaJ[poHU3alldje Koja ce KOPUCTH U y CUMYJalydjaMa
KOCMUYKOT 3pauera, Kojuma ce gocta 06aBvo y HuckodoHckoj naboparopuju MHCTHUTYTa 3a QU3KY.
VHTepec koju je MMao 3a eKCIlepUMeHTe M3yuaBama 0COOMHA aTOMCKHX je3rapa, Cca HarlackoM Ha
TOHaIllamka je3rapa y OmusuHu confinmet-a 3aMHTpecoBao ra je 3a mpo0sieMaTHKy K3daBarba KBapK-
I7TyOH T/1a3Me, OJHOCHO CKeHUpame/yIoTIylkaBame rpadrkoHa Tako3BaHUX (a3HMX Iperasa je3rapa.
V3yuaBame oBe MHTepecaHTHe TipobsieMaTrke HacTaB/ba pagoM Ha MPD gerekropy NICA cygapaua y
OGjegumenom MHctuTyTy 3a HykimeapHa ucTpaxuBama [lyOHa, Pycuja, Te ce yK/byuwo y pasBoj
codTBepa 3a aHa/AM3y CUrHaja enekTpomarHeTckor kanopumerpa (EMC). IIpBeHCTBEHO ydecTByje y
pa3Bojy codTBEpCKUX asaTa 3a UCTPaKhBame (PU3MKe HeyTpaJHUX Me30Ha U MPOMTHUX (OTOHA KOjU
HacCTajy y CyJjlapyMa CHOII0Ba TelLlIKHX jOHa.

3.3 Akiesneparopcka ¢pusuka jouusanuosHor xiaaljessa Ha MICE ekcniepumeHTy

Op 2015. ropvHe KaauJar MpegBoAy TPyIy UCTpakuBaua u3 HuckodoHcke madopaTopuje 3a HyK/IeapHY
¢u3uky MHcrutyTa 3a pusuky beorpag y pagy Ha MICE-y (Muon lonisation Cooling Experiment). baBuo
ce aHa/nM3aMa ryduTKa eHepruje MHOHAa y MeTaMa of TedHor BogoHuka (LH2) u mutujym-xugpuza (LiH), Ha
KojuMa je Hajehu Opoj ekcmepumeHTanHUX foraljaja M3MepeHO, W Koja je y IL|eHTPy IpodieMaTrke
joHu3aruoHor xsahewa cHorma MuoHa. Takolje ce KaHzguzar 6aBHO pasBojeM codTBepa, Be3aHO 3a MoHTe
Kapno cumynaiuje u pekOHCTPYKLMjy MepeHHMX Jorafjaja. YuecTBOBAao je y ONTUMM3aLMjU CUMYJaLyja
rposacka 4YecTdlla KpO3 aklesiepatopcke cermeHrte. Paguo je Ha pa3Bojy mporpama Koju omoryhyjy
3BaHUYHY CUMYyJaljijy U PeKOHCTPYKLU]jy Aorahjaja y Tpuj, KOMIjyTepcKoM cucteMy. Paauo je Ha npenacky
MPOAYyKIMje Ha ,IpoLInpermke” Irpuj, cucTeMa Ka podyCTHHjeM AUCTPUOYTHBHOM CHUCTeMY KopuilhewmeM
Singularity container images. YuectBoBao y Mepetsuma Ha MICE ekcriepumeHnTy. Kanaugar je ogroBopaH
3a 3BaHMuHy Tnipoaykuyjy MICE konadoparje Tj. 3a cuMy/auujy ¥ PeKOHCTPYKLMjy eKCI1epUMeHTaTHUX
rojaraka.

3.4 ®u3nKa KOCMHUKOI 3pavyerba

Kanguzpar je HermocpegHO HAKOH oOfdpameHe J[OKTOPCKe aucepraije (OKyC CBOT HCTPayKUBAuKOT
WHTEpeCcoBarma yCMepHo, U Beh /1ao 3HauajaH ZOMPUHOC y 06/1aCTH KOCMHUUKOT 3pauerba. Tpeda ucrahu za je
paj Ha cumynaijaMa KocMHMUKor 3pauera MOMOrao Ja ce Tpofyde ca3Hamba O OBOj MPOOIEMaTHIN.
Takohe, pa3Boj codTBepa 3a ayTOMarcKy 0dpajly MojjaTaka KOHTHHYaJTHOT MOHUTOPHCarkha WHTEH3UTeTa



KOCMMUKOT 3pauera M TMpHKa3WBamba mozataka on-line, omoryhumno je ma ce Huckodoncka madoparopuja
CTaBW Ha MdIly CBeTCKKMX CTaHHMIld 3d MOHUTOPHUHI' KOCMUUKOT' 3pddyeHbd.

3.5 U3yuaBame JUHAMHUKe Pa/ioHa M (POHCKOT 3pauyema

Kanaugar je akTUBHO yK/bYUeH y TTPOSIeMaTHKy pajvjaljioHe (pu3vKe, MpeLy3HUje Y UCTPaKHUBamba Be3aHa
3a mpodsieMaTHKy paZioHa U TOPOHA, Ka0 JOMHWHAHTHUX HM3BOpa INPUPOJHE pailo-akTUBHOCTH. [IprMeHa
My/JITUBApUjaHTHUX MeETOJa y aHalu3u [VMHaMHMKe paZloHa Jaja je HOBe pe3yiTare y HCTPaKUBamY.
YuecTByje y MpPBOM WCIUTHUBaky KOHL[EHTpalMja pafioHa y Kyhama u craHoBuma y Pemydmuuu Cpduju
2015-2016, ka0 ¥ y WCIUTHBaky KOHIlEHTpalyja pagoHa y Illkomama y Perydmimm Cpdéuju 2019, oda
Be3aHa 3a HaijroHasHe npojekTe noz pyKoBoJCTBOM JlrpeKTopara 3a paJiijaljioHy U HyK/eapHy CUTYPHOCT
u 6e3demHocT Cpduje, a TIof, MTOKPOBUTE/LCTBOM MeljyHapojHe areHIMje 3a aTOMCKY eHeprijy ca CeJJUIITeM
y beuy. YuectByje y uspagu nipBe PasoHcke marie Cpduje, Kao U MpH yK/byurBamy OBe Mare y EBporicky
pasoHcKy Mmarmy. Ilpegmer uHTepecoBawa Ap [dumurtpuja Manetuha je Takohje ¥ HHMCKOQOHCKAa rama
CreKTpockoruja. Pa3Bojem HeomxoiHOT ¥ opurvHaaHor codBepa 3a off-line ananmm3y nogaraka, v ynopezaHa
cuMy/alyja KOCMAYKOT 3padera M NpUPOAHE PaJIMOaKTUBHOCTU JOBOJAM 0 TOCTaBkamwe HuckodoHcke
JadopaTopuje y JMAEepPCKU TI0/I0XKaj Y CTPYYHOCTH Y 08/71aCTH HUCKO-eHepreTCKOT TIPUPOAHOT (hOHa Kao U y
odJ1acT TIpoyYaBamba BapyjadUIHOCTH (hoHa TTPUPO/IHE PaZIMOaKTHBHOCTH M KoCcMoreHor (oHa. baBro ce u
JUHAMUKOM, BapujaduIHOMINY ¥ CUMYJIALFjOoM MPOAYKIHje KOCMOTeHUX PafMOHYKIUa y atMocdepu U y
3eMJBULLTY.

3.6 3amrTHTa )XMBOTHE Cpe/jUHe

[IpyuMeHa MynTHMBapUaHTHUX MeTOAA Y aHa/Iu3M KOHL|eHTpalyja HeKUX Of, Haj3acTyIUbeHUjUux
PaJIMOHYK/IWJA Y )KUBOTHO] CPeJUHU; paZioHa-222 1 o0Ba-210 Kao 1 KOCMOreHor depunvjyma-7 fane
cy Jodpe pesynTare, U ciefehu Kopak je OUO ia ce OBe MeTojle TIpPUMeHe Yy M3ydaBamwy AUHAMUKE U
KOHL|eHTpalllja OMaCHUX jelumemha y >KUBOTHOj cpeivHU. [lodWjeHM pes3ylTaTd ycMepaBajy u
0Xpadpyjy MHTe3UBUpame OBUX UCTPa)KUBamwa.

4. EjleMeHTH 3a KBAa/IMTaTUBHY aHA/TU3y
4.1 HayyHu HUBO M 3Hauaj pe3y/ITara, yTUIjaj HAy4HHX pajoBa

Op n3bopa y 3Bame BUIIIM HayYHU CapaIHAKA KaHAWU/AT je 00jaBHo /iBa pajia y Kareropuju M21a, jeman
paz y Kkareropuju M21, cegam pazoBa y Kareropuju M22 v yeTupu pazia y Kareropuju M23.

Kao et Haj3HauajHUjUX pajioBa KaHJW/1aTa 0/ CBUX 00jaB/beHUX Pa/ioBa MOTY Ce Y3€eTH:

1. Stojic Andreja M, Maletic Dimitrije M, Stanisic-Stojic Svetlana M, Mijic Zoran R, Sostaric Andrej
I, Forecasting of VOC emissions from traffic and industry using classification and regression
multivariate methods, SCIENCE OF THE TOTAL ENVIRONMENT, vol. 521, br. , str. 19-26, 2015.
uutupad 18 nyra.

2. Forkapic Sofija M, Maletic Dimitrije M, Vasin Jovica R, Bikit Kristina I, Mrdja Dusan S, Bikit
Istvan S, Udovicic Vladimir I, Banjanac Radomir M, Correlation analysis of the natural radionuclides
in soil and indoor radon in Vojvodina, Province of Serbia, JOURNAL OF ENVIRONMENTAL
RADIOACTIVITY, vol. 166, br. , str. 403-411, 2017. uutupas 17 nyTa



3. D.Barney, W.Bialas, P.Kokkas, N.Manthos, D.Maletic, I.Papadopoulos, A.Peisert, S.Reynaud,
P.Vichoudis, Detection of muons at 150 GeV/c with a CMS Preshower Prototype, Nucl Instrum Meth
A, 564, 126-133, 2006. quTtupaH 6 nyTa

4. R. Banjanac, D. Maleti¢, D. Jokovi¢, N. Veselinovi¢, A. Dragi¢, V. Udovici¢, 1. Anicin, On the
omnipresent background gamma radiation of the continuous spectrum, Nucl Instrum Meth A, 745, 7-
11, 2014. uurtupax 2 nyta

5. Savic Mihailo R, Dragic Aleksandar L, Maletic Dimitrije M, Veselinovic Nikola B, Banjanac
Radomir M, Jokovic Dejan R, Udovicic Vladimir I, A novel method for atmospheric correction of
cosmic-ray data based on principal component analysis, ASTROPARTICLE PHYSICS, vol. 109, br.
str. 1-11, 2019. Huje yuTUpaH

IIpBu paj cmaza y paj KaHAuara Ha 3allITUTH >KUBOTHe cpeauHe. Paj ce 6aBU KOHIlEHTpaldjama
Volatile organic compounds (VOC) koju y armocdepy OuBajy HMCIylITaHA Off U3BOpa Kao IITO CY
caobpahaj u wHAycTpuja. Kanauzar je pagwio Ha MOZeNIOBamby 3aBUCHOCTU KOHIIEHTpAI[dja OBUX
jenumema of atMochepcxux rapameTrapa KOpHilluemheM MY/ITHBapUajHTHUX MeTO/a, Tj. perpecroHOM
My/JTUBapUAaHTHOM aHa/M30M, Kao W MoOryhHoinhy TmipefuKijdje KOHIIEHTpalije OBUX je/li-erba.
MynTviBapujaHTHe MeTo/ie Koje Cy KopuillheHe Haja3e ce UMILJIeMeHTHpaHe y cKyr mporpamMa TMVA
(Toolkit for multivariate analysis) ynyrap ROOT mnporpamckor makeTta TMOMYy/JapHOr y aHaau3u
no/iaTaka y (13l BUCOKUX eHepruja.

Y npyrom pajy je KaHAuWJaT KOPUCTHUO KCTe MY/ITUBApHjaHTHE MeTo/ie Kao y MPBOM pajly 3a aHa/lIusy
KopeJaljdja ¥ MoJe/Mpama KOHLIeHTpallija paZjoHama y >KUBOTHUM IIPOCTOpPUMA Y 3aBUCHOCTU Of
cacTaBa 3eMJ/BbMILTa M KOHLIEHTpaljja paJUOHYK/IWJa Yy 3eM/BUINTY, U pe3y/lTaTd ce IOK/amnajy ca
pesysiTaTuMa [pYyrMX eBOPIICKUX 3eMasba, IPBeHCTBeHO Benuke bputanuje, uvja Cy uUCTakuBama
mMasia MHoro Behu 6poj ekcrieprMeHTa/IHUX pe3y/Tara.

Tpehu paj npezcTaB/ba paji Ha TECTOBKMMA CHOMOBUMaA, Y X4 eKcriepuMeHTaMHOj xanu y [IpeBeceHy y
Oomi3uan  JKeHeBe, W TO Preshower gerekTopa, KOjU je WHCTa/JiMpaH Yy 3aTBapauykud /[1eo
esleKTpoMarHeTckor Kasopumerpa CMS gerektopa. Kanaugar ce 0aBMO pa3BojeM I[e/IOKYITHOT
nporpama 3a MonTe Kapio cumynaiyjy Mofyna 3a TecTHpame 0a3upaHy Ha morysiapHoM Geant4
MPOTPaMCKOM TIAKeTy 3a CHUMYyJalldjy HWHTepakKidja dYecTurja ca MarepujoM. Takofje ce 6aBuo
nopeljereM eKcrieprMeHTa/THUX TofaTaka U cumynaiyjoMm. OBaj paf je W3[BOjeH jep je KaHAWZAT
10Ka3a0 BEeJIMKY CaMOCTAJHOCT Yy PajJly Ha TOYEeTKYy CBOje KapHujepe y BeqMKoj Komaboparwmju CMS.
Pe3ynTaty 0BMX TecTOBa Jaiu Cy 3HauyajHe pe3y/iTare 3a ONTUMM3aLMjy IIPBEHCTBEHO eJIeKTPOHUKE,
Kao U codTBepa 3a PEeKOHCTYKLIUjy [eloHOBaHe eHepruje W JIOKa/iW3alldjy yAapa uecTulla y OBaj
JleTeKTOp.

UeTBpTH paji TpeACTaB/ba WMHTEPECAHTHO WCTAKMBAKE HUCKOEHEPreTCKOr (poHa 3paderma U
JeKOMITO3ULMjy Ha (OH KOju fJosasu Of PaJUOHYK/IMZA W3 3eM/be M TpaljeBUHCKOr Marepujania
nabopatopuje, a Koju ce ofibuja ofi 3u0Be 1abopaTopHje y KojeM Cy BpIlieHa Mepera, U Ha KOCMOTeHHU
¢oH. Mepema cy BpllleHa KopulihemeM 0710BOM 3aiiThheHor, ceM ca ropwe ctpaHe, HPGe fetekropa.
OBaj papx mipeicTaB/ba U JeTa/bHYy aHanu3y “TBpgohe” Meke KomroHeHTe (hoHa, Kopuiihemem
pazmumuTor Opoja TaHKMX abcopbepa ox nakux metana. Kanauzaar ce 6aBuo getasbHOM MonTe Kapro
CHIMYJIAL{|jOM 1 TopeljereM ca eKCIiepuMeHTaIHUM pe3y/TaThiMa.



[Tetu pap je jeman of pajoBa uuje je pesynrare Muxanno CaBuh yK/bYy4MO y CBOjy [JOKTODCKY Te3y.
Kanpupar je paguo ca JOKTOpPAaHTOM Ha pa3Marpamy NpUMeHe pasHUX MOJEPHUX MY/ITUBapUjaHTHUX
Mmetoza. Kauauar je Takolje paguo Ha Metozama obpazie TiofiaTaka, coTBepy 3a aKBU3UIIH]Y, Pa3BOjy
0a3a rmojaTaka W TIPUTNPpEMU eKCIepUMeHTa/JHUX pe3ylTaTa KOju [osia3e Off KOHTHHYa/THOT
MOHUTOpPUHra (uiykca MHOHA KopulllhekeM TIUJIaCTUUHUX CHUHTWAAaTopa Y  HuckodoHCKO]
nabopatopuju MHCcTUTYyTa 3a pusuky Beorpaz,.

4.2 IlapamMeTpH KBa/IMTeTa 4Yaconuca CymMapHo

Ykyman ¢aktop ytuijaja (MUd) cBux pazoBa KaHguaaTa je 227.4 a of u3bopa y 3Bambe BUIIA HayuHU
capagHuk 70.4.

HopatHr 6MOIMOMETPUjCKY TIOKa3aTe/bh y Be3u ca 00jaB/beHUM paJioBUMa KaH[uzaTa of u3bopa y
TIPETXOJJHO 3Bambe JIaTH Cy y A0omoj Tabemn. OHa cazpxu uMmnakT daktope (D) pamoa, M 6ozoBe
pajioBa MO CPIICKOj KaTeropvsalju HayYHOMCTPa)KMBAuUKUX pe3y/aTara, Kao M HMIAKT (HakTop
HOPMAaJTU30BaH 10 UMMakTy nurtupajyher uianka (CHUII). ¥ Tabenu cy maTe yKyIHe BPeZJHOCTH, Kao U
BPeJHOCTH CBUX (pakTOpa ycpe[meHrX M0 Opojy unaHaka u 1o Opojy ayTopa Io ulaHKy, 3a pajjoBe
o0jaBbeHe y KaTeropujama M20.

no M CHUII

YKynHO 70.44 75 22.56
YcpeaweHo no uiaHky 5.03 5.77 1.61
YcpeaweHo no aytopy 3.24 7.46 1.55

4.3 Harpape

- Harpaga 3a Hajoossu moctep MeljyHapozHa koH(epeHiuja PA] 2014.
Y nipusiory u3ryie]] CTpaHuUIle ca 06jaB/beHUM IOOUTHULIMMA Harpajia Ha CajTy KoH(epeHIje.

- Mako He criazia y Harpa/ie, MHTePECAHTHO je MIOMEHYTH Jla KaHAuaT uMa 3adesiexxeHa JoCcTUrauyha Ha
cajty Researchgate, u To fa cy TokoM 9 He/le/ba H-eroBe MyéivKalvje Ouie HajuuTaHUje Off CBUX
ayTtopa 13 uHctutyuuja p. Cpouje, u 40 HeZlesba HajuMTaHUje MydMKaLuje of, ayropa U3 MHcTuTyTa 3a
¢usuky Beorpas.

Y npunory cTuivM3oBaHa JiMcTa AocTuriyha Ha cajty Researchgate.

4.4 A"raxoBaHocT y (popMHupamy HayYHHUX KaJpoBa

ITocne n3dopa y BUILIEr HAYYHOT CapaJHMKa:

- KaHauar je 6uo MmeHtop Muxauny CaBuhy mipu U3paZiyl JOKTOPCKe Te3e Ha PU3NUKOM (paKy/TeTy,
YuuBep3uTeTa y beorpaay, ondpamene 4. jyna 2019. roaue.

Y npunory geo pecdepara Muxauna CaBuha 1 CKeHUPaHO pellierme 0 0A0paHy JOKTOPCKe
Jvcepranuje.



IIpe m3bopa v BUIlIer HAYYHOT CapaJHUKA:

- TIoMarao je y U3paJy Tesa - Hajla3y ce [IOMeHYT y 3aXBa/THULM JOKTOPCKUX JucepTalyja 3a:

Hejana JokoBuha, moj HasuBoM: “/lemekyuja u cnekmpockonuja MuoHa u3 Kocmuukoe 3pauera
NAaCMuYHUM CYUHmMuUAayuoHum demekmopuma“, Ha ®u3nukom ¢akynrety, YHUBep3urteTa y beorpaay
u Pagomupa bamaHila, mof Ha3uBoM: ,,BpemeHcku lipomeruse KomiioHeHuwe ¢oHa y HuckooHckoj
liogzemHoj nadopattiopuju Ha Pr3nUKOM (akynTeTy, YHUBep3uTeTa y beorpany.

buo je meHTOp JBa 0fiOpameHa AUMJIOMCcKa pajia, (110 CTapoM CHCTeMY — Y eKBHUBaJIeHL|jU MacTep
paza) PagoBana KoBaueBuha v bubane CaBuh Ha @usnukom (akyntery, YHuBep3uteT y beorpaay.

2004.-2005. [Jp>kao je ekcriepuMmeHTasiHe Bexkde U3 rpeaMerta: PusmKa je3rpa U yecTUlla.

2005.-2006. [p>kao je pauyHCKe Bexxde u3 npeaMeta: HykneapHa ¢du3vika, ®ur3nka je3rpa v uecTuiia.
2007.-2008. [p>kao je pauyHCKe Bexkde u3 npeamerta: HykeapHa ¢u3uka, dusuka jesrpa u uectuiia u
eKcriepyMeHTaHe Bexkde 13 rpeaMeta: HykieapHa ¢usrka

MeHTOp ABa MaTypCka pajia 3a yueHrke MarteMarnuke ruMHasuje y beorpaay. Jegan on kangujara
notom ymnucao ®usnuku dakynter y beorpany.

Capanma ca Llentpom 3a TasieHTe 3emyH. MeHTop pasia Hatamuje hophesuh, yuenutie 1 pa3pena

IeBeTe Georpa/icke rUMHa3Hje, KOja je OCBOjUIa 3. MECTO Ha Permyd/Inukoj CMOTpH 3a TaneHTe 2014
TOJUHeE.

Pajuo je Ha momy/iapu3anuja HayKe

ITocse 1360pa y BUIIIET HAYYHOI CapaHUKA:

20. HoBembap 2015. ogprkao je KoyokBUjyM Ha [lemaptMany 3a ¢usuky, [IM® Hosu Can.
Y nipusiory fieo cTpaHulie Ha K0jOj je KOJIOKBUjyM HajaBJ/beH.

IIpe n3bopa y BUIller HAYYHOT CAPAJHUKA:

2008. Yuyemrhe Ha PecuBany Hayke.

2009. u 2010. Ynan sioKaHOT OpraHM3allMOHOT KOMUTeTa 1 nipeZiaBay Ha Masterclass-y ofip)kaHoM Ha
dusnukom Qakynrety y beorpany.

2009. ITonynapHo npeznaBambe 0 CERN-u Ha cemuHapy 3a npodecope ¢dusvke, y HoBom Capy.
20009. ITonynapHo npepasame Ha ckyny “CERN y Jlumutposrpaay”.

2009. “Serbian and Montenegrin Teachers Programme 2009”. IToceta rnpogecopa ¢usvke u3 Cpouje u
LIpre 'ope CERN-u. Ynan opranu3aijuoHor ofioopa u ripefaBad: “Physics with the CMS ECAL”

2012. “Novi Sad University Students” noceta ctyneHata YauBep3utera y HoBom cagy LIEPH-y.
Boguu nocere CERN-0BOM KOMITjyTepPCKOM LI€HTPY.



2010-2014. IToceta npodecopa Pusuke u ctyseHata Pusnukor (akynrera Ud-y. YnosHaBamwe ca
HuckohoHckom 1aboparopujom.

2014 ayTtop TekcTOBa y yaconucy “Mnazau ¢usuuap”

4.5 Hopmupame 0poja K0ayTOPCKHX Pa/i0Ba, aTeHaTa U TEXHUYKHUX Pellermha

CBU pa/ioBM ca BHIlle Of cejjlaM KoayTopa HOpMHUpPaHH Cy KopuithemeM ¢GopMyJie 3a eKCriepuMeHTaHe
pagoBe HaBeZeHe y IIpaBunnHuKy. Komaboparonu paioBu cy Takolje oBakO HOPMHUPaHH, jep KaHAWUAAT
HHje yBH/e0 noTpely Aa ce mporeaypa KOMIUIMKYje YK/by4dereM IporjeHe JOTPUHOCA KaHAu/AaTa Ha
KoslaboparioHuM pazioBuMa ofi crpaHe Komucuje 3a CERN, jep je 6poj oBako HopMupaHux 60/10Ba of
KO/1a00paIioHNX pajioBa W/WIM Ca TOTITYHO UCK/bYYeHHUM K0/1ab0opalliOHMM paZloBUMa M3 pa3MaTrpama

3HauajHO TpeBa3u/Ia3u Opoj MoTpeOHMX 60/I0Ba 3a per300p y 3Bambe BUIIIM HAYUHHU Capa[HUK.

HakoH HopMupama Ha rope HaBeJleH HaulH, 0poj M 60/10Ba Koje je KaHIHaT 0CTBAPUO HAKOH
TIpeTXoHOT 1300pa y 3Bame ca 114.5 cmamyje ce Ha 80.08, a Tokom Kapujepe ca 552.5 Ha 151.7.

Hopmupame He yTrde Ha 3HauajaH HauMH Ha Opoj 6010Ba 3a pen3bop KaHAWATA.

4.6 PykoBoljemse npojekTuma, NoTHpojeKTUMa U NP0jeKTHUM 3ajalumMa

ITocse 13060pa y BUIlIET HAYYHOI CapaHUKA:

- Bopu yuenrhe capagnvka MHctrTya 3a pusuky beorpag y MICE koandopaiuju, KopucHuM Trans-
nacionalni access fund, EUCARD2 neo EU nporpama FP7.
Y npusiory:  /McTa npejicTaBHUKA UHCTUTYLIMja Y Konadopalujy,
JICTA yYeCHUKA y KosladopaLuju u
MICMO O 0J00paBamy CpeJiCTaBa.

- PykoBoau yuenithem capazinHvka u3 MHcTuTyTa 3a ¢v3uky beorpaz y dunarepasiHoM TMpojeKTy Ha

ekcriepuMeHTy MPD/NICA y OdjeaumbeHOM UHCTUTYTY 3a HyK/leapHa CTpakuBamwa y Jdyduu, Pycuja.

Yuemthe ¢uHancupano og ctpaHe MITHTP, npeko 3ajeHuukor komureTa 3a capagmwy ca OMHU

Oyéna u p. Cpduje, unju je KaHAUAAT UiaH 3ay>KeH 3a capa/ilby y 06/1acTu pU3rKe BUCOKUX eHepruja.
Y npusiory fjokas o WlaHCTBY Y KOMUTETY.

IIpe n3bopa y BUIller HAYYHOT CAPAJHUKA:

- 2011. ITpojekTHM 3aJaTaK MOKpeTama on-line obpajie rojjaTaka KOHTHHYaJTHOT MOHUTOPHHTA
Bbeorpazcke MMOHCKe CTaHMULIe.

- 2012. TIpojekTHH 3a/1aTaK MOKPeTamka KOMITjyTePCKOT KacTepa A00ujeHor Ha TTOKJ/IOH O/
CERN-a Ha 1®-y 3a notpebe SHINE konaboparuje u Huckodoncke mabopatopuije.



4.7 AKTMBHOCT Y HAQyYHUM M HAy4YHO-CTPYUYHHUM /IpyLITBMMA

ITocne n3dopa y BUILIEr HAYYHOT CapaJHMKa:

2017- Unan 3ajeqHUUKOT KoMUTeTa 3a capafmwy ca OVMHU [lydHa u p. Cpduje, 3a/1y>keH 3a capajimy y
odsactu ¢pur3MKe BUCOKHX eHepruja
Y mpurory Zioka3s o 4saHCTBY Y KOMUTETY.

®edpyap 2015 — Unan konadoparuonor dopga MICE Experiment Management Office (CB)
Y npusiory: /McTa npefCcTaBHYMKA MHCTUTYLMja y Kosladopalyju.

®edpyap 2019 — Unan Joint MICE Experiment Management Office (MMMO)
Y npunory rno3uMBHO MUCMO U CTPaHUIIA.

PerieH3eHT je y MmeljyHapogaum yaconvcuma: Nuclear Technology and Radiation Protection, Fuel,
Environmental Pollution, Atmospheric Pollution Research, Building and Environment
Y npusiory cepTudMKaTy pelieH3Mja 1 BUILIe JIMCTA pelieH3eHaTa 3a
Nuclear Technology and Radiation Protection.
2017. PetieH3upao je dunaTepaaHu rpojekat ca Mahapckom.
27-29. jyHa 2017. Boguo nokanHu opranusauuonu ofdop cacranka MICE konadopaiiuje y Beorpany.

Y mpurory Aokasu 0 oJpKaHOM cacTaHKy y beorpagy.

IIpe n3b0opa v BUIlIer HAYYHOT CapaJHUKA:

2012-2014. TlpencraBHUK VIHCTUTYTa 3a (pU3UKY Y ofceKy Pu3nKe je3rpa, eleMeHTapHUX UecTHLia U
OCHOBHMX MHTepPaKIHja ofesbema Jpymrea @usnuapa Cpbuje 3a HayuHa ucTpa’kvBarmba U BUCOKO
obpa3oBame (HUBO [IDC)

2012. YaaH n0KaaHoT oplaHu3ayuoHul ogdopa jegHogHe8HOI HayuHoI cKylia ogpacaHol y 3ipagu CAHY
tiog Ha3ueom: “100 ToguHa og otikpuha aitiomckoi je3ipa”.

PerienseHT je y meljyHapoguum uacoricuma: Nuclear Technology and Radiation Protection, Applied
Radiation and Isotopes



4.8 KoHKpeTaH JONPHUHOC KaH/U/aTa y pea/iM3aliji pajoBa y HAQyUYHUM I[eHTpUMa y 3eM/bH U
HHOCTPAaHCTBY

2004-2010. Ynan beorpagcke CMS rpymne. (Pag Ha ekcriepumenty CMS y CERN-y)
2011-2013. Ynan beorpaackor SHINE tma (Paz Ha ekcriepumenty NA61 y CERN-y)
2015- Bogu yuenthe capasnuka MHctuTya 3a ¢usuky beorpas y MICE koandopauuju.
2016-2017 YuecHuk dunarepanHor npojekra ca p. benopycujom: RADON MAPS PREPARING AND
DOSE ASSESSMENT OF THE PUBLIC EXPOSURE TO RADON IN BELARUS AND SERBIA
2015- AKTUBHOCTH: y4eCTBOBame Ha paJJHUM CcacTaHLjUMa pervoHaHuX rpojekra IAEA;

1. SRB/9/003 “Enhancing the Regulatory Infrastructure and Legislative System” Expert
Mission to assist Serbia in designing a National Radon Survey. Belgrade, 2-4 February 2015

2. RER/9/136. “Reducing Public Exposure to Radon by Supporting the Implementation
and Further Development of National Strategies” Expert Mission to assist Serbia On Measures To
Reduce Radon Levels In Buildings. Belgrade, 15-16 November 2016

3. SRB/9/006 Planning and kick-off meeting. Belgrade, Serbia. 22nd February 2018

4. RER/9/153-1706076 "Enhancing the Regional Capacity to Control Long Term Risk to
the Public due to Radon in Dwelings and Workplaces", Regional Workshop on Database and Statistical
Analysis, Harmonization of Protocols and Procedures for the Measurement of Radon, Bosnia &
Hercegovina, Sarajevo, 12-14 June 2018

5. RER9153 — Enhancing the Regional Capacity to Control Long Term Risks to the
Public due to Radon in Dwellings and Workplaces: Regional Workshop on Development of Radon
Maps and the Definition of Radon-Prone Areas (EVT1807175), Vilnius, Lithuania, 09-11 July 2019.

4.9 YBopHa npejjaBama Ha KoH(pepeHIjujama U Apyra npejaBama

18. Septembar 2017 COOL 2017 conference in Gustav-Stresemann-Institut, Bonn

1) ,,Measurement of phase-space density evolution in MICE®. 50 MUHYTHO TipeJiaBambe.

2) ,,Recent results from MICE on multiple Coulomb scattering and energy loss“. 40 MuHyTHO
Tipe/iaBame.

Y npunory.

MHTepecaHTHO je MOMEHYTH:
7. Mart 2017 - MICE Project Board Review, ,,Bulk production of Monte Carlo*
Y npunory.



5. E/leMeHTH 3a KBAaHTUTAaTUBHY aHA/IU3Y

OcTBapeHH pe3y/ITaTH y Nepuojy HakoH ojiyKe Hayunor Beha o mpepiory 3a crurjame

NPeTX0/HOT HAyYHOT 3Bama:

Karteropuja M 6ozioBa 1o pazgy bpoj pagoBa YkymHo M 6ozioBa | Hopmupanu 6poj
M GopoBa

M21a 10 2 20 10.37
M21 8 1 8 0.3

M22 5 7 35 26.86
M23 3 4 12 7.15
M32 1.5 2 3 2.44
M33 1 28 28 25.72
M34 0.5 17 8.5 7.24

ITopeljerse ca MUHMMA/THIM KBAaHTUTaTUBHUM YC/IOBHMaA 3a Pen300p y 3Bame BHIIY HAyYHH
capajHUK (M0JI0BHHA 0] MUHUMA/THOT Opoja 3a n300p y 3Bame BUIIM HAyYHU CAapaJJHUK):

MwunuManau 6poj M 6o10Ba OctBapeHo, M OcTBapeHo,
6omoBa be3 HOpMHUpaHu 6poj M
HOpMHpamba 6om0Ba
YKyIHO 25 114.5 80.08
M10+M20+M31+M32+M33+M41+M42+M90 20 106 72.84
M11+M12+M21a+M21+M22+M23 15 75 44




6. Cniucak 00jaB/beHHUX pPajfioBa U APYrUX NMyO/IMKaLuja

6.1 PapoBu y MeljyHapoaHUM yaconucuMa u3y3eTHUX BpeaHoctu (M21a)
PapoBu 00jaB/beHN HAKOH MPETXO0HOT W300pa y 3Bame:

1. Bogomilov, M., Tsenov, R., Vankova-Kirilova, G.,..., Maletic, D.,..., et al. Demonstration of cooling
by the Muon Ionization Cooling Experiment. Nature 578, 53-59, 2020.

2. Stojic Andreja M, Maletic Dimitrije M, Stanisic-Stojic Svetlana M, Mijic Zoran R, Sostaric Andrej I,
Forecasting of VOC emissions from traffic and industry using classification and regression multivariate
methods, SCIENCE OF THE TOTAL ENVIRONMENT, vol. 521, br. , str. 19-26, 2015.

PajoBu 00jaB/beHH MPe MPETX0AHOT W300pa y 3Bambe:

3. N. Abgrall, A. Aduszkiewicz, ..., D. Maletig, ..., W. Zipper, Measurements of production properties
of KOS mesons and A hyperons in proton-carbon interactions at 31 GeV/c, Phys Rev C, 89, 025205,
2014.

4. Khachatryan V,...,,Adzic Petar R, Djordjevic Milos P, Krpic Dragomir K, Maletic Dimitrije,
Milosevic Jovan, Puzovic Jovan M, Measurement of the charge ratio of atmospheric muons with the
CMS detector, Phys Lett B, 692, 83-104, 2010.

5. Chatrchyan S,...,Adzic Petar R,Djordjevic Milos P,Jovanovic Dragoslav,Krpic Dragomir K,Maletic
Dimitrije,Puzovic Jovan M,Smiljkovic Nebojsa,..., Measurement of the muon stopping power in lead
tungstate, J Instrum, 5, P03007, 2010.

6. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Alignment of the CMS silicon tracker during
commissioning with cosmic rays, J Instrum, 5, T03009, 2010.

7. Chatrchyan S,...,Adzic Petar R,Djordjevic Milos P,Jovanovic Dragoslav,Krpic Dragomir K,Maletic
Dimitrije,Puzovic Jovan M,Smiljkovic Nebojsa, Performance of the CMS cathode strip chambers with
cosmic rays, J Instrum, 5, T03018, 2010.

8. Adzic Petar R, Almeida N, Andelin D, Anicin Ivan V,..., Djordjevic Milos P...., Drndarevic Snezana
L,..., Jovanovic Dragoslav,..., Krpic Dragomir K,..., Maletic Dimitrije,..., Milenovic Predrag,..., Puzovic
Jovan M, Radiation hardness qualification of PbWO4 scintillation crystals for the CMS
Electromagnetic Calorimeter, J Instrum, 5, P03010, 2010.

9. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Performance study of the CMS barrel
resistive plate chambers with cosmic rays, J Instrum, 5, T03017, 2010

10. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Time reconstruction and performance of the
CMS electromagnetic calorimeter, J Instrum, 5, T03011, 2010.



11. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Performance of CMS muon reconstruction in
cosmic-ray events, J Instrum, 5, T03022, 2010.

12. Chatrchyan S,...,Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Performance of CMS hadron calorimeter
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In this study, advanced multivariate methods were applied for VOC source apportionment and subsequent short-
term forecast of industrial- and vehicle exhaust-related contributions in Belgrade urban area (Serbia). The VOC
concentrations were measured using PTR-MS, together with inorganic gaseous pollutants (NOy, NO, NO,, SO,
and CO), PM;, and meteorological parameters. US EPA Positive Matrix Factorization and Unmix receptor models
were applied to the obtained dataset both resolving six source profiles. For the purpose of forecasting industrial-
and vehicle exhaust-related source contributions, different multivariate methods were employed in two separate
cases, relying on meteorological data, and on meteorological data and concentrations of inorganic gaseous pollut-
ants, respectively. The results indicate that Boosted Decision Trees and Multi-Layer Perceptrons were the best
performing methods. According to the results, forecasting accuracy was high (lowest relative error of only 6%),
in particular when the forecast was based on both meteorological parameters and concentrations of inorganic
gaseous pollutants.
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1. Introduction

Volatile organic compounds (VOC) comprise a diverse group of spe-
cies which are of concern due to their potentially detrimental impact on
human health and the environment. Under sufficiently conducive mete-
orological conditions, they are important precursors in the formation of
ozone, the abundant and reactive gaseous pollutant, capable of inducing
oxidative damage to living cells (Kampa and Castanas, 2008). In addi-
tion, several VOC species such as styrene and benzene have been iden-
tified as toxic or mutagenic, while epidemiological evidence indicates
that repetitive daily or intermittent exposure is associated with
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numerous adverse health effects, mainly respiratory and hearth disor-
ders (Musselman and Korfmacher, 2014; Hsieh and Tsai, 2003). As
regards environmental issues, the significant impact of VOC on climate
change is observed in spite of their low concentrations in ambient air,
and arises from their ability to form secondary aerosol and their proper-
ties as greenhouse gases (Chin and Batterman, 2012).

The ubiquity of VOC results from both biogenic and anthropogenic
emissions, whereas the latter often dominate in heavily populated
areas and are associated with vehicle transport, industrial activities, fos-
sil fuel refining and distribution, biomass burning, solvent usage, etc.
(Lee et al,, 2002; Na et al., 2004). The abundance and spatial distribution
of gaseous pollutants originating from remote emission sources mostly
depend on their atmospheric lifetimes (Jobson et al., 1999), whereas, in
the case of locally generated pollution, this relationship is no longer
sustained, and VOC levels and variability are mainly controlled by emis-
sion rates and meteorological factors (Liu et al., 2012).
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Apart from being an important regional traffic hub with a population
of 1.6 million residents, the capital of Serbia, Belgrade, and its suburban
area is home to network of coal-fired power plants and different indus-
trial facilities, such as the petrochemical complex, chemical plant, and
oil refinery. In such complex urban environments with the prevalence
of local emission sources, meteorological conditions play a significant
role in the VOC mixing and distribution. The methods which simulate
the variations of VOC emissions with sufficient reliability, based solely
on meteorological data, can be used to forecast temporal distribution
of VOC species, which is essential for development of efficient abate-
ment strategies (Liu et al., 2012).

In this study several multivariate (MVA) methods were employed to
assess the impact of traffic- and industry-related sources on VOC levels
in Belgrade urban area, and predict their contribution dynamics. The
petrochemical/chemical industry (PC) and vehicle exhaust emissions
(VE) present one of the most significant emission sources. Their contri-
butions were estimated using widely applied receptor models, Positive
Matrix Factorization (PMF) and Unmix, based on the assumption that,
in a complex VOC mixture, species emitted from the same source are
statistically interrelated (Song et al., 2008). Subsequently, classification
and regression MVA methods were applied in order to predict the
source contribution dynamics on the basis of meteorological dataset
and concentrations of inorganic gaseous pollutants (IG) — NOy, NO,
NO,, SO, and CO. The supervised learning algorithms for classification
and regression analyses were specifically designed within Toolkit for
Multivariate Analysis (TMVA) (Hoecker et al., 2007) within the ROOT
framework (Brun and Rademakers, 1997), for extensive data processing
in high-energy physics, but their applications are not restricted to these
requirements (Maletic et al., 2014). The best performing MVA methods
were Boosted Decision Trees (BDT and BDTG), designed for the purpose
of MiniBooNE neutrino experiment (Yang et al., 2005), and based on
complex method of cuts, and Multi-Layer Perceptrons (MLP), based on
artificial neural networks (ANN) (Rojas, 1996).

Nowadays, the forecasting of air pollutant concentrations is an es-
sential issue in environmental research due to a wide range of potential
benefits. Besides providing information for early public warnings to the
susceptible populations, as well as assistance in the assessment of regu-
lation policies, the accurate and reliable forecast could be useful for de-
velopment of preventive approaches and considerable reduction in the
number of measurement sites over the area. This study reveals that pre-
sented MVA methods can be successfully used for forecasting the contri-
butions of different emission sources in the investigated area.

2. Materials and methods

The measurement site is located at the Institute of Public Health
in Belgrade (44°49’ N, 20°28’ E), in the urban canyon street with
heavy and slow traffic. Proton Transfer Reaction Mass Spectrometer
(Standard PTR-quad-MS, Ionicon Analytik, GmbH, Austria) was
used for on-line measurements of concentrations of 36 VOC-related
masses in the period from January 22nd to March 24th 2014. A de-
tailed description of the method is given elsewhere (Lindinger
et al., 1998; de Gouw and Warneke, 2007). The inlet of the instru-
ment, 3 m heated (70 °C) silcosteel line inner diameter 3 mm, was
placed 3 m above ground. VOC data, with 0.5 s dwell time, and five
control parameters (m/z 21, m/z 25, m/z 30, m/z 32, and m/z 37)
were obtained in 24 s cycles.

Drift tube parameters included: pressure, ranging from 2.08 to
2.11 mbar; temperature, 60 °C; voltage, 600 V; E/N parameter, 145 Td
providing reaction time of 90 ps. The count rate of H30"H,0 was 1 to
7% of the 5.1 - 10° counts s~ count rate of primary H;0 " ions. The cal-
ibration was done according to Taipale et al. (2008). For this purpose,
TO-15 Supelco gas mixture (m/z 57, m/z 79, m/z 93, m/z 107, and m/z
121) was diluted with ASGU 370-p HORIBA system zero air to five con-
centrations in the range from 0.5 to 100 ppb. Normalized sensitivities
were in the range from 6.2 to 14.3 npcs ppb~ !. Detection limit of 1-h

averaged VOC concentrations was less than 0.5 ppb, except for metha-
nol (2.0 ppb) and acetone (1.1 ppb). Key m/z-signals in the dataset,
identified using a method developed by Galbally et al. (2008), were ob-
served for 29 out of 36 masses, and used for further analysis.

The concentrations of IG, PM;,, and meteorological data (atmo-
spheric pressure, temperature, humidity, precipitation, wind speed
and direction) were obtained from the automatic monitoring station
at the measurement site (Institute of Public Health Belgrade).

US EPA Unmix 6.0 (USEPA, 2007) and Positive Matrix Factorization
(Version 3.0) (USEPA, 2008) receptor models were applied to the
1169 observations of 1-hour-averaged concentrations of 29 species in
order to identify emission sources (Table 1). The usages of these models
as well as the theoretical background are detailed in literature (Henry,
2003). Briefly, Unmix is based on an eigenvalue analysis and does not
allow down weighting of individual data points (Henry, 1997), while
PMF decomposes a matrix of ambient data into two matrices
representing source contribution and source profile (Paatero and
Tapper, 1994). A value equal to the half of the method detection limit
(DL) for each variable was used for concentrations below the DL. The
number of pollutants selected as Unmix and PMF input variables was
chosen using a combination of trial and error with the general goal of
maximizing the number of input variables that produced feasible and
physically interpretable solutions and following additional fit diagnos-
tics criteria (Chan et al,, 2011). After selecting the base run, 100 boot-
strap runs with R?-value of 0.6 were performed to evaluate the
uncertainty of the PMF resolved profiles. In addition, PMF was run
with different Fpeak values to explore the rotational freedom and re-
ported results were for its value adjusted to 0.2.

Statistical analyses, including bivariate polar plot and bivariate clus-
ter (k-means clustering, grouping similar conditions together) analysis,
were performed with the statistical software environment R (Team,
2012), using the Openair package (Carslaw and Ropkins, 2012). The

Table 1
Basic statistics for measured parameters: VOC related masses [ppb], NOy, NO,, NO,
SO, [ug m~3], and CO [mg m~3] concentrations.

Parameter Mean Median Min  Max 10th  90th St.
dev.
NOy 149.69 121.01 11.24 91242 37.14 301.52 116.19
NO, 6294 5496 886 239.09 2136 11561 38.17
NO 86.76 5867 1.19 67333 11.12 205.61 88.32
co 0.68 0.59 0.16 342 036 1.10 0.38
SO, 2154 1743 3.85 23646 7.74 3994 16.70
Ethylbenzene 2.31 1.76 <DL 36.93 0.37 4.63 241
mp-Xylene 8.99 6.86 <DL 124.62 141 17.25 9.52
o-Xylene 1.88 146 <DL 1852 0.28 3.79 1.72
m/z 41 (propylene) 1.89 1.66 034 19.88 0.80 294 143
m/z 43 487 442 127 2840 2.32 7.84 2.52
m/z 45 5.04 429 131 38.85 2.28 7.92 3.53
(acetaldehyde)
m/z 47 (ethanol) 7.81 3.02 <DL 17733 <DL 1739 15.55
m/z 57 (MTBE) 1.94 163 026 28.82 0.75 2.92 1.93
m/z 59 (acetone) 7.16 5.67 <DL 30.79 1.61 15.57 5.42
m/z 61 (acetic acid) 4.85 448 1.36 25.98 2.58 7.24 2.36
m/z 71 0.63 0.58 0.11 532 0229 0.94 0.39
m/z 73 0.87 078 0.17 7.89 0.46 1.32 0.52
m/z 75 1.28 097 0.26 4529 0.54 1.80 2.09
m/z 79 (benzene) 135 1.10 0.05 6.95 0.50 2.44 0.90
m/z 81 0.81 0.68 0.07 9.88 0.25 1.33 0.78
m/z 83 144 10.16 037 92.44 3.05 31.65 11.99
m/z 85 9.43 6.73 0.17 65.12 1.96 20.52 7.85
m/z 87 2.53 220 049 1236 1.03 4.55 1.48
m/z 93 (toluene) 3.36 2.63 0.19 29.66 1.15 6.11 2.62
m/z 99 0.49 043 <DL 232 0.17 0.91 0.31
m/z 101 1.25 1.05 037 534 0.58 2.33 0.71
m/z 105 (styrene) 0.53 043 0.11 1639 0.22 0.76 0.81
m/z 121 (C9 432 313 028 2496 1.19 8.59 3.88
aromatics)
m/z 137 0.89 0.65 <DL 8.50 0.19 1.67 0.90
(monoterpenes)

DL — detection limit.
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results were used for analysis of source contribution dynamics, the im-
pact of potential emission sources, as well as wind speed and direction,
on the air quality at the measurement site.

The impact of planetary boundary layer (PBL) height on VOC source
contribution dynamics was also taken into consideration. PBL height
was obtained combining Raman Lidar system case study observations
(Banks et al., 2014) performed within the framework of EARLINET net-
work (Belgrade station), and calculations using Meteolnfo software
(Wang, 2014) and GDAST1 (Global Data Assimilation System) data.

Subsequently, MVA methods were used for forecasting of PC and VE
source contribution dynamics in two separate cases: they either used
meteorological values as inputs, or meteorological values and IG con-
centrations, while the VOC distributions and evaluated VOC values
were not used as inputs. In addition to this, all MVA methods training
and testing were conducted once more with the additional input vari-
able i.e,, previously predicted source contribution values. The results ob-
tained this way have “Prev” suffix. All MVA methods were used both for
classification, which served to differentiate between pollution indica-
tors of high and low significance for the source contribution dynamics,
and regression methods, which were used to obtain mapped functional
behavior of dependency of the source contribution on the examined
variables. A sample of events, each consisting of source contribution
value and input (meteorological, or meteorological and IG concentra-
tion) data, was used to train and test methods. The MVA methods
used in the analysis were: Boosted Decision Trees (BDT, BDTG), Artificial
Neural Network Multilayer Perceptron (MLP), MLP with Bayesian Ex-
tension (MLPBNN), Support Vector Machine (SVM), Linear Discrimi-
nant (LD), Fisher Discriminant (Fisher), Multidimensional Probability
Density Estimator Range Search Method (PDERS), Function Discrimina-
tion Analysis with Genetic Algorithm Converger (FDA_GA), Likelihood
Method and Function Discriminant Analysis (FDA).

3. Results and discussion

Both receptor models, PMF and Unmix resolved six-profile solution
including 29 compounds, and for the purpose of this study, the profiles
which correspond to VE and PC were analyzed and compared (Fig. 1). In
depth analysis of all Unmix- and PMF-resolved profiles is presented in
our previous study (Stojic et al., 2015). In the expanded seven-source
solution, Unmix resolved two VE profiles instead of one, with total con-
tribution of 31.2%, whereas one of them did not include majority of IG.
Similarly, expansion of PMF model to seven profiles resulted in further
division and three VE profiles, all comprising dominant portions of dif-
ferent species associated with vehicle emissions. The attempts to obtain
five-profile solutions also failed to provide reasonable results.

The Unmix resolved source which can be attributed to VE (VEynmix)
exhibits very high correlations with related PMF resolved profiles (both
VEpmrr and VEpyg, as separated, and VEpyr in total, summed as in
Hopke et al., 2006), 0.83, 0.88, and 0.89, respectively (Fig. 2). The signif-
icant share of benzene, toluene, o-xylene, mp-xylene and ethylbenzene
is apportioned to these profiles, together with IG suggesting the rela-
tionship with combustion processes. Unlike gasoline, diesel emissions
are associated with 15 times less CO, seven times more NO, and 10-
14 times less BTEX (Thornhill et al.,, 2010). The shares of CO and NOx
are in the same range, which together with considerable portions of
benzene, toluene, and extremely high portions of o-xylene, mp-xylene
and ethylbenzene indicates that the observed pollutants mainly origi-
nate from gasoline combustion, at least in the surrounding of the mea-
surement site. Toluene to benzene (T/B) ratio for the analyzed profiles
ranges from 2.16 to 2.49, which complies with the results from previous
studies on VE emissions in winter season (from 2 to 5) (Lough et al.,
2005).

The estimated average contribution of VEy,mix to total observed con-
centrations (27.6%) significantly exceeds the total contribution of two
PMF resolved profiles, VEpyr; and VEpyg, (20.31%). This is probably
due to the fact that significant shares of certain VOC species included

in Unmix solution, such as gasoline additive, methyl tertiary butyl
ether (MTBE) and C9 aromatics, which are known to be tracers of mo-
bile or gasoline evaporative emissions, were apportioned between PC
and the profile assigned to gasoline evaporation in the PMF model
solution.

Similarly, the compounds detected at m/z 71 (methyl vinyl ketone,
methacrolein, isoprene oxidation products) and m/z 73 (methyl ethyl
ketone, butanal) with moderate contributions to VEynmix, 29.8 and
26.0%, respectively, are not included in PMF profiles assigned to VE,
while their dominant shares are apportioned to PC. Since both of the
species are positively correlated with propylene, MTBE, benzene, tolu-
ene, and styrene (from 0.64 to 0.89), as well as with monoterpenes
and isoprene (from 0.47 to 0.91), their origin can be recognized as an-
thropogenic in VE profiles, or biogenic in profiles related to PC, which
contain certain amount of biogenic tracers. Finally, in Unmix resolved
profiles, the dominant shares of benzene, toluene, and styrene are ap-
portioned to VE source, whereas in PMF model solution these species
mainly contribute to PC. Therefore, the estimated contribution of indus-
trial emissions also differs, and is 7% higher for PMF than for Unmix re-
solved profile.

The contributions of all VE profiles exhibited a regular diurnal pat-
tern, characterized by prominent morning and late afternoon peak
(6:00-09:00 AM, 6:00-10:00 PM), which is consistent with the expect-
ed rush hour and accumulation of pollutants in the shallow boundary
layer (Fig. 2) (Bon et al., 2011). The decrease in traffic intensity and ex-
pansion of daytime boundary layer result in lowest values of profile con-
tributions in the afternoon (12:00-5:00 PM). The traffic load is
significantly decreased on weekends, thus being compliant with the ex-
pected tendency in city's central zone.

The prevailing wind direction changed from NE in January to W, SW
and E in March which was followed by gradual increase in contribution
of VE profiles, since the western sectors belong to central traffic-
congested area. It should also be noted that the registered episode of ex-
treme wind, blowing up to 20.6 m s~ ! from NE direction (from January,
30th to February, 2nd) had a significant impact on profile contributions,
which suggests that the dominant share arises from local sources dis-
tributed around the measurement site, as expected. According to the re-
sults of bivariate cluster analysis between 55.0 and 64.4% of vehicle
emissions are mainly related to locally generated pollution concentrat-
ed in the stagnant zone across the canyon street (Fig. 2).

As regards the PC, the significant decrease in contribution of all
related profiles was observed in March, with the change in wind direc-
tion, since the major local source of petrochemical evaporation is
Petrohemija, located in the industrial zone of Pancevo, about 13 km of
air distance in the NE direction. It is one of the largest chemical industri-
al complexes in Southeastern Europe with annual production of more
than six hundred thousand tons of propylene, 1,3-butadiene, MTBE,
plastic and rubber polymers, and other petrochemicals. In compliance
with this, the results of bivariate cluster analysis show that the contribu-
tions of industrial profiles are mainly associated with moderate wind
blowing from the N/E sector (from 72.7 to 81.5%) (Fig. 2). The contribu-
tion of regional transport is estimated to be around 25%, as determined
by using air back trajectory sector analysis (TSA) (Zhu et al.,, 2011) and
PBL height (Stojic et al., 2015).

The PC profiles resolved by Unmix (PCynmix) and PMF (PCpyr) exhib-
it relatively good correlation, particularly in domain of source contribu-
tions less than 1 (Fig. 2). They are distinguished mainly by significant
portions of propylene, MTBE, benzene, toluene, styrene, and propionic
acid (m/z 75) produced by the ethylene hydrocarboxylation. The pres-
ence of acetic acid, its fragments detected at m/z 43, and its intermedi-
ate precursor, acetaldehyde, can be associated with the emissions from
a large Methanol and Acetic Acid Complex, Kikinda, located in the N/NE
sector, about 100 km of air distance from the measurement site. Since
the pollutants mainly originate from evaporative processes, gaseous 0x-
ides do not contribute to these profiles, excluding moderate share of CO
apportioned to PCppr.
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Fig. 1. Unmix- and PMF-resolved VE and PC source profiles [%].

Unlike traffic-related emissions, diurnal patterns of PC profiles ex-
hibit a gradual increase during working hours (9:00 AM-6:00 PM) on
weekdays and Saturdays, whereas on Sundays their contributions are
decreased to minimum, as expected for industrial activities (Fig. 2).

Eventually, no model solution resolved profile which can be
assigned exclusively to biogenic emissions, which clearly reflects the
negligible significance of biosphere, particularly in urban areas and

winter season. Nevertheless, significant shares of monoterpenes, mono-
terpene oxidation products (m/z 81), and other species identified of
probable biogenic origin (m/z 71, m/z 73, m/z 99, and m/z 101) are ap-
portioned to industrial profiles. The reason for this is probably Botanical
garden, a large area of vegetation located about 150 m from the mea-
surement site, on the pathway of air masses coming from the NE and
encompassing chemical and petrochemical industrial complexes.



A. Stojic et al. / Science of the Total Environment 521-522 (2015) 19-26

| Intensity Intensity
I 1§ T T T T T
100 200 300 400 500 600 700 800 400 600 1000
| VE
15
-?
-
10
[T
=
o
5 —
= 32 R=0.89
I
0 T T T

2
4.1>J 12 /~
@ AR
o 4 .
2 1.0 7 -
= N
g b S
2 08 |

T T T T T T T T T T T T T T T T T 1

0 6 12 18 23 Mon Tue Wed Thu Fri Sat Sun
Hour Weekday
Unmix PMF

7~ Windspeed W

(0.8)

10.4%
(1.4)

23

0 6 12 18 23 Mon Tue Wed Thu Fri Sat Sun
Hour Weekday
Unmix PMF 2
"o 36ad M 569;/;’ 76 46.4% ?(',9;/; 18
o L) ]6( : * 13 : 16
Wind speed 3 14
. L / 1
) a £|lw . .
L L 1
30.4% 08
27.3% (0.8) 18.7% 0.7) 06
(0.8) (0.8) 04
PC s bs s

Fig. 2. Characteristics of PMF- and Unmix-resolved VE and PC normalized source contributions: intensity plot and linear fit (above); daily, weekly variations (middle), and bivariate and

cluster plot (below).
3.1. Classification MVA methods

All MVA methods were applied for forecast of both industrial- (PMF
and Unmix) and traffic-related (PMF, and Unmix) source contributions
and prediction of potentially health-damaging events. For the purpose
of this study the forecasting of both VEpyp; and VEpyg2, and VEpyr in
total, was conducted, and herein presented results are related to
VEpwmr only, to demonstrate how accurate forecasts can be produced.

The necessity to urge caution was estimated on the basis of the pre-
dicted source contributions, as follows: the values above 60% are consid-
ered to require the increased level of caution, whereas those exceeding

75% are considered as extremely high-alarm triggering values. Both
values were chosen as arbitrary limits. Prior to method trainings and
analyses of their performances, the input variables that did not exhibit
significant linear correlations with source contributions were excluded.
Also, one input variable was excluded for every two that were observed
to be highly correlated. Therefore, the number of meteorological vari-
ables having significant impact on profile contributions is reduced to
two per source. For both vehicle exhaust profiles, wind speed is ranked
first, followed by temperature. For industrial profiles, the first and sec-
ond ranked were temperature and wind speed (PCpyr), and pressure
and temperature (PCynmix), respectively.
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Fig. 3. ROC curve for various MVA methods used as VEpyr (25%) classifiers (left), and cut efficiencies and optimum cut value for BDT method evaluating (right) on the basis of meteoro-

logical data only.
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Table 2
The best performing MVA methods for alarm triggering value (25%) and level of caution (40%) forecasting (10% of background inhibition in signal).
M-IG-Prev® M-IG M-Prev M
Sources Method Sig. eff. Met. Sig. eff. Met. Sig. eff. Method Sig. eff.
VEpmr2 (25%) MLPBNN 0.997 (04) BDT 0.999 (01) BDT 0.814 (32) BDT 0.813 (32)
BDT 0.989 (08) LD 0.986 (09) SVM 0.783 (34) BDTG 0.755 (35)
VEunmix (25%) LD 0.890 (25) BDT 0.853 (29) BDT 0.743 (36) BDT 0.686 (38)
BDT 0.885 (26) SVM 0.845 (29) SVM 0.743 (36) BDTG 0.656 (39)
PCpumr (25%) BDT 0.859 (29) BDT 0.769 (35) BDT 0.832 (31) BDT 0.621 (41)
LD 0.894 (26) MLPBNN 0.730 (37) LD 0.861 (29) BDTG 0.642 (40)
PCunmix (25%) BDT 0.841 (30) MLPBNN 0.855 (29) BDT 0.801 (33) BDT 0.661 (39)
LD 0.875 (27) BDT 0.787 (33) LD 0.831 (31) BDTG 0.707 (37)
VEpmr2 (40%) MLPBNN 0.988 (07) MLPBNN 0.999 (01) BDT 0.700 (29) BDT 0.677 (30)
BDTG 0.975 (10) BDT 0.977 (09) BDTG 0.683 (30) BDTG 0.623 (31)
VEUnmix (40%) BDT 0.797 (26) BDT 0.787 (26) BDT 0.650 (31) BDTG 0.540 (32)
SVM 0.795 (26) MLPBNN 0.825 (24) SVM 0.600 (32) BDT 0.575 (32)
PCpwr (40%) BDT 0.866 (22) BDT 0.760 (27) BDT 0.847 (23) BDT 0.650 (31)
LD 0.855 (23) BDTG 0.757 (28) Fisher 0.833 (24) MLPBNN 0.593 (32)
PCunmix (40%) BDT 0.852 (23) BDT 0.757 (28) BDT 0.826 (24) BDTG 0.691 (30)
SVM 0.830 (24) BDTG 0.727 (29) SVM 0.803 (26) BDT 0.626 (31)

¢ Input variables: M — meteorological parameters, IG — inorganic gaseous pollutants, Prev — MVA method had information of forecast for previous hours.

The estimation of classification method performances was done
using the Receiver Operating Characteristic (ROC) curve (Fig. 3, left).
The method with the largest integral is considered the best performing
method, provided that signal efficiency is high (close to 1), and the
highest possible background rejection (the significant distinction be-
tween background levels and predicted source contributions) is
achieved. In general, better performance was observed when both me-
teorological and IG concentrations were used (Table 2). As regards
VEpmr2, the predicted contributions and background were almost
completely separated when using both input variables, whereas BDT
method based on meteorological data only, exhibited the best perfor-
mance for prediction of higher values (Fig. 4). In comparison to this,
somewhat poorer method predictions were obtained for VEynmix,
PCpymr and PCynmix. This could suggest that certain variables which
were not used as input data would assist to improve the predictive
method performances.

As shown in Fig. 3 (right), the optimum cut value was determined on
the basis of the value of significance. The comparison of method perfor-
mance is conducted by evaluating signal efficiencies (Table 2). Thereby,
more accurate predictions are obtained in cases where hysteresis-like
curves, formed by source contribution and background efficiency
curves, cover large area.

If only 10% of signal background inhibition is allowed for predictions
based on meteorology and IG concentrations, all episodes of high VEpyr,
contribution would be properly identified as alarm triggering values
(Table 2). However, if only meteorological data were used, the percent-
age of the accurately identified alarm triggering values decrease to 81%.
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The prediction of industry-related pollution episodes was efficient for
both resolved profiles, PCpyr and PCypnmix, although the negligibly better
solution was obtained for PCynmix predicted on the basis of meteorolog-
ical data only.

Table 2 shows that certain MVA methods are capable of forecasting
the source contribution values which are considered to require the in-
creased level of caution. The overall performance was satisfying, while
the methods using meteorological and IG concentration data provided
more accurate predictions.

According to the results, the forecast of vehicle exhaust-related pol-
lution was more precise when using PMF-derived source contributions
for classification. As regards industry-related pollution, the results are
not straightforward to interpret. In case that MVA method had informa-
tion of forecast for previous hours, most accurate prediction was mainly
obtained for PMF source contributions, whereas in the case of forecast
relying on input data exclusively, most accurate prediction was pre-
dominantly obtained for Unmix source contributions.

3.2. Regression MVA methods

Regression MVA methods were applied to interpret the dependency
of the source contributions on the examined meteorological data, and
both meteorological data and IG concentrations. As described in previ-
ous section, the statistical relationships were examined and certain
number of variables was excluded from the input dataset.

Median and standard deviations were calculated respectively to be:
1.05 and 1.30 for VEppp, 1.03 and 0.94 for VEynmix, 1.02 and 0.86 for
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Fig. 4. VEpyir, TMVA response for classifiers: MLPBNN (left) and BDT (right). Meteorological parameters and inorganic gaseous pollutant concentrations were used as input data.
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Table 3
Absolute errors of best performing regression methods.
Target  M-IG-Prev M-IG M-Prev M
Value Method Value Method Value Method Value Method
VEpmez  0.07  BDTG 0.06  MLP 0.25 BDT 035 BDT
VEpmrpz  0.08 ¢ LD 0.07 cID 035 ¢ BDTG 048 c_BDTG
VEunmix 022 BDT 022 ¢ BDTG 024 «¢BDT 029 BDTG
VEynmix 022 ¢ MLP 025 LD 0.29 BDTG 041 BDT
PCynmix 0.18 LD 032 ¢ BDTG 024 LD 035 c¢_BDTG
PCynmix 023 ¢ BDT 037 BDT 0.26  MLP 044  BDT
PCpmr 0.26 LD 0.34 BDT 0.31 LD 0.43 BDT
PCpmg 031 ¢ BDT 042 ¢ MLP 033 ¢BDTG 045 ¢_BDTG
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PCpmr, and 1.02 and 0.95 for PCynmix. Low absolute errors obtained for
the best performing regression methods (Table 3) indicate that source
contributions were successfully evaluated, particularly when both me-
teorological and IG were used as input data. The same conclusion can
be drawn from Fig. 5, in which PCypmix and VEpy-derived source con-
tributions and variations predicted using regression methods produce
almost identical time-series plot. In contrast to this, VEynmix appears
to be more robust to changes in input variables, which suggests that it
is less dependent on meteorological data. Similar to classification
methods, most successful regression methods are the BDT and MLP
based. In some MVA methods, corrections were done to adjust linear re-
gression coefficients between source contributions and evaluated
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Fig. 5. The comparison of receptor model-derived normalized source contributions and contributions obtained by the use of the best performing MVA methods. Meteorological parameters
and inorganic gaseous pollutant concentrations (M + IG), meteorological parameters (M) and previously predicted source contribution values (Prev) are used as input data.
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values to be closer to 1, using test samples only. If corrections are done
using training sample, evaluated values can be considered as extension
of training process. The MVA methods corrected this way are presented
with prefix “c_"

As previously mentioned, the predictions based on meteorological
data exclusively were less accurate, although still satisfying. In this
case, minor differences in time-series plots of source contributions and
regression method predictions as well as higher absolute errors were
observed, particularly for PCpyr. In general, forecasting of industry-
related contributions is more accurate when both meteorological data
and IG concentrations were used (Fig. 5, middle).

In addition to previously mentioned indicators, the similarity of source
contribution and evaluated values confirms that presented methods may
become an efficient tool for forecasting of source contributions (Fig. 5,
below).

Finally, it should be emphasized that the results are promising in
both cases, for forecasting contributions of local origin as in the case of
vehicle exhaust, as well as for forecasting contributions which are to
certain extent (25%) associated with regional transport as in the case
of industry-related source. Related to this, it can be assumed that slight-
ly lower performance of MVA methods in the case of industry-related
contribution forecast is probably associated with the impact of
transported pollution.

4. Conclusion

Given the fact that timely information on occurrence of dangerous
air pollutant levels is very important for prevention of human health
damage, particularly for the protection of vulnerable categories of peo-
ple, design and implementation of early warning systems is an issue of
high relevance in environmental science. The multivariate methods
herein presented are capable of identifying emission sources, estimating
their contributions and providing reliable prediction of source contribu-
tion dynamics which is the most important. In this study, two receptor
models, Unmix and PMF, are used for the purpose of VOC source appor-
tionment in Belgrade urban area, and the profiles identified as vehicle
exhaust and industrial emissions with contributions ranging from 18
to 28%, are analyzed and compared. Subsequently, classification and re-
gression MVA methods were used for prediction of the source contribu-
tion dynamics using registered meteorological parameters and IG as
input data. According to the results, all examined methods show satisfy-
ing forecast capabilities, in the case of local source contributions as well
as of contributions which are to certain extent (25%) associated with re-
gional transport. Thereby, the best regression methods are considered
to provide the most accurate prediction of hourly source contributions,
closest possible to the receptor model-derived values with relative er-
rors starting from 6%. The use of advanced MVA methods for forecasting
of episodes of dangerous pollutant concentrations may support air qual-
ity management on a day-to-day basis, although it should be empha-
sized that, in this case, the reliable public warning highly depends on
accurate meteorological forecast.
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Abstract The Muon Ionization Cooling Experiment
(MICE) collaboration seeks to demonstrate the feasibility
of ionization cooling, the technique by which it is proposed
to cool the muon beam at a future neutrino factory or muon
collider. The emittance is measured from an ensemble of
muons assembled from those that pass through the experi-
ment. A pure muon ensemble is selected using a particle-
identification system that can reject efficiently both pions
and electrons. The position and momentum of each muon are
measured using a high-precision scintillating-fibre tracker in
a4 T solenoidal magnetic field. This paper presents the tech-
niques used to reconstruct the phase-space distributions in
the upstream tracking detector and reports the first particle-
by-particle measurement of the emittance of the MICE Muon
Beam as a function of muon-beam momentum.

1 Introduction

Stored muon beams have been proposed as the source of
neutrinos at a neutrino factory [1,2] and as the means to
deliver multi-TeV lepton-antilepton collisions at a muon col-
lider [3,4]. In such facilities the muon beam is produced
from the decay of pions generated by a high-power pro-
ton beam striking a target. The tertiary muon beam occu-
pies a large volume in phase space. To optimise the muon
yield for a neutrino factory, and luminosity for a muon col-
lider, while maintaining a suitably small aperture in the
muon-acceleration system requires that the muon beam be
‘cooled’ (i.e., its phase-space volume reduced) prior to
acceleration. An alternative approach to the production of
low-emittance muon beams through the capture of p*t ™
pairs close to threshold in electron—positron annihilation
has recently been proposed [5]. To realise the luminosity
required for a muon collider using this scheme requires the
substantial challenges presented by the accumulation and
acceleration of the intense positron beam, the high-power
muon-production target, and the muon-capture system to be
addressed.
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A muon is short-lived, with a lifetime of 2.2 us in its rest
frame. Beam manipulation at low energy (< 1 GeV) must
be carried out rapidly. Four cooling techniques are in use at
particle accelerators: synchrotron-radiation cooling [6]; laser
cooling [7-9]; stochastic cooling [10]; and electron cool-
ing [11]. In each case, the time taken to cool the beam is
long compared to the muon lifetime. In contrast, ionization
cooling is a process that occurs on a short timescale. A muon
beam passes through a material (the absorber), loses energy,
and is then re-accelerated. This cools the beam efficiently
with modest decay losses. Ionization cooling is therefore the
technique by which it is proposed to increase the number
of particles within the downstream acceptance for a neu-
trino factory, and the phase-space density for a muon col-
lider [12—-14]. This technique has never been demonstrated
experimentally and such a demonstration is essential for the
development of future high-brightness muon accelerators or
intense muon facilities.

The international Muon Ionization Cooling Experiment
(MICE) has been designed [15] to perform a full demon-
stration of transverse ionization cooling. Intensity effects are
negligible for most of the cooling channels conceived for the
neutrino factory or muon collider [ 16]. This allows the MICE
experiment to record muon trajectories one particle at a
time. The MICE collaboration has constructed two solenoidal
spectrometers, one placed upstream, the other downstream,
of the cooling cell. An ensemble of muon trajectories is
assembled offline, selecting an initial distribution based on
quantities measured in the upstream particle-identification
detectors and upstream spectrometer. This paper describes
the techniques used to reconstruct the phase-space distribu-
tions in the spectrometers. It presents the first measurement
of the emittance of momentum-selected muon ensembles in
the upstream spectrometer.

2 Calculation of emittance

Emittance is a key parameter in assessing the overall perfor-
mance of an accelerator [17]. The luminosity achieved by a
collider is inversely proportional to the emittance of the col-
liding beams, and therefore beams with small emittance are
required.



Eur. Phys. J. C (2019) 79:257

Page 3 of 15 257

A beam travelling through a portion of an accelerator may
be described as an ensemble of particles. Consider a beam
that propagates in the positive z direction of a right-handed
Cartesian coordinate system, (x, y, z). The position of the

h particle in the ensemble is r; = (x;, y;) and its trans-
verse momentum is pr; = (pxi, Pyi); I and pr; define
the coordinates of the particle in transverse phase space.
The normalised transverse emittance, &y, of the ensemble
approximates the volume occupied by the particles in four-
dimensional phase space and is given by

— JdetC, (D

my

EN =

where m,, is the rest mass of the muon, C is the four-
dimensional covariance matrix,
Oxx Oxp, Oxy Oxp,
C = | %xpx Opxpx Oypx Opxpy )
Oxy Oypy Oyy Oyp,
Oxpy Opxpy Oypy Opypy

and o4g, where o, B = x, y, px, py, is given by

(EiN“i) (EiN:Bi)> 7 3)

N -1 N

Oup = L (EiNOliﬁi -
and N is the number of muons in the ensemble.

The MICE experiment was operated such that muons
passed through the experiment one at a time. The phase-
space coordinates of each muon were measured. An ensem-
ble of muons that was representative of the muon beam was
assembled using the measured coordinates. The normalised
transverse emittance of the ensemble was then calculated by
evaluating the sums necessary to construct the covariance
matrix, C, and using Eq. 1.

Time-of-flight Variable thickness
hodoscope high-Z diffuser
(ToF 0)
MICE
Muon
Beam
Cherenkov
counters
(CKoV)
MICE

Fig. 1 Schematic diagram of the MICE experiment. The red rectangles
represent the coils of the spectrometer solenoids and focus-coil mod-
ule. The individual coils of the spectrometer solenoids are labelled E1,
C, E2, M1 and M2. The various detectors (time-of-flight hodoscopes

Upstream

spectrometer module

Liquid-hydrogen
T°F 1 absorber !

3 The Muon Ionization Cooling Experiment

The muons for MICE came from the decay of pions pro-
duced by an internal target dipping directly into the circulat-
ing proton beam of the ISIS synchrotron at the Rutherford
Appleton Laboratory (RAL) [18,19]. The burst of particles
resulting from one target dip is referred to as a ‘spill’. A
transfer line of nine quadrupoles, two dipoles and a super-
conducting ‘decay solenoid’ selected a momentum bite and
transported the beam into the experiment [20]. The small
fraction of pions that remained in the beam were rejected
during analysis using the time-of-flight hodoscopes, TOF0
and TOFI, and Cherenkov counters that were installed in
the MICE Muon Beam line upstream of the cooling experi-
ment [21,22]. A ‘diffuser’ was installed at the upstream end
of the experiment to vary the initial emittance of the beam
by introducing a changeable amount of tungsten and brass,
which are high-Z materials, into the beam path [20].

A schematic diagram of the experiment is shown in
Fig. 1. It contained an absorber/focus-coil module sand-
wiched between two spectrometer-solenoid modules that
provided a uniform magnetic field for momentum mea-
surement. The focus-coil module had two separate wind-
ings that were operated with the same, or opposed, polar-
ities. A lithium-hydride or liquid-hydrogen absorber was
placed at the centre of the focus-coil module. An iron Par-
tial Return Yoke (PRY) was installed around the experiment
to contain the field produced by the solenoidal spectrom-
eters (not shown in Fig. 1). The PRY was installed at a
distance from the beam axis such that its effect on the tra-
jectories of particles travelling through the experiment was
negligible.

The emittance was measured upstream and downstream of
the absorber and focus-coil module using scintillating-fibre
tracking detectors [26] immersed in the solenoidal field pro-
vided by three superconducting coils El, C, and E2. The

3'd August 2017

Electron
Muon
Ranger
(EMR)

Absorber/focus-coil

module
Downstream

spectrometer module

M1 M2 1 E2

Pre-shower
(KL)

ToF 2

Scintillating-fibre
trackers

(TOFO0, TOF1) [23,24], Cherenkov counters [25], scintillating-fibre
trackers [26], KLOE-Light (KL) calorimeter [20,27], and Electron
Muon Ranger (EMR) [28,29]) are also represented. The Partial Return
Yoke (PRY) is not shown
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TOF2 KL EMR

— ()

MICE Muon Beam line

Fig. 2 a Top and b side views of the MICE Muon Beam line, its
instrumentation, and the experimental configuration. A titanium tar-
get dipped into the ISIS proton synchrotron and the resultant spill of
particles was captured with a quadrupole triplet (Q1-3) and transported

trackers were used to reconstruct the trajectories of indi-
vidual muons at the entrance and exit of the absorber. The
trackers were each constructed from five planar stations of
scintillating fibres, each with an active radius of 150 mm.
The track parameters were reported at the nominal reference
plane: the surface of the scintillating-fibre plane closest to
the absorber [30]. Hall probes were installed on the tracker
to measure the magnetic-field strength in situ. The instrumen-
tation up- and downstream of the spectrometer modules was
used to select a pure sample of muons. The reconstructed
tracks of the selected muons were then used to measure
the muon-beam emittance at the upstream and downstream
tracker reference planes. The spectrometer-solenoid modules
also contained two superconducting ‘matching’ coils (M1,
M?2) that were used to match the optics between the uniform-
field region and the neighbouring focus-coil module. The
MICE coordinate system is such that the z axis is coincident
with the beam direction, the y axis points vertically upward,
and the x axis completes a right-handed co-ordinate system.
This paper discusses the measurement of emittance using
only the tracker and beam-line instrumentation upstream of
the absorber. The diffuser was fully retracted for the data
presented here, i.e. no extra material was introduced into the
centre of the beam line, so that the incident particle distribu-
tion could be assessed.

@ Springer

Focus
Solenoid  Coil
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Solenoid

through momentum-selecting dipoles (D1, D2). The quadrupole triplets
(Q4-6, Q7-9) transported particles to the upstream spectrometer mod-
ule. The time-of-flight of particles, measured between TOF0 and TOF1,
was used for particle identification

4 MICE Muon beam line

The MICE Muon Beam line is shown schematically in
Fig. 2. It was capable of delivering beams with normalised
transverse emittance in the range 3 < ey < 10mm and

mean momentum in the range 140 < p, < 240MeV/c
with a root-mean-squared (RMS) momentum spread of ~
20 MeV /¢ [20] after the diffuser (Fig. 1).

Pions produced by the momentary insertion of a titanium
target [18, 19] into the ISIS proton beam were captured using
a quadrupole triplet (Q1-3) and transported to a first dipole
magnet (D1), which selected particles of a desired momen-
tum bite into the 5T decay solenoid (DS). Muons produced
in pion decay in the DS were momentum-selected using a
second dipole magnet (D2) and focused onto the diffuser by
a quadrupole channel (Q4-6 and Q7-9). In positive-beam
running, a borated polyethylene absorber of variable thick-
ness was inserted into the beam just downstream of the decay
solenoid to suppress the high rate of protons that were pro-
duced at the target [31].

The composition and momentum spectra of the beams
delivered to MICE were determined by the interplay between
the two bending magnets D1 and D2. In ‘muon mode’, D2
was set to half the current of D1, selecting backward-going
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muons in the pion rest frame. This produced an almost pure
muon beam.

Data were taken in October 2015 in muon mode at a
nominal momentum of 200 MeV/c, with ISIS in opera-
tion at 700 MeV. These data [32] are used here to charac-
terise the properties of the beam accepted by the upstream
solenoid with all diffuser irises withdrawn from the beam.
The upstream E1-C-E2 coils in the spectrometer module were
energised and produced a field of 4T, effectively uniform
across the tracking region, while all other coils were unpow-
ered. Positively charged particles were selected due to their
higher production rate in 700 MeV proton-nucleus collisions.

5 Simulation

Monte Carlo simulations were used to determine the accuracy
of the kinematic reconstruction, to evaluate the efficiency of
the response of the scintillating-fibre tracker, and to study
systematic uncertainties. A sufficient number of events were
generated to ensure that statistical uncertainties from the sim-
ulations were negligible in comparison to those of the data.

The beam impinging on TOFO0 was modelled using
G4beamline [33]. Particles were produced at the target using
a parameterised particle-production model. These particles
were tracked through the MICE Muon Beam line taking into
account all material in and surrounding the beam line and
using realistic models of the fields and apertures of the vari-
ous magnets. The G4beamline simulation was tuned to repro-
duce the observed particle distributions at TOFO.

The MICE Analysis User Software (MAUS) [34] pack-
age was used to simulate the passage of particles from TOFO
through the remainder of the MICE Muon Beam line and
through the solenoidal lattice. This simulation includes the
response of the instrumentation and used the input distribu-
tion produced using G4beamline. MAUS was also used for
offline reconstruction and to provide fast real-time detector
reconstruction and data visualisation during MICE running.
MAUS uses GEANT4 [35,36] for beam propagation and the
simulation of detector response. ROOT [37] was used for
data visualisation and for data storage. The particles gener-
ated were subjected to the same trigger requirements as the
data and processed by the same reconstruction programs.

6 Beam selection

Data were buffered in the front-end electronics and read out at
the end of each spill [20]. For the reconstructed data presented
here, the digitisation of analogue signals received from the
detectors was triggered by a coincidence of signals in the
PMTs serving a single scintillator slab in TOF1. Any slab in
TOF1 could generate a trigger.

The following cuts were used to select muons passing
through the upstream tracker:

— One reconstructed space-point in TOF0 and TOF1 Each
TOF hodoscope was composed of two perpendicular
planes of scintillator slabs arranged to measure the x and
y coordinates. A space-point was formed from the inter-
section of hits in the x and y projections. Figure 3a, b
show the hit multiplicity in TOFO plotted against the hit
multiplicity in TOF1 for reconstructed data and recon-
structed Monte Carlo respectively. The sample is domi-
nated by events with one space-point in both TOF0 and
TOF1. This cut removes events in which two particles
enter the experiment within the trigger window.

— Relative time-of-flight between TOF0 and TOF 1, ty), in
the range 1 < t] < 6ns The time of flight between
TOFO0 and TOF1, ty;, was measured relative to the mean
positron time of flight, #,. Figure 3c shows the relative
time-of-flight distribution in data (black, circles) and sim-
ulation (filled histogram). All cuts other than the relative
time-of-flight cut have been applied in this figure. The
time-of-flight of particles relative to the mean positron
time-of-flight is calculated as

Irel = 101 — (te + Ste) s

where 87, accounts for the difference in transit time, or
path length travelled, between electrons and muons in
the field of the quadrupole triplets [21]. This cut removes
electrons from the selected ensemble as well as a small
number of pions. The data has a longer tail compared to
the simulation, which is related to the imperfect simu-
lation of the longitudinal momentum of particles in the
beam (see Sect. 7.1).

— A single track reconstructed in the upstream tracker with

2 .
a track-fit x? satisfying ﬁ <4 NpoF is the number

of degrees of freedom. The distribution of #ZF is shown
in Fig. 3d. This cut removes events with poorly recon-
structed tracks. Multi-track events, in which more than
one particle passes through the same pixel in TOF0 and
TOF1 during the trigger window, are rare and are also

removed by this cut. The distribution of #ZF is broader
and peaked at slightly larger values in the data than in the
simulation.

— Track contained within the fiducial volume of the tracker
The radius of the track measured by the tracker, Riack, 1S
required to satisfy Ryack < 150 mm to ensure the track
does not leave and then re-enter the fiducial volume. The
track radius is evaluated at 1 mm intervals between the
stations. If the track radius exceeds 150mm at any of
these positions, the event is rejected.

@ Springer
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Fig. 3 Distribution of the quantities that were used to select the sample
used to reconstruct the emittance of the beam: a the number of space-
points in TOFO plotted against the number of space-points in TOF1 for
reconstructed data, and b reconstructed simulation; ¢ distribution of the

2

relative time-of-flight, f; d distribution of #OF; and e distribution

— Extrapolated track radius at the diffuser, Rgist < 90 mm
Muons that pass through the annulus of the diffuser,
which includes the retracted irises, lose a substantial
amount of energy. Such muons may re-enter the track-
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of Rgigf. The 1D distributions show reconstructed data as solid (black)
circles and reconstructed MAUS simulation as the solid (yellow) his-
togram. The solid (black) lines indicate the position of the cuts made
on these quantities. Events enter these plots if all cuts other than the cut
under examination are passed

ing volume and be reconstructed but have properties that
are no longer characteristic of the incident muon beam.
The aperture radius of the diffuser mechanism (100 mm)
defines the transverse acceptance of the beam injected
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Fig. 4 Time of flight between TOF0 and TOF]1 (9 ) plotted as a func-
tion of the muon momentum, p, measured in the upstream tracker. All
cuts other than the muon hypothesis have been applied. Particles within
the black lines are selected. The white dotted line is the trajectory of
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a muon that loses the most probable momentum (20 MeV/c) between
TOF1 and the tracker in a reconstructed data, and b reconstructed Monte
Carlo

Table 1 The number of

particles that pass each selection Cut No. ‘surviving Cum.uptive .
criterion. A total of 24,660 particles surviving particles
particles pass all of the cuts None 53276 53276

One space-point in TOF0 and TOF1 37619 37619

Relative time of flight in range 1-6ns 37093 36658

Single reconstructed track with #; <4 40110 30132

Track within fiducial volume of tracker 52039 29714

Extrapolated track radius at diffuser < 90 mm 42592 25310

Muon hypothesis 34121 24660

All 24660 24660

into the experiment. Back-extrapolation of tracks to the
exit of the diffuser yields a measurement of Rgjrr with a
resolution of og,; = 1.7mm. Figure 3e shows the dis-
tribution of Rgjff, where the difference between data and
simulation lies above the accepted radius. These differ-
ences are due to approximations in modelling the outer
material of the diffuser. The cut on Rgifr accepts particles
that passed at least 5.90g,,; inside the aperture limit of
the diffuser.

— PFarticle consistent with muon hypothesis Figure 4 shows
fo1, the time-of-flight between TOFO0 and TOF1, plotted
as a function of p, the momentum reconstructed by the
upstream tracking detector. Momentum is lost between
TOF1 and the reference plane of the tracker in the mate-
rial of the detectors. A muon that loses the most proba-
ble momentum, Ap >~ 20MeV/c, is shown as the dot-
ted (white) line. Particles that are poorly reconstructed,
or have passed through support material upstream of the
tracker and have lost significant momentum, are excluded

by the lower bound. The population of events above the
upper bound are ascribed to the passage of pions, or mis-
reconstructed muons, and are also removed from the anal-
ysis.

A total of 24,660 events pass the cuts listed above. Table 1
shows the number of particles that survive each individ-
ual cut. Data distributions are compared to the distributions
obtained using the MAUS simulation in Figs. 3 and 4. Despite
minor disagreements, the agreement between the simulation
and data is sufficiently good to give confidence that a clean
sample of muons has been selected.

The expected pion contamination of the unselected ensem-
ble of particles has been measured to be < 0.4 %[22]. Table 2
shows the number of positrons, muons, and pions in the
MAUS simulation that pass all selection criteria. The criteria
used to select the muon sample for the analysis presented
here efficiently reject electrons and pions from the Monte
Carlo sample.

@ Springer
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Table 2 The number of

Cut e % T Total
reconstructed electrons, muons,
and pions at the upstream None 14,912 432,204 1610 463451
tracker that survive each cut in o
the Monte Carlo simulation. One space-point in TOF0 and TOF1 11,222 353,613 1213 376,528
Application of all cuts removes Relative Time of flight in range 1-6ns 757 369,337 1217 379,761
almost all positrons and pions in . . %2
the reconstructed Monte Carlo Single reconstructed track with Noor <4 10, 519 407,276 1380 419,208
sample. In the Monte Carlo Track within fiducial volume of tracker 14, 527 412,857 1427 443,431
Simt}l?tion: a toltlal ?fh253,504 Tracked radius at diffuser < 90 mm 11,753 311,076 856 334,216
particles pass all of the cuts . ..
described in the text Muon hypothesis (above lower limit) 3225 362,606 411 367,340
Muon hypothesis (below upper limit) 12, 464 411,283 379 424,203
Muon hypothesis (overall) 2724 358,427 371 361,576
All 22 253,475 5 253,504

7 Results
7.1 Phase-space projections

The distributions of x,y, px,py,p;, and p =
+/ P+ p; + p% are shown in Fig. 5. The total momentum
of the muons that make up the beam lie within the range
140 < |p|] < 260MeV/c. The results of the MAUS sim-
ulation, which are also shown in Fig. 5, give a reasonable
description of the data. In the case of the longitudinal com-
ponent of momentum, p,, the data are peaked to slightly
larger values than the simulation. The difference is small
and is reflected in the distribution of the total momentum,
p. As the simulation began with particle production from
the titanium target, any difference between the simulated and
observed particle distributions would be apparent in the mea-
sured longitudinal and total momentum distributions. The
scale of the observed disagreement is small, and as such
the simulation adequately describes the experiment. The dis-
tributions of the components of the transverse phase space
(x, px, y, py) are well described by the simulation. Nor-
malised transverse emittance is calculated with respect to the
means of the distributions (Eq. 2), and so is unaffected by this
discrepancy.

The phase space occupied by the selected beam is shown
in Fig. 6. The distributions are plotted at the reference sur-
face of the upstream tracker. The beam is moderately well
centred in the (x, y) plane. Correlations are apparent that
couple the position and momentum components in the trans-
verse plane. The transverse position and momentum coordi-
nates are also seen to be correlated with total momentum.
The correlation in the (x, py) and (y, py) plane is due to
the solenoidal field, and is of the expected order. The disper-
sion and chromaticity of the beam are discussed further in
Sect. 7.2.
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7.2 Effect of dispersion, chromaticity, and binning in
longitudinal momentum

Momentum selection at D2 introduces a correlation, dis-
persion, between the position and momentum of particles.
Figure 7 shows the transverse position and momentum
with respect to the total momentum, p, as measured at the
upstream-tracker reference plane. Correlations exist between
all four transverse phase-space co-ordinates and the total
momentum.

Emittance is calculated in 10 MeV/c bins of total momen-
tum in the range 185 < p < 255MeV/c. This bin size
was chosen as it is commensurate with the detector reso-
lution. Calculating the emittance in momentum increments
makes the effect of the optical mismatch, or chromaticity,
small compared to the statistical uncertainty. The range of
185 < p < 255MeV/c was chosen to maximise the number
of particles in each bin that are not scraped by the aperture
of the diffuser.

7.3 Uncertainties on emittance measurement
7.3.1 Statistical uncertainties

The statistical uncertainty on the emittance in each momen-
tum bin is calculated as o, = \/%W [38—40], where ¢ is the
emittance of the ensemble of muons in the specified momen-
tum range and N is the number of muons in that ensem-
ble. The number of events per bin varies from ~ 4 000 for
p ~ 190MeV/c to ~ 700 for p ~ 250MeV/c.

7.4 Systematic uncertainties
7.4.1 Uncorrelated systematic uncertainties

Systematic uncertainties related to the beam selection were
estimated by varying the cut values by an amount correspond-
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Fig. 5 Position and momentum distributions of muons reconstructed at the reference surface of the upstream tracker: a x, b y, ¢ py, d py, e p,
and f p, the total momentum. The data are shown as the solid circles while the results of the MAUS simulation are shown as the yellow histogram

ing to the RMS resolution of the quantity in question. The
emittance of the ensembles selected with the changed cut
values were calculated and compared to the emittance calcu-
lated using the nominal cut values and the difference taken
as the uncertainty due to changing the cut boundaries. The
overall uncertainty due to beam selection is summarised in
Table 3. The dominant beam-selection uncertainty is in the

selection of particles that successfully pass within the inner
90 mm of the diffuser aperture.

Systematic uncertainties related to possible biases in cali-
bration constants were evaluated by varying each calibration
constant by its resolution. Systematic uncertainties related
to the reconstruction algorithms were evaluated using the
MAUS simulation. The positive and negative deviations
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from the nominal emittance were added in quadrature sep-
arately to obtain the total positive and negative systematic

uncertainty.

below.
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Sources of correlated uncertainties are discussed

7.4.2 Correlated systematic uncertainties

Some systematic uncertainties are correlated with the total
momentum, p. For example, the measured value of p dic-
tates the momentum bin to which a muon is assigned for
the emittance calculation. The uncertainty on the emittance
reconstructed in each bin has been evaluated by allowing the
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momentum of each muon to fluctuate around its measured
value according to a Gaussian distribution of width equal to

the measurement uncertainty on p. In Table 3 this uncertainty
is listed as ‘Binning in p’.

A second uncertainty that is correlated with total momen-
tum is the uncertainty on the reconstructed x, py, y, and p,.
The effect on the emittance was evaluated with the same pro-
cedure used to evaluate the uncertainty due to binning in total
momentum. This is listed as “Tracker resolution’ in Table 3.

Systematic uncertainties correlated with p are primarily
due to the differences between the model of the apparatus
used in the reconstruction and the hardware actually used
in the experiment. The most significant contribution arises
from the magnetic field within the tracking volume. Parti-
cle tracks are reconstructed assuming a uniform solenoidal
field, with no fringe-field effects. Small non-uniformities in
the magnetic field in the tracking volume will result in a
disagreement between the true parameters and the recon-
structed values. To quantify this effect, six field models (one
optimal and five additional models) were used to estimate
the deviation in reconstructed emittance from the true value
under realistic conditions. Three families of field model were
investigated, corresponding to the three key field descriptors:
field scale, field alignment, and field uniformity. The values
of these descriptors that best describe the Hall-probe mea-
surements were used to define the optimal model and the
uncertainty in the descriptor values were used to determine
the 1o variations.

7.4.3 Field scale

Hall-probes located on the tracker provided measurements
of the magnetic field strength within the tracking volume
at known positions. An optimal field model was produced
with a scale factor of 0.49 % that reproduced the Hall-probe
measurements. Two additional field models were produced
which used scale factors that were one standard deviation,
+0.03 %, above and below the nominal value.

7.4.4 Field alignment

A field-alignment algorithm was developed based on the
determination of the orientation of the field with respect to
the mechanical axis of the tracker using coaxial tracks with
pr =~ 0[41]. The field was rotated with respect to the tracker
by 1.4 £ 0.1 mrad about the x axis and 0.3 £ 0.1 mrad about
the y axis. The optimal field model was created such that
the simulated alignment is in agreement with the measure-
ments. Two additional models that vary the alignment by one
standard deviation were also produced.

7.4.5 Field uniformity

A COMSOL [42] model of the field was used to generate the
optimal model which includes the field generated by each coil

@ Springer
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Fig. 8 The systematic bias and uncertainty on the reconstructed emit-
tance under different magnetic field model assumptions. The bias esti-
mate (open triangles) includes the non-uniformity bias (open squares).
The variation between the models (see text) is indicated by the shaded
bands

using the ‘as-built’ parameters and the partial return yoke. A
simple field model was created using only the individual coil
geometries to provide additional information on the effect of
field uniformity on the reconstruction. The values for the sim-
ple field model were normalised to the Hall-probe measure-
ments as for the other field models. This represents a signif-
icant deviation from the COMSOL model, but demonstrates
the stability of the reconstruction with respect to changes
in field uniformity, as the variation in emittance between all
field models is small (less than 0.002 mm).

For each of the 5 field models, multiple 2000-muon
ensembles were generated for each momentum bin. The devi-
ation of the calculated emittance from the true emittance
was found for each ensemble. The distribution of the dif-
ference between the ensemble emittance and the true emit-
tance was assumed to be Gaussian with mean ¢ and variance
52 = 02 4 62, where o is the statistical uncertainty and 6 is
an additional systematic uncertainty. The systematic bias for
each momentum bin was then calculated as [43]

Aeny = (&) — eque » (€y)

where &yye 1S the true beam emittance in that momentum
bin and (g) is the mean emittance from the N ensembles.
The systematic uncertainty was calculated assuming that the
distribution of residuals of &; from the mean, (¢), satisfies a
x? distribution with N — 1 degrees of freedom,

N

(ei — (e))?
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Fig. 9 Normalised transverse emittance as a function of total momen-
tum, p, for data (black, filled circle) and reconstructed Monte Carlo (red,
open triangle). The inner error bars show the statistical uncertainty. The
outer error bars show the quadratic sum of the statistical and systematic
uncertainties

and 0 was estimated by minimising the expression ( X12v—1 —
(N —1))* [43].

The uncertainty, 6, was consistent with zero in all momen-
tum bins, whereas the bias, A¢y, was found to be momentum
dependent as shown in Fig. 8. The bias was estimated from
the mean difference between the reconstructed and true emit-
tance values using the optimal field model. The variation in
the bias was calculated from the range of values reconstructed
for each of the additional field models. The model represent-
ing the effects of non-uniformities in the field was considered
separately due to the significance of the deviation from the
optimal model.

The results show a consistent systematic bias in the recon-
structed emittance of & —0.015mm that is a function of
momentum (see Table 3). The absolute variation in the mean
values between the models that were used was smaller than
the expected statistical fluctuations, demonstrating the sta-
bility of the reconstruction across the expected variations in
field alignment and scale. The effect of the non-uniformity
model was larger but still demonstrates consistent reconstruc-
tion. The biases calculated from the optimal field model were
used to correct the emittance values in the final calculation
(Sect. 7.5).

7.5 Emittance

The normalised transverse emittance as a function of p is
shown in Fig. 9. The emittance has been corrected for the
systematic bias shown in Table 3. The uncertainties plot-
ted are those summarised in Table 3, where the inner bars
represent the statistical uncertainty and outer bars the total
uncertainty. The emittance of the measured muon ensem-
bles (black, filled circle) is approximately flat in the range
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195 < p < 245MeV/c, corresponding to the design momen-
tum of the experiment. The mean emittance in this region is
~ 3.7mm. The emittance of the reconstructed Monte Carlo
is consistently lower than that of the data, and therefore gives
only an approximate simulation of the beam.

8 Conclusions

A first particle-by-particle measurement of the emittance
of the MICE Muon Beam was made using the upstream
scintillating-fibre tracking detector in a 4 T solenoidal field.
A total of 24,660 muons survive the selection criteria. The
position and momentum of these muons were measured at the
reference plane of the upstream tracking detector. The muon
sample was divided into 10 MeV/c bins of total momentum,
p, from 185-255MeV/c to account for dispersion, chro-
maticity, and scraping in apertures upstream of the tracking
detector. The emittance of the measured muon ensembles is
approximately flat from 195 < p < 245MeV/c with a mean
value of &~ 3.7 mm across this region.

The total uncertainty on this measurement ranged from
f{:g% to ﬁg%, increasing with total momentum, p. As
p increases, the number of muons in the reported ensem-
ble decreases, increasing the statistical uncertainty. At the
extremes of the momentum range, a larger proportion of
the input beam distribution is scraped on the aperture of
the diffuser. This contributes to an increase in systematic
uncertainty at the limits of the reported momentum range.
The systematic uncertainty introduced by the diffuser aper-
ture highlights the need to study ensembles where the total
momentum, p, is close to the design momentum of the beam
line. The total systematic uncertainty on the measured emit-
tance is larger than that on a future measurement of the ratio of
emittance before and after an absorber. The measurement is
sufficiently precise to demonstrate muon ionization cooling.

The technique presented here represents the first pre-
cise measurement of normalised transverse emittance on a
particle-by-particle basis. This technique will be applied to
muon ensembles up- and downstream of a low-Z absorber,
such as liquid hydrogen or lithium hydride, to measure emit-
tance change across the absorber and thereby to study ion-
ization cooling.
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Abstract

This work provides new data about the level scheme of ggMn studied by the ;gMn(n,h,Zy) reaction. The
spectroscopic information were collected using the gamma-gamma coincidence spectrometer at the Tech-
nische Universitdt Miinchen, Heinz Maier-Leibnitz Zentrum (MLZ), Garching, Germany. The intensities,
energies of primary and secondary transitions of 71 energy-resolved cascades, as well as intermediate cas-
cade levels were determined. The updated level scheme of ggMn was obtained from analyzing the intensity
spectra of the strongest cascades. The comparison with the existing data in the ENSDF database shows that
23 primary transitions, 24 intermediate cascades levels as well as 32 secondary transitions determinated in
this work can be recommended as new nuclear data.
© 2019 Published by Elsevier B.V.

* Corresponding author at: University of Belgrade, Institute of Physics Belgrade, Pregrevica 118, 11080 Zemun, Serbia.
E-mail addresses: davidk @ipb.ac.rs (D. Knezevic), nikola.jovancevic @df.uns.ac.rs (N. Jovancevic).

https://doi.org/10.1016/j.nuclphysa.2019.121628
0375-9474/© 2019 Published by Elsevier B.V.



2 D. Knezevic et al. / Nuclear Physics A 992 (2019) 121628

Keywords: Gamma ray spectrometry; Thermal neutron capture; Level scheme; Gamma ray cascades

1. Introduction

Accurate data about the nuclear level scheme play an important role in the understanding of
the nuclear properties. They are necessary for studying nuclear reactions as well as for determin-
ing nuclear structure parameters. In this work we chose to study the level scheme of the gg’Mn. For
that purpose, we used the two-step gamma-cascade method based on measurements of coincident
prompt gamma rays following thermal neutron capture [1—4]. An advantage of this technique is
a low Compton background in collected spectra owing to the use of the background-subtraction
algorithm [1].

The properties of ggMn nucleus have been studied by means of thermal and resonance neu-
tron capture [5—24] but also by other methods, such as the 6Cr B~ decay [25], 48Ca(“B,?any)
[26], 3*Cr(PHe,p) [27], 3*Cr(e,d) [28], SMn(d,p) [29-32], S°Fe(i~, vy) [33], *°Fe(t,*He) [34],
Fe(12C,12N) [35,36], BFe(d,«r) [37]. The overview of excitation data shows the need for col-
lecting new accurate spectroscopic data on ggMn.

In this work, we present new information on the gg’Mn nucleus (levels, gamma ray transition
energies and their intensities per capture). The obtained results were compared with the existing
ENSDF data [38]. As it is an odd-odd nucleus, the %’Mn can also be interesting from a theoretical
point of view, such as studying the level density and the radiative strength function. Since the
two-step gamma ray-cascades method provides the possibility to estimate simultaneously the
level density and radiative strength functions, in a future work, these nuclear parameters may be
obtained for this nuclei as well, as it was done in [39—44] for other investigated nuclei.

2. Experimental setup and measurement

The objective of this experiment was the detection of two-step gamma ray cascades in ;gMn
following thermal neutron capture on ggMn, ggMn(n,h ,2y)§gMn. The measurement was carried
out at the PGAA station of Technische Universitit Miinchen, Heinz Maier-Leibnitz Zentrum
(MLZ), Garching, Germany [45,46].

The experimental setup consisted of two HPGe detectors with relative efficiencies of 60%
and 30%. The distance between detectors was 22.5 cm (this distance is the distance between the
detector cap of the 60% detector and the point on the axis of the 30% detector that lies on the line
determined by the detector cap of the 60% detector and the position of the sample). Target was
placed at 9 cm from the detector with a 30% efficiency (distance measured on the above men-
tioned line) as shown in Fig. 1. The other detector was surrounded by an active anti-Compton sup-
pression made of bismuth germanate (BGO). The shielding against scattered neutrons consisted
of a 1 mm thick boron-containing plastic tube that was built around the detectors. The detector
was also surrounded by 10 cm of lead shielding to reduce background gamma ray radiation. The
necessary experimental data for the analysis (energy of both detected coincident photons and
time difference between their detection) were collected by a N1728B CAEN ADC digitizer. For
the mono-isotopic manganese (ggMn) the preparation of a high-purity target for the experiment
is considerably easier compared to nuclei of more complex isotopic composition. The target was
high-purity (99.9%) natural manganese powder with the mass of 50 mg. The relative efficiency
of the detectors was determined from single gamma ray spectra accumulated using a PVC tar-
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Fig. 1. Sketch of the experimental setup.

i

Boron -
60% HPGe — N

get (the 35Cl(n,y)36Cl reaction) [47]. For the 30% detector the efficiency curve was In(e) =
—1.124210 - In(E} ) — 2.01161 - In(E,, /1022) + 0.453523 - lnz(E),/1022), and for the 60% de-
tector it was In(e) = —0.751695 - In(E, ) +0.150324 - In(E,, /1022) — 0.177287 - lnz(E,,/1022)
Manganese two gamma ray events were recorded for 105.6 h.

3. Result and discussion

Only a short description of the applied procedure to extract the cascade events and intensities
is presented here. The detailed description can be found in Ref. [1].

The most important part of the collected spectrum of sums of amplitudes for coincident pulses
(SACP) is shown in Fig. 2. The five marked peaks in Fig. 2 present the two-step cascade peaks of
gg’Mn for transitions from the neutron binding energy (7270.0(5) keV) to the ground state and to
the first four excited states with the energies of 26.5, 110.4, 212.0 and 341.0 keV. In Table 1, the
core information about these five cascade peaks is presented. The remaining unmarked peaks in
the SACP spectrum correspond to background events (Fig. 2). They may come from recording of
coincidences of the first with the third or fourth quantum of the multiple-step gamma ray cascades
or from neutron interaction with surrounding materials. In Table 1, there is also information about
part of the resolved intensity, that represents the fraction of the total intensity (% per decay)
observed in the spectra E), 1 + E, » = const in the form of pairs of intense energy-resolved peaks
in Fig. 3 and Fig. 4. These cascades are observed in the form of pairs of standard peaks. Their
intensity is given in column 4 of Table 2 in the form of I, . The concept of “part of resolved
cascade intensity” is used in further analysis to determine the ratio of the sum of the intensity of
only resolved peaks to the total sum of the intensities of all resolved and unresolved cascades.
The total sum includes all cascades without exception, primary and secondary transitions that
satisfy the rules of selection by multiplicity. The cascades to other spins and multipolarities are
impossible to determine in this type of experiment.
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Fig. 2. Spectrum of sums of amplitudes for coincident pulses (SACP) at the radiative capture of thermal neutrons in S5Mn
nucleus. Peaks of the full capture of two quanta are labeled by energy of the final level of the resolved cascades.

Table 1
Information about the two-step cascades to the ground state and the first four excited states collected in
the experiment. The spin values of the final levels were taken from [38].

Gamma ray cascade Final level (Ef) Spin of level Part of resolved Full intensities
total energy (keV) of the cascade (keV) Ey cascade intensity % per decay
7270 0 3+ 70(5) 17(3)

7243 26.5 2+ 70(7) 13(3)

7160 110.4 1+ 51(9) 5.0(10)

7058 212.0 4+ 49(5) 16.0(20)

6929 341.0 3+ 40(6) 6.0(10)

Sum of total 56(3) 57(5)

From collected SACP spectra the two-step-cascade (TSC) spectra were obtained. This was
done for five energy-resolved amplitude peaks. The obtained TSC spectra represent the cascades
from the initial state to the defined low-lying final levels of the ggMn nucleus. The elimination
of Compton background and random coincidences was done by gating on the region nearby the
peaks of interest in Fig. 2. Figs. 3 and 4 show examples of the obtained TSC spectra for cascade
total energies of 6929 and 7058 keV. The background in the two-step-cascade (TSC) spectra of
mono-isotopic manganese is practically absent.

The mirror-symmetrical peaks [2] in the TSC spectra represent primary and secondary tran-
sitions of the investigated two-step gamma ray cascade. The peaks’ positions correspond to the
energies, £, 1 and Ey, », of primary and secondary quanta of the cascades. The relative intensity
of each peak is proportional to its area. The criteria for selecting if the structure in the TSC spec-
trum is a peak is based on searching for the peak structures with non zero count across multiple
channels, and then verifying the existence of the peak using the fitting procedure. All energy-
resolved peaks are approximated by the Gauss function, and the background is approximated by
a constant or a weakly varying linear function. The ratio of the area of all peaks to the sum of
the spectrum gives the value of the proportion of resolved peaks detected in the experiment. The
remainder is a continuum of the unresolved cascades.
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Fig. 3. Two step cascade (TSC) spectrum with the total energy of 6930 keV. The final level of the cascade is 340.957(6)
keV (value taken from [38]). This spectrum represents the TSC spectrum with low number of cascades (8 pairs of gamma
rays). The energies of the most intense pair of gamma rays are labeled.
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Fig. 4. Two step cascade (TSC) spectrum with the total energy of 7058 keV. The final level of the cascade is 212.004(5)
keV (value taken from [38]). This spectrum represents the TSC spectrum with high number of cascades (22 pairs of
gamma rays). The energies of the most intense pair of gamma rays are labeled.

Details of the method and the maximum likelihood function used to determine the energies of
primary and secondary cascade transitions were presented in [1,4]. The intensities of 71 resolved
cascades are determined from five TSC distributions. In all investigated cascades, primary tran-
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sitions (except for 7 of them) have the higher energy in comparison with the energy of secondary
quanta. All detected primary and secondary gamma ray transitions and their intensities as well
as the energies of intermediate levels are presented in Table 2.

In order to compare the data of the cascade spectra (Figs. 3 and 4) with the experimental data
for strongest primary transitions with E, 1=7058, 7160, 6929, 6784, 5527 and 5181 keV, the
branching coefficients (Br) of their secondary transitions were obtained independently (using
existing ENSDF data), which gave data of absolute intensity of the cascades for normalization
of the data from Table 2.

The intensities of primary gamma transitions to individual low-lying levels i are generally
known. The product iy - Br is the absolute intensity of one of these cascades to the intermediate
level. Then, from the proportion with three known values iy i3, i1 - Br and the total sum of the
intensity of all transitions of the given stages i), = 100%, we obtain the ratio I,,, =i - Br -
i112/100. It is equal to the sum of I, of all two-quantum cascades (resolved and unresolved
energetically for the cascade with the corresponding finite level). The values of the total intensity
I, obtained in such a way (Table 1), which include both the resolved cascades and unresolved
cascade continuum with sub-threshold intensity, show that, for the investigated nucleus, we have
obtained in this experiment 57% of total intensity of all two-step cascades. At that, 56% of this
intensity I, falls to the share of the energy-resolved cascades (Table 2).

The data were compared with the existing ones in the ENSDF database [38]. From this com-
parison, 22 primary transitions that existed in the ENSDF data set were determined. 23 primary
transitions, which are not included in the ENSDF library, can be therefore recommended as new
data. 21 intermediate levels are identified in our experiment and already listed in the ENSDF
database. However, for 24 levels observed in this study, there are no data in the ENSDF library
yet. The difference between number of primary gamma rays and levels comes from the fact that
in some cases, as is the case of gamma ray with energy (database value [38]) 5432.9 keV, that
is identified as primary gamma-ray corresponding to experimental value of 5431.5 keV, gamma-
rays exist in the database, but do not have a scheme position assigned to them, so the authors
tentatively assigned the scheme position for a number of gamma rays as the primary gamma rays
of the cascades. Same is the case for gamma ray with energies (database values [38]) 6019.2,
4324.1 and 3034.1 keV. In this work, we observed 32 secondary gamma ray transitions for which
there is no information in the ENSDF database. 14 of these new observed secondary transitions
come from the levels already in the ENSDF library, and 18 from levels determined for the first
time in this work. Also, 11 secondary gamma rays observed in this study are listed in the ENSDF
database, but do not have an assigned position in the decay scheme. In this paper we assigned the
decay scheme positions for gamma rays with energies (database values [38]) of 1140.4, 2147.3,
2437.8, 2582.0, 2864.4, 2832.9, 2740.3, 2937.6, 3135.6, 4127.7 and 4024.5 keV.

The comparison of determined energies of levels and gamma rays with the ones from the
ENSDF database shows an average deviation of about 1.5 keV. For levels and gamma rays where
the deviation was larger than 2 keV, ENSDF values were in some cases assigned tentatively by the
authors. This relatively large discrepancy can be explained by insufficient statistics in the present
TSC spectra, as well as by the keV/Ch difference between the two detectors during measurement,
which can cause uncertainty in the determination of the energy.

The level scheme of ggMn obtained in this work is presented in Figs. 5 and 6.

Spin of the neutron capture level is determined by the ground state spin of the capturing nuclei
= the 1/2 spin of the neutron. This state decays primarily via dipole transition, predominantly
of electric multipolarity. As the compound-state of ggMn is 5/27, after a capture of a thermal
neutron primary gamma ray transitions can be emitted from the decay of levels with spins 2~ or
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Table 2

Comparison of the experimental data with the ENSDF database. E, 1 and E,, » are the energies of the first and second
quanta of the cascade, respectively, E; is the energy of the intermediate level and E ¢ are the final levels of the two step
gamma ray cascade. I is the intensity of the cascade (per 100 decays) observed in the experiment. The experimental
uncertainty of £, » has the same absolute values as for E,, | (listed in the table). Values in bold are values for which
there is no data in the ENSDF library.

Present work ENSDF

Ey 1 (keV) E, > (keV) E; (keV) Iy Ey (keV) Ey 1 (keV) E,; (keV) E; (keV)
7160.6(3) 82.9 109.0(6) 4.8(6) 26.516(3) 7159.7(2) 83.8990(15) 110.428(3)
7058.80(21)  211.20 211.2(5) 9.2(8) g.8. 7057.8(2) 212.017(6) 212.004(5)
7053.1(13) 106.5 216.9(14) 0.9(4) 110.428(3) - 104.6234(20)  215.057(3)
6925.1(12) 3449 344.9(13) 0.10(5) g.8. 6928.7(2) 340.990(25) 340.957(6)
6929.9(6) 313.6 340.1(8) 1.3(4) 26.516(3) 6928.7(2) 314.395(10) 340.957(6)
6786.6(7) 271.4 483.4(9) 1.3(4) 212.004(5) 6783.3(2) 271.175(9) 486.251(8)
6786.6(17) 142.4 483.4(18) 0.22(15) 340.957(6) 6783.3(2) 145.320(20) 486.251(8)
6733.0(8) 510.5 537.009) 0.55(17) 26.516(3) - - -
6699.7(27) 229.3 570.3(27) 0.15(17) 340.957(6) - 229.867(7) -
6101.8(12) 1141.7 1168.2(13) 0.25(16) 26.516(3) 6103.9(2) 1140.4(10) 1166.54(21)
6101.8(9) 1057.8 1168.2(10) 0.16(5) 110.428(3) 6103.9(2) - 1166.54(21)
6101.8(14) 956.2 1168.2(15) 0.09(4) 212.004(5) 6103.9(2) - 1166.54(21)
6021.8(20) 1221.7 1248.2(21) 0.08(6) 26.516(3) 6019.2(8) - -
5919.4(15) 1324.1 1350.6(16) 0.18(11) 26.516(3) 5920.5(2) - 1349.95(21)
5916.7(13) 1141.3 1353.3(14) 0.08(4) 212.004(5) - - -
5789.8(27) 1453.7 1480.2(27))  0.09(8) 26.516(3) - - -

5759.7(4) 1510.3 1510.3(6) 0.79(14) g.8. 5760.9(2) - 1509.55(21)
5759.7(13) 1298.3 1510.3(14) 0.07(3) 212.004(5)  5760.9(2) - 1509.55(21)
5759.7(17) 1169.3 1510.3(18) 0.034(24) 340.957(6) 5760.9(2) 1169.71(13) 1509.55(21)
5547.5(10) 1510.5 1722.5(11) 0.10(4) 212.004(5) - - -
5526.4(13) 1717.1 1743.6(14) 0.12(8) 26.516(3) 5527.4(2) 1716.63(14) 1744.3(10)
5526.4(5) 1531.6 1743.6(7) 0.46(8) 212.004(5) 5527.4(2) - 1744.3(10)
5526.4(6) 1402.6 1743.6(8) 0.82(24) 340.957(6)  5527.4(2) 1401.7(10) 1744.3(10)
5438.7(12) 1720.9 1831.3(13) 0.07(3) 110.428(3)  5437.0(2) - 1833.67(21)
5438.7(16) 1619.3 1831.3(17) 0.08(5) 212.004(5) 5437.0(2) - 1833.67(21)
5431.5(24) 1626.5 1838.5(25) 0.10(7) 212.004(5) 5432.9(2) - -
5313.6(16) 1956.4 1956.4(17) 0.07(5) g.s. - - -
5270.3(11) 1889.3 1999.7(12) 0.17(7) 110.428(3) - - -
5250.8(16) 2019.2 2019.2(17) 0.13(8) g.s. - 2016.5(2) 2016.39(15)
5201(3) 2042.5 2069(3) 0.12(11) 26.516(3) - 2044.7(2) -
5197.8(14) 1961.8 2072.2(15) 0.08(4) 110.428(3) 5199.1(2) - 2071.39(15)
5197.8(11) 1860.2 2072.2(12) 0.1709) 212.004(5)  5199.1(2) - 2071.39(15)
5182.7(11) 2060.8 2087.3(12) 0.46(23) 26.516(3) - 2063.2(2) -

5180.6(7) 2089.7 2089.7(9) 0.54(10) a.s. 5181.6(2) 2090.4(2) 2089.38(15)
5180.6(17) 1877.7 2089.7(18) 0.18(9) 212.004(5) 5181.6(2) 1876.2(10) 2089.38(15)
5180.6(7) 1748.7 2089.7(9) 0.49(14) 340.957(6) 5181.6(2) 1747.0(10) 2089.38(15)
5064.4(13) 2179.1 2205.6(14) 0.40(20) 26.516(3) - 2176.6(2) 2202.73(15)
5064.4(16) 1993.6 2205.6(17) 0.22(12) 212.004(5) - - 2202.73(15)
5030.8(23) 2128.8 2239.2(24) 0.07(5) 110.42833) - - 2235.14(21)
5013.5(9) 2044.5 2256.5(10) 0.26(13) 212.004(5) 5015.0(2) 2044.7(2) 2255.24(15)
5013.5(5) 1915.5 2256.5(7) 0.5(11) 340.957(6)  5015.0(2) 1915.2(10) 2255.24(15)
4950.9(12) 2292.6 2319.1(13) 0.31(14) 26.516(3) 4949.4(2) 2294.3(2) 2321.15(10)
4950.9(14) 2208.7 2319.1(15) 0.12(7) 110.428(3) 4949.4(2) 2211.3(2) 2321.15(10)
4907.4(11) 22522 2362.6(12) 0.12(7) 110.428(3)  4907.9(2) 2254.3(2) 2362.62(21)
4907.4(11) 2150.6 2362.6(12) 0.054(22)  212.004(5) 4907.9(2) 2147.3(2) 2362.62(21)

(continued on next page)
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Table 2 (continued)

Present work ENSDF

Ey 1 (keV) Ey 2 (keV) E; (keV) Iyy Ef (keV) Ey 1 (keV) Ey 2 (keV) E; (keV)
4831.9(13) 2438.1 2438.1(14) 0.23(11) g.8s. 4829.7(2) 2437.8(2) 2441.27(15)
4831.9(25) 2327.7 2438.1(25) 0.10(7) 110.428(3) 4829.7(2) 2331.2(2) 2441.27(15)
4730.2(14) 2539.8 2539.0(15) 0.14(10) g.8. - - -

4726.3(5) 2331.7 2543.7(7) 0.64(12) 212.004(5) 4725.0(2) 2331.2(2) 2545.65(20)
4659(3) 2584 2611(3) 0.17(26) 26.516(3) - 2582.0(2) -
4551.1(19) 2506.9 2718.9(20) 0.07(5) 212.004(5) 4550.6(2) - 2719.96(21)
4379.0(14) 2864.5 2891.0(15) 0.15(11) 26.516(3) 4381.0(2) 2864.4(2) 2889.57(21)
4341.3(16) 2716.7 2928.7(17) 0.09(5) 212.004(5) - - -
4325.1(22) 2834.5 2944.9(23) 0.05(4) 110.428(3) 4324.1(2) 2832.9(2) -
4317.7(20) 2740.3 2952.3(21) 0.06(5) 212.004(5) 4319.5(2) 2740.3(8) 2951.07(21)
4263.3(16) 3006.9 3006.9(17) 0.17(10) g.s. - 3003.4(2) -
4263.3(23) 2794.9 3006.9(24) 0.06(4) 212.004(5) - - -
4224.5(16) 3045.5 3045.5(17) 0.19(10) g.s. 4223.5(2) 3047.5(2) 3047.34(15)
4224.5(14) 2935.1 3045.5(15) 0.09(5) 110.428(3) 4223.5(2) 2937.6(8) 3047.34(15)
4134.8(22) 3135.2 3135.2(23) 0.16(10) g.s. - 3135.6(2) -

3879(4) 3391 3391(4) 0.07(9) g.8. - - -
3871.6(14) 3057.4 3398.4(15) 0.09(5) 340.957(6) 3873.0(2) 3058.2(2) 3397.61
3751.1(13) 3408.5 3518.9(14) 0.22(10) 110.428(3) 3752.3(2) - 3518.32(21)
3592.8(14) 3465.2 3677.2(15) 0.12(6) 212.004(5) - - -
3035.0(11) 4124.6 4235.0(12) 0.20(7) 110.428(3) 3034.1(2) 4127.7(8) -
3035.0(20) 4023.0 4235.0(21) 0.13(9) 212.004(5) 3034.1(2) 4024.5(10) -
3035.0(17) 3894.0 4235.0(18) 0.13(7) 340.957(6) 3034.1(2) - -
2959.5(14) 4200.1 4310.5(15) 0.06(3) 110.428(3) - - -

2959(5) 4098 4311(5) 0.05(6) 212.004(5) - - -

2588(3) 4571 4682(3) 0.08(10) 110.428(3) - - -

2179.7(9) 4878.3 5090.3(10) 0.12(4) 212.004(5) - - -

37, exciting the levels with spins from J=1 to J=4. Cross section for the neutron resonance with a
spin of 27 is 8.36 b, for spin 3~ this cross section is 3.57 b, and for boundary resonance with cross
section of 1.39 b, the spin is unknown [22]. Spin interval for the nuclear levels that are excited
by secondary transitions of the cascade is from J=0 to J=5. Such limitation on the possible
values of spins is due to decay of excited nucleus by mainly dipole E1- and M1-transitions, at
least, if cascade energy is larger than 6930 MeV. Cascades of less total energy with AJ=3 were
not observed in our experiment. A contribution of quadrupole gamma ray transitions to the total
gamma ray spectrum is negligible.

Insufficient resolution of HPGe-detectors did not allow to uncouple the two-step cascades
to doublets of final levels 212.026/215.128 keV and 335.529/340.989 keV. But small shift of
average of total-energy sum of these doublets (7058 and 6934 keV) give us the reason to think
that cascades to the final levels with the energies of 212 and 340 keV and corresponded to them
spins 47 and 37 are dominated in the decay scheme.

4. Conclusion

In this paper, new spectroscopic information was obtained for gg’Mn by investigating two-step
gamma ray cascades following thermal-neutron capture on ggMn. The level scheme and gamma

ray transitions for the ggMn nucleus were obtained. The data show good agreement with the ones
from the ENDSF library. 24 new levels were observed with 23 new primary and 32 secondary
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gamma ray transitions in the energy range between 0.3 MeV and 7.1 MeV. These new results
can be useful for future investigations of nuclear structure parameters such as the nuclear level
density and radiative strength function.
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1. Introduction

Count rates of ground based or underground cosmic-ray (CR)
muon detectors are affected by atmospheric parameters (air pres-
sure and temperature at different heights). The proper description
of atmospheric effects is necessary for understanding primary CR
variations, originating outside of the atmosphere.

Early studies in CR temporal variations [1,2] revealed the exis-
tence of a variation caused by the change of air pressure, the so
called "barometric effect”. With the increase in pressure the atmo-
sphere represents thicker absorber, resulting in reduced number of
muons reaching the ground level. Therefore, muon flux is expected
to be anti-correlated with atmospheric pressure.

Observed negative correlation between muon flux and atmo-
spheric temperature, the so called “negative temperature effect”,
has been explained by Blackett [3] to be a consequence of muon
decay. During warm periods the atmosphere is expanded and the
main layer of muon production (~100 mb) is higher, resulting in
longer muon path and lower surviving probability to the ground
level. Low energy muons are more affected, while the flux of high
energy muons, capable of penetrating great depth, does not suffer.
At deep underground experiments another type of temperature ef-
fect, “positive temperature effect” is pronounced [4]. Development
of nuclear emulsions capable of detecting energetic charged par-
ticles lead to discovery of charged pions in CRs and 7 — n decay
[5-7]. The positive temperature effect is interpreted as a conse-

* Corresponding author.
E-mail address: dragic@ipb.ac.rs (A. Dragi¢).

https://doi.org/10.1016/j.astropartphys.2019.01.006
0927-6505/© 2019 Elsevier B.V. All rights reserved.

quence of latter process [8,9]. Pions created in the interactions of
primary CR particles with the atmospheric nuclei can decay into
muons or interact with air nuclei. Higher temperature in the pro-
duction layer means lower air density and consequently, lower in-
teraction probability and higher muon production.

In most cases linear regression is sufficient to account for the
barometric effect. The temperature effects are treated by empirical
and theoretical methods. In addition to the barometric coefficient
B, the method of effective level of generation [8] introduces two
empirical parameters: oy to encounter for muon intensity varia-
tions 81, correlated with the change of the height of generation
level §H (negative effect) and ar for the changes of the tempera-
ture of this level (positive temperature effect).

(SI,,_ = ,35P+O£H8H+OCT8T (1)

Duperier method has been successfully used in many studies for
the atmospheric corrections of muon data ([10-15] etc.).

It's been argued [16,17] that for correct temperature correction
of muon detectors count rate the vertical temperature profile of
the entire atmosphere needs to be known. In the so called integral
method the muon intensity variations caused by the temperature
are described by the equation:

8, Mo
s _/0 Wy ()ST (h)dh 2)

where 8T(h) is the variation of temperature at isobaric level h with
respect to the referent value and Wr(h) is the temperature coeffi-
cient density. The coefficients are calculated theoretically and the
best known calculations are given in references [18,19].
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The mass-average temperature method [20] is a variant of the
integral method, based on the assumption of small changes of the
temperature coefficient density Wr(h) with the atmospheric depth
h allowing its average value Wy to be put in front of the integral
in the Eq. (2) and on determination of the mass-averaged temper-
ature Tp:

81,

_ ho _
L WT(h)/ ST(h)dh = Wi (h) - 8Ty, (3)
" 0
The method was used in numerous studies ([21-23] to name a
few).
Another form of the integral method is the effective tempera-

ture method [24]. By introducing the temperature coefficient o:

ho
ar = [ Wi (h)dh
0
the Eq. (2) can be normalized as:

ho ho
‘Sli :/ Wi (yd . S WrOTdh _ -y (4)
W o Wy (h)dh

where the effective temperature T,y is defined as:

Mo Wy (h)T (h)dh
i Wy (h)dh

The latter method is popular with the underground muon tele-
scopes [25,26].

Different methods of atmospheric correction might be com-
pared on the basis of several criteria. One is requirement of the
lowest variance of corrected data. Since the most prominent tem-
perature effect on CR time series is seasonal variation, another cri-
terion is the smallest residual amplitude of seasonal variation after
correction is applied. The latter does not take into account possible
genuine seasonal variation of non-atmospheric origin.

Early studies comparing Dupierier’s empirical and Dorman’s
theoretical methods ([27] and references therein) found similar ac-
curacy of two methods, with essentially the same corrections at
sea level, but with the integral method overestimating the temper-
ature effect.

A more recent study [28] compared different methods of at-
mospheric correction for data from Nagoya and Tibet supertele-
scopes, as well as Yakutsk, Moscow and Novosibirsk telescopes.
They found the mass-averaged temperature method to practically
coincide with the integral method. On the other hand, the effective
level of generation method for Nagoya shows discrepancy from the
integral method in winter time, being able to eliminate only 50%
of the temperature effect. Even with the integral method in the
case of Tibet muon telescope the removal of temperature effect
is achieved with the density of temperature coefficients 3 times
higher than calculated ones. The precise origin of disagreement is
unknown.

The method of the effective level of generation takes care of
key physical causes of the temperature effect. However, it does not
make optimal use of the temperature data. Also, the assumption of
a single level of main muon production is a simplification. Detailed
CORSIKA simulation of the shower development in the atmosphere
reveals the actual distribution of the muon generation heights (see
Fig. 1).

Different implementations of the integral method exist, employ-
ing different approximations, choice of parameters, models of the
atmosphere, whether kaon contribution is taken into account, lead-
ing to differences in calculated density temperature coefficients
(see for instance discussion in [29]). As already mentioned, on the
case of Tibet telescope [28] theoretical calculations do not fully
correspond to the local experimental conditions and the origin of
disagreement is difficult to trace.

eff =

The effective temperature method lacks universality, since it
works best with the data from deep underground detectors.

Here we propose a new method for atmospheric corrections.
It's fully empirical, makes use of the available temperature data
through entire atmosphere and it’s applicable to arbitrary detector
irrespective to energy sensitivity and is simple to implement. The
method is based on the principal component analysis, thus reduc-
ing dimensionality of the problem, exploiting correlations between
atmospheric variables and ensuring mutual independence of cor-
rection parameters. The price is loss of clear physical interpreta-
tion of these parameters, since the pressure and the temperature
at different levels are treated on equal footing.

2. Method description
2.1. Meteorological data

Set of variables that enter principal component decomposition
consists of atmospheric temperature profile for the given location
as well as locally measured atmospheric pressure. Meteorological
balloon soundings for Belgrade are not done frequently enough to
be used for suggested analysis. As a consequence, modeled tem-
peratures were used instead. However, there were enough balloon
sounding data for testing consistency of the modeled temperatures.

There are several weather and global climate numerical models
available today. Here, Global Forecast System [30] data was used.
GFS is a weather forecast model, developed by National Centers
for Environmental Prediction [31], which is able to predict large
number of atmospheric and land-soil parameters. Apart from fore-
cast data, GFS also provides retrospective data produced taking into
account most recent measurements by a world wide array of me-
teorological stations. Retrospective data are produced four times a
day at 00:00, 06:00, 12:00 and 18:00 UTC. Data with finer tempo-
ral resolution are obtained by cubic spline interpolation. Temper-
atures for the following 25 isobaric levels (in mb) were used for
initial analysis: 10, 20, 30, 50, 70, 100, 150, 200, 250, 300, 350,
400, 450, 500, 550, 600, 650, 700, 750, 800, 850, 900, 925, 975,
1000. Horizontal spatial resolution for modeled data is 0.5 degrees,
so coordinates closest to the experiment location (latitude 44.86,
longitude 20.39), were selected with this precision. Before any fur-
ther analysis was done, GFS modeled temperature profiles were
compared to local meteorological balloon soundings for Belgrade,
where balloon data was available. Fig. 2 shows profile of differ-
ences between modeled and measured values for different isobaric
levels. Disagreement was found between measured and modeled
temperature at the lowest level. As a result, it was decided not to
use temperature data for isobaric level of 1000 mb in further anal-
ysis. Ground temperature data measured by local meteorological
stations was used for lowest layer instead. Similar problem with
the GFS data was reported before by [28] who found 5°C devia-
tion in the summer time near ground level at Yakutsk location.

Atmospheric pressure and ground level temperature from the
Republic Hydro-meteorological Service of Serbia was used to com-
pose unique local pressure and temperature time series.

2.2. Cosmic-ray data

The analysis is performed on data from Belgrade muon detec-
tors. The Belgrade cosmic-ray station, together with the present
detector arrangement is described in details elsewhere [32]. Two
muon detectors are located in the laboratory, one at the ground
level and the other at the depth of 25 mwe. Data are recorded on
the event-by event basis and can be integrated into the time se-
ries with the arbitrary time resolution. For most purposes hourly
data are used. Muon detectors are sensitive to primary cosmic rays
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Fig. 1. Distribution of muon generation at different heights in the atmosphere, according to CORSIKA simulation.
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Fig. 2. Distribution of differences between measured temperatures and modeled by GFS.

of 59 GeV median energy in the case of ground level detector and data. It transforms the original set of variables into a set of
137 GeV for underground detector. uncorrelated variables (called principal components (PC)). The
principal components are ordered according to decreasing vari-
ance. In our case, there are 26 input variables: 24 modeled
temperatures (isobaric level 1000 mb temperature excluded), lo-
cally measured ground level temperature and local atmospheric
pressure. Initial variables were centered and normalized before

2.3. Principal component decomposition

Principal component analysis is a convenient and widely used
data reduction method when dealing with strongly correlated
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Fig. 3. Composition of nine principal components with largest variance (in decreasing order). Input variables are displayed on X-axis: 1 being pressure, 2 temperature of
10 mb isobaric level, 26 being local ground level temperature. Y-axis represents rotations.

decomposition. After decomposition, a new set of 26 principal
components was obtained. Decomposition should not be regarded
as universal, but it should be redone for every location and period
under study.

One year was selected as a suitable time period for the
analysis, in order to reduce possible seasonal bias, due to at-
mospheric temperature annual variation. Additional criteria were
quality and consistency of muon data. Taking this into account, fi-
nal time interval selected for analysis was from 01.06.2010 to 31.05.
2011.

Fig. 3 shows composition plots for the first nine principal com-
ponents, that account for 98% of total variance. X-axis represents
input atmospheric variables, first being atmospheric pressure, fol-
lowed by 10 mb layer temperature, last being ground level lo-
cal temperature. Y-axis represents decomposition rotations for a
given principal component. Interesting features observed on these
plots are that first two principal components depend almost ex-
clusively on temperature. The first one is mostly combination of
temperatures in the troposphere (isobaric levels 250-1000 mb)
with almost equal weights. The second eigenvector accounts for
significant variance of temperatures in higher atmospheric lev-
els (10-250 mb), with the strongest contribution centered in the
tropopause. Components 3 to 6 have mixed p-T composition. The
correlation of atmospheric pressure and temperature at different
heights is not surprising. The diurnal and semi-diurnal oscillations
of pressure are attributed to the warming of the upper atmosphere
by the Sun [33]. This correlation makes it impossible to define a
single barometric parameter in PCA based method of atmospheric
corrections. It's worth mentioning that Dorman [34] recognizes
three different barometric effects: absorption, decay and genera-

tion effect. It also indicates that empirical methods with separated
pressure and temperature corrections might lead to overcorrection.

The values of the eigenvectors for these first nine components
are also given in Table 1.

Fig. 4 shows plot of proportion of variance as well as plot of cu-
mulative variance for obtained principal components. Correspond-
ing numerical values are given in Table 2.

Usually, only a first few principal components (containing high
fraction of total variance) are of practical interest. There are vari-
ous different methods and rules for choosing how many PCs to re-
tain in the analysis, none completely free of subjectivity (see for
example a thorough discussion in [35]). A rule based on cumu-
lative percentage of total variation usually recommends to retain
PCs responsible for 70-90% of total variation. When one or two
components are dominant, higher value (95%) is appropriate. In
our case it would mean keeping first 6 PCs. According to Kaisser’s
rule only PCs with the eigenvalue A >1 should be retained. Jol-
liffe [35] suggested 0.7 as correct level, exceeded by six of our PCs.
Another rule proposes to retain components with the eigenvalue
above mean, a condition satisfied by first seven of our PCs. Another
popular model is broken stick, but in application to our problem is
too restrictive, leading to only two relevant PCs. The scree graph
or log-eigenvalue diagram don’t provide clean cut with our set of
PCs.

To test the meaningfulness of potentially relevant PCs, the
time series from PC data are constructed and tested whether
they are distinguishable from white noise. The procedure is often
done when principal component analysis is applied to atmospheric
physics problems [36]. The time series with hourly resolution for
the first three PCs are plotted on Fig. 5.
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Definition of first nine principal components.

Time (days)

Fig. 5. Time series of the first 3 PCs.

Variables Principal components
PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9
p 0.07699 0.04117 0.44694 —0.61285 0.16301 —0.57121 0.14028 —0.08106 0.03443
T(10) —0.0947 —0.11603 0.43488 0.5344 0.43741 —0.11036 —0.04499 —0.15825 0.46469
T(20) —0.16947 —0.21766 0.35754 0.18029 0.20527 0.08546 —0.07719 0.20635 —0.40309
T(30) —0.16476 —0.27825 0.29593 —0.02505 —0.02204 0.14134 0.00634 0.28574 —0.47812
T(50) —0.09124 —0.37682 0.20969 —0.17322 —0.25798 0.12084 0.19349 0.14645 0.18493
T(70) —0.01483 —0.42304 0.04507 —0.08651 —0.3472 0.09965 0.18155 0.01024 0.31886
T(100) 0.02192 —0.43132 —0.02451 0.08228 —0.25692 —0.04937 —0.06464 —0.3103 0.1183
T(150) 0.01487 —0.40127 —0.24673 0.03037 0.012 —0.32566 —0.43658 —0.28393 —0.23316
T(200) —0.04737 —0.33404 038636  —0.13563 0.40141 —0.2069 —0.16852 0.31181 0.07995
T(250) —0.16218 —0.17984 —0.29739 —0.18123 0.43708 0.18013 0.32866 0.13662 0.17389
T(300) —0.22473 —0.03266 —0.07561 —0.14073 0.21179 0.26504 0.23807 —0.27931 —0.06785
T(350) —0.2369 0.01439 0.00488 —0.12991 0.0998 0.1988 0.05306 —0.31612 —0.0771
T(400) —0.23956 0.03362 0.02958 —0.12159 0.04075 0.14932 —0.06959 —0.27189 —0.04852
T(450) —0.24028 0.04271 0.0402 —0.11503 0.00384 0.10744 —0.14772 —0.21165 —0.01823
T(500) —0.24005 0.04935 0.0428 —0.11304 —0.02187 0.07218 —0.19893 —0.14512 0.03068
T(550) —0.23958 0.05695 0.03965 —0.11295 —0.03254 0.0388 —0.23263 —0.06843 0.08056
T(600) —0.23881 0.06549 0.03681 —0.10649 —0.04369 0.01102 —0.24562 0.02401 0.12499
T(650) —0.23854 0.07279 0.0236 —0.09184 —0.06132 —0.01542 —0.21788 0.12597 0.15977
T(700) —0.23835 0.0801 0.00429 —0.06052 —0.07601 —0.04668 —0.16785 0.19559 0.14932
T(750) —0.23842 0.08071 —0.01837 —0.01332 —0.09245 —0.07308 —0.11295 0.22563 0.12401
T(800) —0.23814 0.07557 —0.03907 0.05036 —0.10989 —0.09943 —0.04696 0.19596 0.07735
T(850) —0.23701 0.0675 —0.06202 0.1081 —0.11988 —0.12745 0.04989 0.13672 0.0304
T(900) —0.23535 0.05462 —0.07977 0.14776 —0.11454 —0.16955 0.16551 0.06204 —0.02952
T(925) —0.23414 0.04606 —0.08313 0.15641 —0.10257 —0.19925 0.21877 0.01715 —0.05804
T(975) —0.23108 0.00789 —0.08827 0.13022 —0.05888 —0.28046 0.284 —0.11523 —0.12249
T(1000) —0.22494 —0.01582 —0.10092 0.13401 —0.04977 —0.30749 0.28553 —0.16516 —0.15908
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Table 2
Variance (individual and cumulative) for all 26 PCs.

Principal component  Eigenvalue  Percentage of variance =~ Cumulative variance (%)

1 4.0091 0.618186 0.618186
2 2.08613 0.167383 0.785569
3 1.23367 0.0585361 0.844105
4 1.05205 0.0425699 0.886675
5 0.951245 0.0348026 0.921478
6 0.766726 0.0226103 0.944088
7 0.615122 0.0145529 0.958641
8 0.519837 0.0103935 0.969034
9 0.460327 0.00815004 0.977184
10 0.382006 0.00561263 0.982797
1n 0.32832 0.00414592 0.986943
12 0.294489 0.00333553 0.990278
13 0.247876 0.00236317 0.992642
14 0.239462 0.00220546 0.994847
15 0.206157 0.00163465 0.996482
16 0.184453 0.00130857 0.99779
17 0.144657 8.04834E-4 0.998595
18 0.119676 5.5086E—4 0.999146
19 0.0938189 3.38538E-4 0.999485
20 0.0739496 2.10328E—-4 0.999695
21 0.0586253 1.32189E-4 0.999827
22 0.0414996 6.62391E-5 0.999893
23 0.0338811 441511E-5 0.999937
24 0.0281359 3.04472E-5 0.999968
25 0.0219102 1.84637E-5 0.999986
26 0.0188263 1.36319E-5 1
1.00 4 1.00 4
1.004
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0.50 0504
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Fig. 6. Autocorrelation function of the first 3 PCs. Time lag is given in hours. In the case of PC2, 95% significance level is indicated by dashed red line. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 7. Spectral analysis of time series of the first 3 PCs.



Count vs PC 1

M. Savi¢, A. Dragi¢ and D. Maleti¢ et al./Astroparticle Physics 109 (2019) 1-11

o I ndt 05253 /2319
PO 0.0001707 - 0.0003126 o

| %2/ ndf

oosf-

p1 0.002213 — 7.69e—05

oosf-

NN

006

008

p1

PO -0.0001788 - 0.0003614

0.7023 /2319

0.00102 - 0.0001727

72 I ndf 0.5354/2319
PO 0.001299 - 0.0003196

Count vs PC 3

%2/ ndf
0 -0.0009673 - 0.0003377

NN

0.6046 / 2319

—0.006737 — 0.0003306

| %2/ ndf

NN

p1 0.00823 - 0.0002968

oos -

p1

0.4411/2319

PO -0.0004126 - 0.0002864

1117

002954

%2 I ndf 0.7129/2319

03567
04434

2 I

PO -0.0001242 - 0.0003671
Pl -6.397 005736

p1

PO -0.0001314 - 0.0003638

0.7122/2319

0.001044 - 0.0006979

SNIN

p1

22 Tndt
PO -0.0007132 - 0.0003792
56

0.7047 / 2319

004569 008818

Fig. 8. Muon count dependence on principal components for the first nine principal components (GLL).

%%/ ndf 0.1576 / 2467
PO -0.0005977 - 0.0001613

Count vs PC 2

22 I ndf

NN

p1 0.0006402 - 4.259% 05

p1

PO -0.0008424 - 0.0001681
0.0003571 - 7.942e 05

0.1707 / 2467

Count vs PC 3

22 Indf

o

p1

0.1429/ 2467
0.0009448 - 0.0001534
~0.003325 - 0.0001483

ZTndt
PO

p1

0.166 / 2467
000685 - 0.0001654
001532 - 0.0001622

0.1319/ 2467
0002942 0001482
4968 - 0.0001813

| 2«2/ ndf

004
008

-0.08

PO -0.0007759 - 0.0001681

p1__ -0.0001926 - 0.0003202

0.172/2467

7T ndt
PO ~0.0008779 - 0.000167

P

0.1685/ 2467

0.002568 — 0.0003574

Fig. 9. Muon count dependence on principal components for the first nine principal components (UL).




8 M. Savi¢, A. Dragi¢ and D. Maletic et al./Astroparticle Physics 109 (2019) 1-11

The subsequent temperature and pressure measurements are
highly correlated, as evident from autocorrelation function plot for
selected PCs (Fig. 6).

The spectral analysis of the PC time series reveals, for PCs with
the strong pressure component, semi-diurnal periodicity in addi-
tion to diurnal (Fig. 7).

Since our purpose is the regression of muon data with princi-
pal components, selecting the components with significantly high
variance is not the main issue. It is more important to identify PCs
with high correlation with CR data. Components with relatively
low variance, can have high predictive power.

2.4. Correlation of principal components with CR muon count rate
and correction of muon data

Scatter plot of muon count rate vs. PCs, together with the
linear fit for the first nine principal components are shown on
Fig. 8 (GLL) and Fig. 9 (UL). In the analysis hourly summed muon
counts and principal component values for the respective hour
were used. To minimize the effect of geomagnetic disturbances,
only data for International Quiet Days were taken into account. The
International Quiet Days are the days with minimum geomagnetic
activity for each month. The selection of quiet days is deduced
from K, index. In our analysis 5 quietest days for each month
are considered. The values of correlation coefficients are listed in
Table 3.

Principal components PC1, PC3, PC4, PC5 and PC6 have been
identified as ones with significant contribution to the muon flux
variation. Interestingly enough, the PC2, responsible for 16.7% vari-
ance of the meteorological data has very little effect on muon flux,
at neither ground nor underground level. Ground level muon flux
variation is more affected by the first principal component, de-
pending chiefly on the temperature in the troposphere. The find-
ing agrees with usual negative temperature effect. The other PCs
are difficult to compare with traditional correction parameters.
Yet, the effect of PC3, that is composed more from upper atmo-
sphere temperatures and hence could be loosely associated with
positive temperature effect, is more pronounced for the under-
ground muon flux. Fourth and fifth principal components with
strong pressure contribution affect more ground level muon flux.
On the other hand, PC6, also the one with high pressure com-
ponent, has more pronounced influence on underground muon
flux.

Gradients obtained from the fits for the significant principal
components 1, 3, 4, 5 and 6 were then used to calculate the PCA
corrected muon count according to the formula:

N =Ny— <Ny > Y kPG, i=1,3,4.56 (5)

1

where N,(for” corr is the corrected muon count, N, is the raw
muon count, <N, > is the mean count for the whole pe-
riod, k; are the gradients and PC; are the corresponding prin-
cipal components. Resulting corrected muon count time se-
ries are plotted on Figs. 10 (GLL) and 11 (UL) along with
raw and pressure only corrected time series. Pressure cor-
rected time series are produced for reference. Barometric co-
efficient was determined by applying linear regression to the
same data set used for PCA. Data was previously corrected for
temperature effect using integral method, as in Ref. [37]. Pres-
sure corrected and PCA corrected time series are fitted with
sine function with annual period in order to illustrate how
PCA correction affects yearly variation induced by temperature
effect.

PCA based atmospheric corrections remove 64.5% of total vari-
ance in GLL time series and 38.1% in UL time series. Pressure cor-
rected CR time series exhibit annual variation, a consequence of

Table 3

Correlation coefficients between principal components and muon count rate in the ground level laboratory (GLL) and underground laboratory (UL).
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Fig. 10. Raw (upper panel), pressure corrected (middle panel), pressure+temperature corrected with PCA method (3rd panel from the top) and pressure+temperature
corrected with integral method (lower panel) normalized muon count rate for GLL. The sine function with one year period is fitted to the data.

the temperature effect. The performance of the temperature cor-
rection may be tested by comparing the amplitude of the annual
variation before and after correction. With presented method the
amplitude of the annual variation is reduced by 86% (54.9%) in the
case of GLL (UL) with respect to the pressure only corrected time
series.

To further test the new method, the atmospheric correction of
GLL data are performed by the integral method. The correction re-
sulted in 56.25% of variance reduction and 68.1% of reduction of
the amplitude of the annual wave. At least in the case of our CR
data set the new method performs somewhat better than the in-
tegral method.

3. Conclusion

The principal component analysis is successfully used to con-
struct a new empirical method for the atmospheric corrections
of CR muon data. The method is equally applicable to all muon
detectors, irrespective to location: ground level, shallow or deep
underground. It requires knowledge of the atmospheric pressure
and temperatures along the entire atmosphere, which is nowadays
available in databases such as GFS. The method is suitable for the
near real-time correction, with the delay defined by the availabil-
ity of the atmospheric data (one day in the case of present GFS
data). When applied to Belgrade muon data from two detectors
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Fig. 11. Raw (upper panel), pressure corrected (middle panel), pressure+temperature corrected with PCA method (3rd panel from the top) and pressure+temperature cor-
rected with integral method (lower panel) normalized muon count rate for UL. The sine function with one year period is fitted to the data.

(ground level and at 25 mwe), the method requires correction to
five parameters, determined from linear regression. With the same
CR dataset, the present method yields results superior to the in-
tegral method in terms of variance reduction and reduction of the
annual variation. The new method is also suitable for temperature
corrections of the neutron monitor data, which is seldom done in

practice.
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1. Introduction

Galactic cosmic rays (GCR) arriving at Earth after propagating
through the heliosphere interact with nuclei in the atmosphere. These
interactions of primary CRs lead to production of a cascade (shower)
of secondary particles: hadrons, electrons, photons, muons, neutrinos.
Ground based CR detectors are designed to detect some species of
secondary cosmic radiation. Widely in use are neutron monitors [1,2],
muon telescopes [3,4], various types of air shower arrays [5], y-ray air
Cherenkov detectors [6], air fluorescence detectors [7] etc.

The flux and energy spectra of GCR are modulated by the solar
magnetic field, convected by the solar wind. Particularly affected are
GCR at the low energy side of the spectrum (up to ~100 GeV). Therefore,
secondary CRs generated in the atmosphere can be used for studying
solar and heliospheric processes. Among the best known effects of the
solar modulation are CR flux variations with 11 year period of the solar
cycle, 22 year magnetic cycle, diurnal variation and Forbush decrease.
The so called corotation with the solar magnetic field results in the flux
variation with the 27-day period of solar rotation.

Modulation effects have been studied extensively by neutron mon-
itors (NM) [8,9], sensitive up to several tens of GeV, depending on
their geomagnetic location and atmospheric depth. Muon detectors at
ground level are sensitive to primary particles of higher energies than
NMs. Underground muon detectors correspond to even higher energy
primaries. For this reason muon observations complement NM observa-
tions in studies of long-term CR variations, CR anisotropy and gradients
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or rigidity spectrum of Forbush decreases. However, muon observations
suffer from difficulties to disentangle variations of atmospheric origin.
While the effect of atmospheric pressure is similar to NMs and easy
to account for, the temperature effect is more complicated. The entire
temperature profile of the atmosphere is contributing, with different
net temperature effect on muon flux at different atmospheric layers, as
a result of interplay of positive and negative temperature effects. The
positive temperature effect is a consequence of reduced atmospheric
density with the temperature increase, resulting in less pion interactions
and more decays into muons [10]. The negative temperature effect
comes from the increased altitude of muon production at the periods
of high temperature, with the longer muon path length and the higher
decay probability before reaching the ground level [11]. Both effects
are accounted for by the integral method of Dorman [12]. The negative
temperature effect is dominant for low energy muons (detected at
ground level) and the positive for high energy muons (detected deep
underground). At shallow depth of several tens of meters of water equiv-
alent both temperature effects contribute to the overall temperature
effect. Several detector systems with different sensitivity to primaries at
the same location have the advantage of sharing common atmospheric
and geomagnetic conditions.

Belgrade CR station is equipped with muon detectors at ground
level and at the depth of 25 m.w.e. Underground laboratory is reached
only by muons exceeding energy threshold of 12 GeV. The existing
detectors are recently amended by additional setup in an attempt to fully
exploit laboratory’s possibilities to study solar modulation at different
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median rigidities. In the present paper the detector systems at the
Belgrade CR station are described. Response functions of muon detectors
to galactic cosmic rays are calculated. The detector system represents
useful extension of modulation studies with neutron monitors to higher
energies, as it is demonstrated in the case of a recent Forbush event.

2. Description of Belgrade CR station

The Belgrade cosmic-ray station, situated at the Low Background
Laboratory for Nuclear Physics at Institute of Physics, is located at near-
sea level at the altitude of 78 m a.s.l. Its geographic position is: latitude
44°51'N and longitude 20°23'E, with vertical cut-off rigidity 5.3 GV. It
consists of the ground level lab (GLL) and the underground lab (UL)
which has useful area of 45 m2, dug at a depth of 12 m. The soil
overburden consists of loess with an average density 2.0 + 0.1 g/cm?3.
Together with the 30 cm layer of reinforced concrete the laboratory
depth is equivalent to 25 m.w.e. At this depth, practically only the
muonic component of the atmospheric shower is present [13].

2.1. Old setup

The experimental setup [14] consists of two identical sets of detec-
tors and read out electronics, one situated in the GLL and the other in the
UL. Each setup utilizes a plastic scintillation detector with dimensions
100 cm x 100 cm X 5 cm equipped with 4 PMTs optically attached
to beveled corners of a detector. Preamplifier output of two diagonally
opposing PMTs are summed and fed to a digitizer input (CAEN FADC,
type N1728B). FADC operates at 100 MHz frequency with 14 bit
resolution. The events generating enough scintillation light to produce
simultaneous signals in both inputs exceeding the given threshold are
identified as muon events. The simulated total energy deposit spectrum
is presented on the left panel of Fig. 1. After the appropriate threshold
conditions are imposed on the signals from two diagonals, the spectrum
is reduced to the one represented on the right panel of the same figure.
Contribution from different CR components are indicated on both graphs
and experimentally recorded spectrum is plotted as well.

Particle identification is verified by a two-step Monte Carlo simula-
tion. In the first step development of CR showers in the atmosphere
is traced, starting from the primary particles at the top of the at-
mosphere by CORSIKA simulation package. CORSIKA output contains
information on generated particles (muons, electrons, photons, etc.) and
their momenta at given observation level. More details on CORSIKA
simulation will be given in Section 3. This output serves as an input
for the second step in simulation, based on GEANT4. In the later step
energy deposit by CR particles in the plastic scintillator detector are
determined, together with the light collection at PMTs. Contributions
from different CR components to recorded spectrum are also shown in
Fig. 1.

According to the simulation, 87.5% of events in the coincident
spectrum originate from muons. To account for the contribution from
other particles to the experimental spectrum not all the events in the
spectrum are counted when muon time series are constructed. Muon
events are defined by setting the threshold corresponding to muon
fraction of recorded spectrum. Threshold is set in terms of “constant
fraction” of the spectrum maximum, which also reduces count rate
fluctuations due to inevitable shifts of the spectrum during long-term
measurements.

2.2. Upgrade of the detector system

Existing detectors enable monitoring of CR variations at two differ-
ent median energies. An update is contemplated that would provide
more differentiated response. Two ideas are considered. First one was to
extend the sensitivity to higher energies with detection of multi-muon
events underground. An array of horizontally oriented muon detectors
ought to be placed in the UL. Simultaneous triggering of more than
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one detector is an indication of a multi-muon event. The idea was
exploited in the EMMA underground array [15], located at the deeper
underground laboratory in Pyhasalmi mine, Finland, with the intention
to reach energies in the so called knee region. For a shallow underground
laboratory, exceeding the energy region of solar modulation would
open the possibility to study CR flux variations originating outside the
heliosphere. Second idea is an asymmetric muon telescope separating
muons with respect to zenith angle. Later idea is much less expensive to
be put into practice.

Both ideas will be explained in detail and response function to GCR
for existing and contemplated detectors calculated in the next section.

3. Calculation of response functions

Nature of variations of primary cosmic radiation can be deduced
from the record of ground based cosmic ray detectors provided relation
between the spectra of primary and secondary particles at surface level
are known with sufficient accuracy. Relation can be expressed in terms
of rigidity or kinetic energy.

Total detector count rate can be expressed as:

[s<]
Y.(E,h)- J,(E,dE

Ein

N(Ey hty= Y 1)
1
where E is primary particle energy, i is type of primary particle (we
take into account protons and « particles), J;(E,t) is energy spectrum
of primary particles, » is atmospheric depth and Y;(E,h) is the so
called yield function. E,, is the threshold energy of primary particles.
It depends on location (geomagnetic latitude and atmospheric altitude)
and detector construction details. At a given location on Earth, only
particles with rigidity above vertical rigidity cut-off contribute to the
count rate. Also, detector construction often prevents detection of low
energy particles. For instance, muon detectors are sometimes covered
with a layer of lead. In present configuration our detectors are lead free.
Historically, yield functions were calculated empirically, often ex-
ploiting the latitude variations of neutron and muonic CR compo-
nent [16-18]. With the advancement of computing power and modern
transport simulation codes it became possible to calculate yield func-
tions from the interaction processes in the atmosphere [19,20]. The yield
function for muons is calculated as:

[oe)
Y(E. h) = / / 5,0,4) @, (E, h, E,0,)d Ed2 @
Eip
where S(6, ¢) is the effective detector area and integration is performed
over upper hemisphere. @, (E;.h,E.0,¢) is the differential muon flux
per primary particle of the type i with the energy E;.

Total differential response function:

W (E, h,1)= ) Y,(E, h)- J(E.1) 3)
1

when normalized to the total count rate gives the fraction of count

rate originating from the primary particles with the energy in the

infinitesimal interval around E. Integration of differential response

function gives the cumulative response function.

The response functions of our CR detectors are calculated using
Monte Carlo simulation of CR transport through the atmosphere with
CORSIKA simulation package. Simulation was performed with protons
and a-particles as primary particles. They make ~94% (79% + 14.7%)
of all primaries [21]. Implemented hadron interaction models were
FLUKA for energies below 80 GeV, and QGSJET II-04 for higher
energies. If the old version of QGSJET is used, a small discontinuity
in response function is noticed at the boundary energy between two
models. Geomagnetic field corresponds to the location of Belgrade
B, = 22.61 pT, B, = 42.27 uT. Power law form of differential energy
spectrum of galactic cosmic rays J,(E) ~ E27 is assumed. Energy
range of primary particles is between 1 GeV and 2 - 107 GeV. Interval
of zenith angles is 0° < 6 < 70°. Low energy thresholds for secondary
particles are: 150 MeV for hadrons and muons and 15 MeV for electrons
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Fig. 1. Left — AE spectrum in the plastic scintillator detector, derived from GEANT simulation; right — the same, but for the events exceeding threshold on both diagonals. Contribution
of different CR components to the total energy deposit in the detector: muons-gray line, photons-blue line, electrons-green line and sum of all contributions — red line. The black curve
on the right panel is the experimental spectrum. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 2. Left: normalized total response function of ground level muon detector to galactic cosmic rays; right: same as left, fitted with Dorman function (red line). (For interpretation of

the references to color in this figure legend, the reader is referred to the web version of this article.)

0.008 5 composition used in our work is taken from a geochemical study of
neighboring loess sections of Batajnica and Stari Slankamen [22]. Most
" ‘ abundant constituents are quartz (SiO,) 70%, alumina (Al,03) 15% and
0.006 N quicklime (CaO) 10%, while others include Fe, 05, MgO, TiO,, K,O,....
”“ | Inaccuracy of our knowledge of the soil chemical composition should
" H not strongly affect our results since, at relevant energies, dominant
energy loss mechanism for muons is ionization which, according to
Hu Bethe-Bloch formula depends mostly on (Z)/(A). Soil density profile
| is probed during laboratory construction. It varies slowly with depth
and average density is found to be (2.0 +0.1) g/cm?.

In the simulation, the effective area and angular acceptance of
J different modes of asymmetric muon telescope (single, coincident and

uNrL il v“,‘l“h“wwnd« anticoincident) are taken into account.
e According to Dorman [12], response function can be parametrized

as:
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Fig. 3. Response function for multi-muon events in UL to galactic cosmic rays. W(E)=qa k-exp(-ab ) otherwise: (C))
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th
) ) with the high energy asymptotics: W (E) = a - k - E-*+D,
and photons. Selected atmospheric model is AT511 (Central European
atmosphere for May 11 1993). Observational level is at 78m a.s.l.

For calculation of response functions for underground detectors, sim-
ulation of particle propagation through the soil overburden is performed
using the code based on GEANT4 package. For precise calculation of
energy loss, chemical composition of the soil needs to be known. The

3.1. Ground level

Calculated response function for ground level muon detector is
presented on Fig. 2, together with fitted Dorman function (4).
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in single mode (red), coincident mode (green) and anticoincident mode (blue), normalized to number of counts in each mode. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)

0.012
0.008
0.004
0.000 ; ; : ;
0 200 400 600 800
E _ (GeV)
prim

1
1000

0.012 4
0.008
0.004
e
CVepan .
T e s e
M""-*#cv'*:.'e,g
0.000 T T T |
0 100 200 300 400
E _ (GeV)
prim

Fig. 5. Response function of single mode of ASYMUT in the UL to galactic cosmic rays. On the right panel the energy interval of interest is enlarged and Dorman function fit is plotted
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3.2. Underground

3.2.1. Multi-muon events

Count rate of multi-muon events underground turned out to be too
low for the above mentioned array detector experiment to be feasible
in our laboratory. To collect enough events for construction of the
response function (Fig. 3), allowed muon separation is 200 m, fairly
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exceeding laboratory dimensions. Under these conditions calculated
median energy is 270 GeV.

3.2.2. ASYmmetric MUon Telescope (ASYMUT)

Asymmetric muon telescope is an inexpensive detector, constructed
from components already available in the laboratory. It consists of two
plastic scintillators of unequal dimensions. The lower is identical to the
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and blue curve — ANTI CC mode of asymmetric muon telescope. The 0.5 level corresponds to median energy. Cumulative response function with enlarged region around this level is
shown in the right picture. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

one located in the GLL (100 X100 x5 cm) and upper one is 50 x46 X5 cm.
Detectors are separated vertically by 78 cm, as depicted in Fig. 4, to
have roughly the same count rate in the coincident and anticoincident
mode. Lower detector in single mode operates in the same manner as the
one in the GLL, with wide angular acceptance. The coincident mode is
composed of the events registered in both upper and lower detector. In
the anticoincident mode, muons passing through the upper but not the
lower detector are counted. Therefore, the later mode favors inclined
muon paths. Different angular distribution means different path length
of muons registered in three modes of ASYMUT (right part of Fig. 4) and
also different energy distribution of parental primary particles.

The response functions to GCR of three modes of ASYMUT are shown
on Figs. 5-7 and respective cumulative response functions are shown on
Fig. 8.

Important parameters describing shapes of response functions are
summarized in Table 1. The most often used characteristics of a detector
system is its median energy E,,,. Primary particles with the energy be-
low E

med
val ((Ey o5, Eg.95) is responsible for 90% of registered events. Fitted value

give 50% contribution to detector count rate. The energy inter-

of the parameter k from Dorman function (Eq. (4)) is also presented. The
parameters E, s and E,,, are determined with 1 GeV accuracy, while
the uncertainty of E o5 is much higher due to small number of very high
energy events and is conservatively estimated as 10%.
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Table 1

Sensitivity of Belgrade CR detectors (GLL — ground level; UL — underground based ASY-
MUT single mode; CC — ASYMUT coincident mode; ANTI — ASYMUT anticoincident
mode) to GCR primary particles. Primaries with the energy below E s (and above E; o5)
contribute with 5% to the count rate of a corresponding detector. E,,, is median energy,
E,, threshold energy and k is Dorman parameter.

med

det E,, (GeV) Ej s (GeV) E,.; (GeV) Ejos (GeV) k

GLL 5 11 59 915 0.894(1)
UL 12 31 137 1811 0.971(4)
CcC 12 27 121 1585 1.015(3)
ANTI 14 35 157 2031 0.992(4)

3.3. Conclusions

Usefulness of our setup for solar modulation studies is tested on the
example of investigation of a Forbush decrease of 8 March 2012. In the
first half of March 2012 several M and X class solar flares erupted from
the active region 1429 on the Sun. The strongest were two X class flares
that bursted on March 7. The first one is the X5.4 class flare (peaked
at 00:24 UT) and the second one is the X1.3 class flare (peaked at
01:14 UT). The two flares were accompanied by two fast CMEs, one
of which was Earth-directed [23]. Several magnetic storms were also
registered on Earth, and a series of Forbush decreases is registered. The
most pronounced one was registered on March 8. Characteristics of this
event as recorded by various neutron monitors and our detectors are
compared.
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Fig. 9. Rigidity spectrum of FD from 12 March 2012. Black points represent the amplitude
of the event as seen by twelve NMs: 1 — Athens, 2 — Mexico City; 3 — Almaty, 4 —
Lomnicky stit; 5 — Moscow; 6 — Kiel; 7 — Yakutsk; 8 — Apatity; 9 — Inuvik; 10 —
McMurdo; 11 — Thul; 12 — South Pole. Blue points are from Belgrade CR station: GLL —
ground level and UL — underground. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Amplitude of a Forbush decrease is one of its main characteristics.
Dependence of FD amplitude on median rigidity (or energy) is expected
to follow the power law: AN /N ~ R [12].

For investigation of rigidity spectrum of mentioned FD data from
12 NMs are combined with the data from our two detectors (GLL and
UL) that were operational at the time of the event. Neutron monitor
data in the period between 1 March 2012 and 1 April 2012 are taken
from the NMDB database (www.nmdb.eu) [24]. The exponent of the
rigidity spectrum of this FD y is obtained by the least-square fitting of
the data with the power function (Fig. 9) and found to be y = 0.92+0.18.
Presented analysis illustrates applicability of our setup for studies of
consequences of CR solar modulation process in the energy region
exceeding sensitivity of neutron monitors.
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Abstract

Applicability of our present setup for solar modulation studies in a shallow underground laboratory is tested on four prominent
examples of Forbush decrease during solar cycle 24. Forbush decreases are of interest in space weather application and study of
energy-dependent solar modulation, and they have been studied extensively. The characteristics of these events, as recorded by various
neutron monitors and our detectors, were compared, and rigidity spectrum was found. Linear regression was performed to find power
indices that correspond to each event. As expected, a steeper spectrum during more intense extreme solar events with strong X-flares
shows a greater modulation of galactic cosmic rays. Presented comparative analysis illustrates the applicability of our setup for studies
of solar modulation in the energy region exceeding the sensitivity of neutron monitors.
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1. Introduction

Galactic cosmic rays (GCRs) traverse the heliosphere;
this leads to variation in the cosmic ray (CR) flux due to
solar activity. The influence of solar and heliospheric mod-
ulation is pronounced for primary CR particles with low
rigidity or momentum over unit charge. CRs interact, upon
arrival, with Earth’s atmosphere causing electromagnetic
and hadronic showers. A network of ground-based CR
detectors, neutron monitors (NMs), and muon detectors,
located at various locations around the globe, as well as
airborne balloons and satellites, provide valuable data to
study the effect of these modulations on the integrated
CR flux with time. Energies of the primary particles in
NDMs are sensitive to the state of solar activity and reach
up to 40 GeV. Muon detectors have a significant response
from 10 GeV up to several hundred GeV for surface, and
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one order of magnitude greater for underground detectors,
depending on the depth (Duldig, 2000). This energy inter-
val allows muon detectors to monitor not only modulation
effects on lower-energy CRs but also galactic effects on pri-
mary CRs with high energies where solar modulation is
negligible. Because of the sensitivity to different energies
of the primary particle flux, observations of muon detec-
tors complement those of NMs in studies of long-term
CR variations, CR anisotropy, and gradients or rigidity
spectrum of Forbush decreases (FDs).

FDs (Forbush, 1954) represent decreases of the
observed GCR intensity under the influence of coronal
mass ejections (CMEs) and interplanetary counterparts of
coronal mass ejections (ICMEs) and/or high-speed streams
of solar wind (HSS) from the coronal holes (Belov, 2008).
FDs belong to two types depending on the drivers: non-
recurrent and recurrent decreases. This work addresses sev-
eral non-recurrent FDs.

These sporadic FDs are caused by ICMEs. As the mat-
ter with its magnetic field moves through the solar system,
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it suppresses the CR intensity. FDs of this kind have an
asymmetric profile, and the intensity of GCRs has a sudden
onset and recovers gradually. Sometimes an early phase of
FD prior to the dip (precursor of FD) shows an increase in
CR intensity. These precursors of FDs are caused by GCR
acceleration at the front of the advancing disturbance on
the outer boundary of the ICME, as the primary CR par-
ticles are being reflected from the approaching shock
(Papailiou et al., 2013). The FD profile depends on the
area, velocity, and intensity of CME magnetic field pro-
duced in extreme events that originate at the Sun
(Chauhan et al., 2008).

Data from observed modulation of GCR intensity con-
tain information regarding the transport of GCRs through
the interplanetary environment. GCR transport parame-
ters are connected with the interplanetary magnetic field
(IMF) in the heliosphere. It is empirically established that
the radial diffusion coefficient is proportional to the rigidity
of CR (Ahluwalia, 2005). In this article, we present an
analysis of the amplitude of FD during four events, which
were recorded by plastic scintillator muon detectors,
located at the Belgrade muon station, as well as by a net-
work of NMs.

2. Belgrade CR station

The Low-Background Laboratory for Nuclear Physics
(LBLNP) is a part of the Institute of Physics, University
of Belgrade. It is composed of two separate laboratory
facilities, ground-level laboratory (GLL) and underground
laboratory (UL), dug into a cliff. The overburden of the
UL is approximately 12 m of loess soil, which is equivalent
to 25 m of water (m.w.e). Laboratory is dedicated to mea-
surements of low radiation activities and studies of muon
and electromagnetic components of CRs at ground and
shallow underground levels. The geographic position of
the laboratory is at 75 m a.s.l., at 44°51’N latitude and
20°23'E longitude; geomagnetic vertical rigidity cutoff is
5.3 GV at the surface. The equipment was upgraded in
2008, and now, it consists of two identical sets of detectors
and accompanying data processing electronics: one is situ-
ated in GLL and the other in UL. Detectors are a pair of
plastic scintillator detectors, with dimensions of
100 cm x 100 cm x 5 cm and four PMTs that are directly
coupled to the corners. Signals from two opposite PMTs
on a single detector are summed, and the coincidence of
the two diagonals is found. Fig. 1 presents the coincident
sum spectra of two diagonals of large scintillator detectors.

Summing over diagonals suppresses the acquisition of
electromagnetic component of the secondary CR shower
and collects mainly the muon component of secondary
CRs. A well-defined peak in the energy spectra corresponds
to a muon energy loss of ~11 MeV. The average muon flux
measured in the laboratory is 137(6) muons/m?s for GLL
and 45(2) muons/m?s for UL. For more detailed descrip-
tion, see Dragic et al. (2011). Integral of this distribution,
without low energy part, is used to form time series of this
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Fig. 1. The coincident spectra of two diagonals of large plastic detectors
in UL and GLL normalized for comparison.

CR muons spectrum integrated over different time inter-
vals. This time series is then corrected for efficiency, atmo-
spheric pressure, and temperature (Savic et al., 2015).

The CR flux measured at the ground level varies because
of changes in atmospheric conditions. Effects of the atmo-
spheric pressure can be easily accounted for, similar like for
NMs, but the temperature effect is somewhat more difficult
to treat. The difficulties arise from the interplay of positive
and negative temperature effects. With temperature
increase, the atmospheric density decreases; hence, less
pions interact and more muons are created from decay.
The result is a positive effect of more muons at the ground
level. On the other hand, the altitude of muon production
level is high due to the expansion of the atmosphere when
the temperature is high, muon path length is long, and
decay probability of muons is high before they reach the
ground level. Negative effect is dominant for low-energy
muons (mostly detected in GLL) and positive for high-
energy muons. A proper treatment of the temperature
effect requires knowledge of the entire temperature profile
of the atmosphere. This meteorological variation must be
corrected to study CR variations originating outside the
atmosphere.

For ground (and underground)-based CR detectors, the
response function, i.e., the relation between particles of
GCR spectra at the top of the atmosphere and recorded
secondary particles at the surface level, should be accu-
rately known. The total detector count rate can be
expressed as follows (Caballero-Lopez and Moraal, 2012):

N(Ro b =3 [ (SR AR 0)aR

- /m W(R, h, 0)dR ()

where N(Ry,h,t) is the detector counting rate, Ry is the
geomagnetic cutoff rigidity, 4 is the atmospheric depth,
and ¢ represents time. S;(R, ) represents the detector yield
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function for primary particles of type i and j;(R, ) repre-
sents the primary particle rigidity spectrum of type i at time
t. The total response function W(R, h,t) is the sum of
Si(R,h) and j,(R,t). The maximum value of this function
is in the range of 4-7 GV at sea level, depending on the
solar modulation epoch at time t (Clem and Dorman,
2000). One of the methods to find this response function
is to use the numerical simulation of propagation of CRs
through the atmosphere. CORSIKA simulation package
(Heck et al., 1998) was to simulate CR transport through
the atmosphere and GEANT4 (Agostinelli et al., 2003) to
simulate the propagation of secondary CRs through over-
burden and response of the detectors to find the relation-
ship between the count rate at our site and the flux of
primary particles on top of the atmosphere.

The excellent agreement of the simulated and measured
flux (Fig. 2) allows us to establish that the cutoff energy for
primary CR protons for showers detected in GLL is caused
by its geomagnetic rigidity, and the median energy is
~60 GeV. For UL, the cutoff energy due to earth overbur-
den is 12 GeV, and the median energy is ~120 GeV. These
values give us opportunity to study solar modulation at
energies exceeding energies detected with a NM. Observa-
tion of the solar activity and related magnetic disturbances
in the heliosphere that create transient CR intensity varia-
tion at several different energies can provide an energy-
dependent description of these phenomena.

3. Data analysis

The new setup in the LBLNP, presented by Dragic et al.
(2011) coincides with the start of the 24th solar cycle, thus
allowing us to observe the increase and decrease in solar
activity and the effect of solar modulation at energies
higher than ones studied using NMs.
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Fig. 2. Simulated (blue line) and measured spectra (black line) for muon
detectors in UL. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Muon time series was searched for days where the aver-
age muon flux was significantly lower than the background
level. The background level is determined from the moving
averages of hourly count rates 10 days before the event.
These decreases in the count rate, in GLL and UL, are then
compared with space weather events of solar cycle 24. Data
collected in UG and GLL are compared with four NM sta-
tions from the neutron monitor database [http://www.
nmdb.eu/]. Three of these NMs (Athens, Rome, and
Jungfraujoch) have cutoff rigidity and geographic proxim-
ity similar to the Belgrade CR station.

A high correlation is found between the count rates
measured by the NMs in the LBLNP in March 2012
(Table 1), but for GLL and UL, as the cutoff energy of
the primary flux increases, the correlation slightly
decreases.

3.1. Selected Forbush decreases

The Belgrade CR station has detected, both in GLL and
UL, several significant structures connected to some
extreme solar effects. Several, more prominent, Forbush
decreases occurred in March 2012, September 2014, June
2015, and most recently in September 2017.

The FD that occurred on March 8, 2012 was recorded at
the Belgrade CR station as well as at other stations (Fig. 3).
This FD was separated into two following two CMEs.
These CMEs produced an intense disturbance in the inter-
planetary space and caused a severe geomagnetic storm
when the shockwave reached Earth on March 8, 2012.
During this event, a very complex combination of modula-
tion occurs (Lingri et al., 2016). Two CMEs from the same
active region as the September 10 (X1.6) flare produced FD
on September 12, 2014. There was a relatively fast partial
halo CME and a larger and rapidly moving halo CME
trailing behind the first one on September 10. These two
gave rise to the FD that was first detected by NMs on
September 12, 2014. This FD was not a classical two-step
FD as expected, probably due to the interaction of slower
and faster CMEs. The FD profile (Fig. 3) showed a small
second step several hours after the first, similar to the FD
that occurred in February 2011 (Papaioannou et al.,
2013). In June 2015, a large activity occurred in the Sun
from powerful AR 2371 that produced several CMEs from
the Sun. These CMEs induced a complex modulation of
GCRs that led to an FD occurrence on June 22, 2015 with
an unusual structure (Samara et al., 2018).

A sudden burst of activity from the Sun early in Septem-
ber 2017, after a prolonged period of low solar activity,
produced several flares, including the largest solar flare
seen from Earth since 2006, an X9.3 flare. This activity pro-
duced several Earth-directed CMEs. Throughout this time,
Earth experienced a series of geomagnetic storms, which
started promptly after the first CME. This unusual activity
produced an FD, which was recorded with detectors in
terms of ground level enhancement (GLE) on Earth and
Mars (Guo et al., 2018).
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Table 1

Correlation matrix of the linear correlation coefficient (in%) for recorded hourly flux at the Belgrade CR
station with its temperature- and pressure-corrected underground and ground-level detectors (UL_tpc and
GLL tpc), only pressure-corrected detectors (UL_pc, GLL_pc), and raw data detectors (UL _raw and
GLL_raw) and recordings at Rome, Oulu, Jungfraujoch (Jung.) and Athens NMs for March 2012.

GLL_raw
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Fig. 3. Comparison of hourly time series over a one month period for pressure- and temperature-corrected count rates of the Belgrade muon monitor
station (GLL, and UL,) and NMs at Athens (ATHN), Rome (ROME), Jungfraujoch (JUNG), and Oulu (OULU) for extreme solar events in March
2012, September 2014, and June 2015. Count rates are shifted for comparison. For extreme solar event in September 2017, for GLL and UL, the count rate
is pressure-corrected only.

4. FD and median rigidity expected to follow the power law: AN/N ~ R~ (Cane,
2000). To obtain reliable values of amplitudes, we defined

For each event, we study the energy dependence of FD  amplitude as a relative decrease in the hourly count rate
amplitude. The energy dependence of FD amplitude is  of the minimum compared with the average of seven days’
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Table 2
Median and cutoff rigidity for several stations.

Stations Median rigidity R, (GV) Min. rigidity Ry (GV)
Athens 25.1 8.53
Mexico 25.1 8.28
Almaty 15.8 6.69
Lomnicky stit 12.6 3.84
Moscow 15.8 243
Kiel 15.8 2.36
Yakutsk 12.6 1.65
Apatity 12.6 0.65
Inuvik 12.6 0.3
Mc Murdo 12.6 0.3
Thule 12.6 0,3
South Pole 10 0.1
UL 122 12.3
GLL 63 5.3

count rate before FDs (not including possible precursory
increases). Such a long base period was used because of
the higher activity of the Sun prior to registrated FDs
and sensitivity of the muon detectors.

Amplitudes are determined for two of our detectors and
for 12 NMs. To investigate the rigidity spectrum of

m  stations (12+2 stations)
linear fit NM
linear fit NM+Belgrade

March12

3
o
S
<
4
' 10 100
Median rididity (GV)
10 m  stations ( 12+2 stations)
linear fit NM
linear fit NM+Belgrade
June15
9
S
£
<
]

10 100

medianR (GV)

AMPL (%)

1487

Table 3

Power indices of the median rigidity dependence of the dip of the FD.
Power indices are obtained for NMs only, NMs and the Belgrade muon
station, and Belgrade station only.

Y NM only NM + Belgrade Belgrade station only
March 2012 0.82 4+ 0.08 0.78 +0.03 0.715
Sept. 2014 0.794+0.16  0.67 +0.06 0.744
June 2015 0.57 +£0.05 0.58 +0.02 0.764
Sept. 2017 1.274+0.16  0.86+0.07 0.739

mentioned FDs, the median rigidity R,, is defined. R, is
the rigidity of the response of the detector to GCR
spectrum where 50% of the detector counting rate lies
below R, (Ahluwalia and Fikani, 2007). For this study,
we used a list of Ry, for 12 NM stations given by
Minamino et al. (2014). For an NM, the median rigidity
can be computed from the detector response function
derived from surveys for particulate station, usually
around the minima of solar activity; this is because the
intensity of lowest rigidity GCRs is maximum at that time.

For the Belgrade muon station, R, was found using the
response function acquired by the Monte Carlo method of

: L m  stations ( 12+2 stations)

7 - linear fit NM

o linear fit NM+Belgrade
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5 - B
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Fig. 4. Rigidity spectrum of FD from March 8, 2012, September 12, 2014, June 22, 2015, and September 8, 2017. Points represent the amplitude of the

event as seen by NMs and the Belgrade CR station.
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CR transport. Approximate values of R, for the detectors
used in this study are provided in Table 2.

For every selected event, a scatter plot is drawn (Fig. 4).
All plots show, plotted in log-log scale, a clear median
rigidity dependence of the amplitude of FD decrease.

Linear regression was performed to find power indices
corresponding to each event. Power indices are given in
Table 3.

Higher power indices can be due to more complex vari-
ations in GCRs. This more complex variation is a result of
a series of CMEs during this event that leads to large com-
pound ICME structure with multiple shocks and transient
flow (Zhao and Zhang, 2016). Results obtained from the
power law are generally consistent with those obtained in
previous studies (Ahluwalia and Fikani, 2007, Lingri
et al., 2016, Klyueva et al., 2017) conducted for NMs only.

A more significant difference observed for indices during
the 2017 event was because we used only pressure-corrected
data for the muon flux recorded at the Belgrade station.
For all other events and data, we performed both pressure
and temperature correction. Without temperature correc-
tions, variation in the count rate in muon detectors is
higher and it can affect the results.

We expect that when the newly improved, internally
developed technique for temperature correction of the
CR flux is implemented, the amplitude of the FD measured
at the Belgrade muon station will be more consistent with
other events and measurements. More data points on the
graphs are needed to understand indices better, particularly
in an energy region between NM and our laboratory. Sim-
ilar work (Braun et al., 2009) discussed the extension up to
15 and 33 GeV, but there are no data available for FDs
during cycle 24 and cannot be incorporated into this work.
As for other operating muon telescopes, there is an agree-
ment between the data obtained at our stations data and
the URAGAN data for FD in June 2015 (Barbashina
et al., 2016), but we have no data on other FDs and/or
median energies of other stations. Our new experimental
setup described elsewhere (Veselinovic et al. 2017) will pro-
vide two additional median energies (121 and 157 GeV) to
monitor variations in the CR flux.

5. Conclusion

The Belgrade CR station, with both ground level and
underground setups, monitors the effect of solar modula-
tion on the CR flux since 2008. Extreme solar events, like
Forbush decreases, were detected during solar cycle 24 at
the site, suggesting that these phenomena can be studied
at energies higher than typical ones detected with NMs.
GLL and UL data, as well as data from several NM sta-
tions, were used to analyze four intense FDs. The magni-
tude of FDs is energy (rigidity) dependent and follows
the power law. Data used to find the rigidity dependence
of these transient solar modulation of GCR were obtained
over much higher range of rigidities than region NMs are

sensitive in, thus allowing more extensive studies of CR
solar modulation processes.
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Muon beams of low emittance provide the basis for the intense, well-characterized neutrino beams
necessary to elucidate the physics of flavor at a neutrino factory and to provide lepton-antilepton collisions
at energies of up to several TeV at a muon collider. The international Muon Ionization Cooling Experiment
(MICE) aims to demonstrate ionization cooling, the technique by which it is proposed to reduce the phase-
space volume occupied by the muon beam at such facilities. In an ionization-cooling channel, the muon
beam passes through a material in which it loses energy. The energy lost is then replaced using rf cavities.
The combined effect of energy loss and reacceleration is to reduce the transverse emittance of the beam
(transverse cooling). A major revision of the scope of the project was carried out over the summer of 2014.
The revised experiment can deliver a demonstration of ionization cooling. The design of the cooling
demonstration experiment will be described together with its predicted cooling performance.

DOI: 10.1103/PhysRevAccelBeams.20.063501

I. INTRODUCTION

Stored muon beams have been proposed as the source of
neutrinos at a neutrino factory [1,2] and as the means to
deliver multi-TeV lepton-antilepton collisions at a muon
collider [3,4]. In such facilities the muon beam is produced
from the decay of pions generated by a high-power proton
beam striking a target. The tertiary muon beam occupies a
large volume in phase space. To optimize the muon yield
while maintaining a suitably small aperture in the muon-
acceleration system requires that the muon beam be
“cooled” (i.e., its phase-space volume reduced) prior to
acceleration. A muon is short-lived, decaying with a lifetime
of 2.2 us in its rest frame. Therefore, beam manipulation at
low energy (<1 GeV) must be carried out rapidly. Four
cooling techniques are in use at particle accelerators:
synchrotron-radiation cooling [5]; laser cooling [6-8];
stochastic cooling [9]; and electron cooling [10].
Synchrotron-radiation cooling is observed only in electron
or positron beams, owing to the relatively low mass of
the electron. Laser cooling is limited to certain ions and
atomic beams. Stochastic cooling times are dependent on the
bandwidth of the stochastic-cooling system relative to the
frequency spread of the particle beam. The electron-cooling
time is limited by the available electron density and the
electron-beam energy and emittance. Typical cooling times
are between seconds and hours, long compared with the
muon lifetime. Ionization cooling proceeds by passing a
muon beam through a material, the absorber, in which it
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loses energy through ionization, and subsequently restoring
the lost energy in accelerating cavities. Transverse and
longitudinal momentum are lost in equal proportions in
the absorber, while the cavities restore only the momentum
component parallel to the beam axis. The net effect of the
energy-loss/reacceleration process is to decrease the ratio
of transverse to longitudinal momentum, thereby decreas-
ing the transverse emittance of the beam. In an ionization-
cooling channel the cooling time is short enough to allow
the muon beam to be cooled efficiently with modest decay
losses. Ionization cooling is therefore the technique by
which it is proposed to cool muon beams [11-13]. This
technique has never been demonstrated experimentally
and such a demonstration is essential for the development
of future high-brightness muon accelerators.

The international Muon Ionization Cooling Experiment
(MICE) collaboration proposes a two-part process to per-
form a full demonstration of transverse ionization cooling.
First, the “Step IV” configuration [14] will be used to study
the material and beam properties that determine the perfor-
mance of an ionization-cooling lattice. Second, a study of
transverse-emittance reduction in a cooling cell that includes
accelerating cavities will be performed.

The cooling performance of an ionization-cooling cell
depends on the emittance and momentum of the initial
beam, on the properties of the absorber material and on the
transverse betatron function () at the absorber. These
factors will be studied using the Step IV configuration.
Once this has been done, “sustainable” ionization cooling
must be demonstrated. This requires restoring energy lost
by the muons as they pass through the absorber using rf
cavities. The experimental configuration with which the
MICE collaboration originally proposed to study ionization
cooling was presented in [15]. This configuration was
revised to accelerate the timetable on which a demonstra-
tion of ionization cooling could be delivered and to reduce

063501-2



LATTICE DESIGN AND EXPECTED PERFORMANCE ...

PHYS. REV. ACCEL. BEAMS 20, 063501 (2017)

cost. This paper describes the revised lattice proposed by
the MICE collaboration for the demonstration of ionization
cooling and presents its performance.

II. COOLING IN NEUTRINO FACTORIES
AND MUON COLLIDERS

At production, muons occupy a large volume of phase
space. The emittance of the initial muon beam must be
reduced before the beam is accelerated. A neutrino factory
[16] requires the transverse emittance to be reduced from
15-20 mm to 2-5 mm. A muon collider [17] requires the
muon beam to be cooled in all six phase-space dimensions;
to achieve the desired luminosity requires an emittance of
~0.025 mm in the transverse plane and ~70 mm in the
longitudinal direction [18,19].

Tonization cooling is achieved by passing a muon beam
through a material with low atomic number (Z), in which it
loses energy by ionization, and subsequently accelerating
the beam. The rate of change of the normalized transverse
emittance, €, is given approximately by [12,20,21]:

de, & /dE
dz — ﬁzEﬂ <dz> *
where z is the longitudinal coordinate, fc is the muon
velocity, E, the energy, (%} the mean rate of energy loss
per unit path-length, m, the mass of the muon, X, the
radiation length of the absorber and f, the transverse
betatron function at the absorber. The first term of this
equation describes “cooling” by ionization energy loss and
the second describes ‘“heating” by multiple Coulomb
scattering. Equation (1) implies that the equilibrium emit-
tance, for which d(f—zl = 0, and the asymptotic value of dd% for
large emittance are functions of muon-beam energy.
In order to have good performance in an ionization-
cooling channel, #, needs to be minimized and X0<‘é—§>

p.(13.6 MeV/c)*
2p°E,m, X,

(1)
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FIG. 1.

Focus-coil
module

maximised. The betatron function at the absorber is
minimized using a suitable magnetic focusing channel
(typically solenoidal) [22,23] and X0<‘é—f> is maximized
using a low-Z absorber such as liquid hydrogen (LH,) or
lithium hydride (LiH) [24].

III. THE MUON IONIZATION
COOLING EXPERIMENT

The muons for MICE come from the decay of pions
produced at an internal target dipping directly into the
circulating proton beam in the ISIS synchrotron at the
Rutherford Appleton Laboratory (RAL) [25,26]. A beam
line of 9 quadrupoles, 2 dipoles and a superconducting
“decay solenoid” collects and transports the momentum-
selected beam into the experiment [27]. The small fraction of
pions that remain in the beam may be rejected during
analysis using the time-of-flight hodoscopes and Cherenkov
counters that are installed in the beam line upstream of the
experiment [28]. A diffuser is installed at the upstream end of
the experiment to vary the initial emittance of the beam.
Tonization cooling depends on momentum through f, E,, and
<fl—f) as shown in Eq. (1). Tt is therefore proposed that the

performance of the cell be measured for momenta in the
range 140 MeV/c to 240 MeV/c [15].

A. The configuration of the
ionization-cooling experiment

The configuration proposed for the demonstration of
ionization cooling is shown in Fig. 1. It contains a cooling
cell sandwiched between two spectrometer-solenoid mod-
ules. The cooling cell is composed of two 201 MHz
cavities, one primary (65 mm) and two secondary
(32.5 mm) LiH absorbers placed between two supercon-
ducting “focus-coil” (FC) modules. Each FC has two
separate windings that can be operated either with the
same or in opposed polarity.

Primary
lithium-hydride 201 MHz
absorber cavity

4th January 2017

Downstream
spectrometer module

Electron
Muon
Ranger

Secondary
lithium-hydride
absorber

Pre-shower
Focus-coil KLOE light (KL)

module ToF 2

Scintillating-fibre
tracker

Layout of the lattice configuration for the cooling demonstration. The red rectangles represent the solenoids. The individual

coils in the spectrometer solenoids are labeled E1, C, E2, M1 and M2. The ovals represent the rf cavities and the blue rectangles the
absorbers. The various detectors (time-of-flight hodoscopes [29,30], Cerenkov counters [31], scintillating-fibre trackers [32], KLOE
Light (KL) calorimeter [27,33], electron muon ranger [34]) used to characterize the beam are also represented. The green-shaded box
indicates the cooling cell.
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The emittance is measured upstream and downstream of
the cooling cell using scintillating-fiber tracking detectors
[32] immersed in the uniform 4 T magnetic field provided
by three superconducting coils (E1, C, E2). The trackers are
used to reconstruct the trajectories of individual muons at
the entrance and exit of the cooling cell. The reconstructed
tracks are combined with information from instrumentation
upstream and downstream of the spectrometer modules to
measure the muon-beam emittance at the upstream and
downstream tracker reference planes. The instrumentation
upstream and downstream of the spectrometer modules
serves to select a pure sample of muons. Time-of-flight
hodoscopes are used to determine the time at which the
muon crosses the rf cavities. The spectrometer-solenoid
magnets also contain two superconducting ‘“matching”
coils (M1, M2) that are used to match the optics between
the uniform field region and the neighboring FC.

The secondary LiH absorbers (SAs) are introduced
between the cavities and the trackers to minimize the
exposure of the trackers to “dark-current” electrons origi-
nating from the rf cavities. Experiments at the MuCool Test
Area (MTA) at Fermilab [35] have observed that the rate of
direct x-ray production from the rf cavities can be managed to
ensure it does not damage the trackers [36]. The SAs are
introduced to minimize the exposure of the trackers to
energetic dark-current electrons that could produce back-
ground hits. The SAs are positioned between the trackers and
the cavities such that they can be removed to study the empty
channel. The SAs increase the net transverse-cooling effect
since the betatron functions at these locations are small.

Retractable lead radiation shutters will be installed on rails
between the spectrometer solenoids and the rf modules to
protect the trackers against dark-current induced radiation
during cavity conditioning. The SAs will be mounted on a
rail system similar to that which will be used for the lead
shutters and will be located between the cavities and the lead
shutters. Both mechanisms will be moved using linear piezo-
electric motors that operate in vacuum and magnetic field.
The design of both the radiation shutter and the movable SA
inside the vacuum chamber is shown in Fig. 2.

The rf cavities are 201 MHz “pillbox” resonators,
430 mm in length, operating in the TM;;, mode with
large diameter apertures to accommodate the high emit-
tance beam. The apertures are covered by thin (0.38 mm)
beryllium windows to define the limits for the accelerating
rf fields whilst minimizing the scattering of muons. The
cavity is excited by two magnetic-loop couplers on oppo-
site sides of the cavity. At the particle rate expected in
MICE there is no beam-loading of the rf fields. An effective
peak field of 10.3 MV /m is expected for a drive power of
1.6 MW to each cavity. This estimate was used to define the
gradient in the simulations described below.

The original configuration of the MICE cooling cell
described in [15] was composed of three focus-coil modules,
each of which housed a liquid-hydrogen absorber, and two,

FIG. 2. Design of the movable frame for the secondary absorber
(front) and the lead radiation shutter (back). The half discs of the
lead shutter (grey) can be seen together with the rails (white)
inside the vacuum chamber (yellow).

four-cavity, linac modules. Each linac module incorporated
a large, superconducting “coupling coil” to transport the
beam. The configuration described in this paper was
developed to simplify the lattice described in [15] such that
the coupling coils are not required and acceleration is
provided by two single-cavity modules. The revision of
the magnetic lattice substantially reduces the technical risks
associated with the implementation of the experiment since
all of the superconducting solenoids required to transport
and focus the beam have been commissioned on the beam
line. Further, by reducing the number of cavities from eight
to two and reconfiguring the rf-power-distribution system
the cost of implementing the experiment has been reduced
and the timetable on which the experiment can be mounted
has been advanced. The present configuration was opti-
mized to maximize its cooling performance as described in
Sec. IV. The performance of the optimized lattice, though
reduced compared to that described in [15], is sufficient
for the principle of ionization-cooling to be demonstrated
(see Sec. VI).

IV. LATTICE DESIGN

A. Design parameters

The lattice has been optimized to maximize the reduction
in transverse emittance. The optimum is obtained by
matching the betatron function to a small value in the
central absorber while minimizing its maximum values in
the FC modules; limiting the size of the betatron function in
the FCs helps to reduce the influence of nonlinear terms
in the magnetic-field expansion. The matching accounts for
the change in energy of the muons as they pass through the
cooling cell by adjusting currents in the upstream and
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downstream FCs and in the matching coils in the spectrom-
eter solenoids independently while maintaining the field in
the tracking volumes at 4 T. In this configuration, it is also
possible to keep the betatron function relatively small at the
position of the secondary absorbers whilst maintaining an
acceptable beam size at the position of the cavities.
Chromatic aberrations caused by the large momentum
spread of the beam (~5% rms) lead to a chromatic
mismatch of the beam in the downstream solenoid unless
the phase advance across the cooling cell (i.e., the rate of
rotation of the phase-space ellipse) is chosen appropriately.
The phase advance of the cell is obtained by integrating
the inverse of the beta-function along the beam axis
from the reference plane in the upstream spectrometer-
solenoid to the reference plane in the downstream
spectrometer-solenoid. Such a mismatch reduces the effec-
tive transverse-emittance reduction through the chromatic
decoherence that results from the superposition of beam
evolutions for the different betatron frequencies that result
from the range of momenta in the beam. For beams with a
large input emittance, spherical aberrations may lead to
phase-space filamentation. The chromatic and spherical
aberrations were studied by tracking samples of muons
through the lattice using the “MICE Analysis User
Software” (MAUS, see Sec. V). The betatron-function
and emittance evolution of a 200 MeV/c¢ beam with the

TABLE 1. General parameters of the initial beam conditions
used in the simulations.

Parameter Value
Particle muon pu*
Number of particles 10000
Longitudinal position [mm] —4612.1
Central energy (140 MeV/c settings) [MeV] 175.4
Central energy (200 MeV/c settings) [MeV] 228.0
Central energy (240 MeV/c settings) [MeV] 262.2
Transverse Gaussian distribution:

oy 0

B (140 MeV/c settings) [mm] 233.5
e, (140 MeV/c settings) [mm] 4.2

B (200 MeV/c settings) [mm] 339.0
€, (200 MeV/c settings) [mm] 6.0
fL (240 MeV/c settings) [mm] 400.3
&) (240 MeV/c settings) [mm] 7.2
Longitudinal Gaussian distribution:

Longitudinal emittance [mm] 20
Longitudinal $ [ns] 11
Longitudinal o -0.7
rms momentum spread (140 MeV/c settings) 4.8%
rms time spread (140 MeV/c settings) [ns] 0.40
rms momentum spread (200 MeV/c¢ settings) 4.0%
rms time spread (200 MeV/c settings) [ns] 0.34
rms momentum spread (240 MeV/c settings) 3.6%
rms time spread (240 MeV/c settings) [ns] 0.31
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FIG. 3. Transverse 4D beta-function versus longitudinal coor-

dinate z in the cooling-demonstration lattice for 200 MeV/c
settings with a phase advance of 2z x 1.75 (dashed blue line),
27 x 1.81 (solid red line) and 2z x 1.86 (dot-dashed green line).
The vertical dashed lines with labels show the positions of the
tracker reference planes and the centers of the absorbers, rf
cavities, and focus coil modules.

initial parameters given in Table I are shown, for different
phase advances, in Figs. 3 and 4, respectively. The phase
advance of 2z x 1.81 showed the largest transverse-
emittance reduction and was therefore chosen. The lattice
parameters for this phase advance are presented in Table II.

The currents that produce the optimum magnetic lattice
were obtained using the procedure described above for
three momentum settings: 140 MeV/c, 200 MeV/c¢, and
240 MeV/c. The magnetic field on axis for each of these
settings is shown in Fig. 5. The fields in the downstream FC
and spectrometer are opposite to those in the upstream FC
and spectrometer, the field changing sign at the primary
absorber. Such a field flip is required in an ionization
cooling channel to reduce the build-up of canonical angular
momentum [37]. The currents required to produce the
magnetic fields shown in Fig. 5 are listed in Table III. All
currents are within the proven limits of operation for the
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FIG. 4. 4D emittance evolution in the cooling-demonstration
lattice for 200 MeV /¢ settings with a phase advance of 2z x 1.75
(dashed blue line), 27 x 1.81 (solid red line) and 2z x 1.86 (dot-
dashed green line). The vertical dashed lines with labels show the
positions of the tracker reference planes and the centers of the
absorbers, rf cavities, and focus coil modules.
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TABLE II. Parameters of the cooling-demonstration lattice.
Lgs_pc is the distance between the center of the spectrometer
solenoid and the center of the neighboring FC, Lgc_pc the
distance between the centers of the FCs, and Lgg nodue—rc the
distance between the rf module and the neighboring FC.

Parameter Value
Length Lgg_pc [mm] 2607.5
Length Lgc_pgc [mm] 1678.8
Length er module—FC [mm] 784.0
rf Gradient [MV/m] 10.3
Number of rf cavities 2
Number of primary absorbers 1
Number of secondary absorbers 2

individual coil windings. The magnetic forces acting on the
coils have been analyzed and were found to be acceptable.
Configurations in which there is no field flip can also be
considered.

Figure 6 shows matched betatron functions versus
longitudinal position for beams of different initial momen-
tum. These betatron functions are constrained, within the
fiducial-volume of the trackers, by the requirements on the

Courant-Snyder parameters @, =0 and f, = % (where

P, is the mean longitudinal momentum of the beam, e the
elementary charge and B, the longitudinal component of
the magnetic field). A small betatron-function “waist” in
the central absorber is achieved. Betatron-function values
at relevant positions in the different configurations are
summarized in Table IV.

V. SIMULATION

Simulations to evaluate the performance of the lattice
have been performed using the official MICE simulation

- ---140 MeV/c

cavity

secondary absorber

——200 MeV/c

primary absorber

————— 240 MeV/c

(A

tracker reference plane

FIG. 5. Magnetic field B, on-axis versus the longitudinal
coordinate z for the cooling-demonstration lattice design for
200 MeV/c (solid black line), 140 MeV/c (dashed purple line),
and 240 MeV/c¢ (dot-dashed blue line) settings. The vertical
dashed lines with labels show the positions of the tracker
reference planes and the centres of the absorbers, rf cavities,
and focus coil modules.

TABLE 1III.  Coil currents used for 140 MeV /¢, 200 MeV/c,
and 240 MeV/c lattice settings.
140 MeV/c 200 MeV/c 240 MeV/c
Coil Lattice [A] Lattice [A] Lattice [A]
Upstream E2 +253.00 +253.00 +253.00
Upstream C +274.00 +274.00 +274.00
Upstream E1 +234.00 +234.00 +234.00
Upstream M2 +126.48 +155.37 +163.50
Upstream M1 +175.89 +258.42 +280.72
Upstream +54.14 +79.35 +89.77
FC-coil 1
Upstream +54.14 +79.35 +89.77
FC-coil 2
Downstream —47.32 -74.10 —85.35
FC-coil 1
Downstream —47.32 =74.10 —85.35
FC-coil 2
Downstream M1 —140.43 -231.60 -261.71
Downstream M2 —-100.12 —149.15 —-159.21
Downstream El —234.00 —234.00 —234.00
Downstream C —274.00 -274.00 —274.00
Downstream E2 —253.00 -253.00 —253.00

and reconstruction software MAUS (MICE Analysis
User Software) [38]. In addition to simulation, MAUS
also provides a framework for data analysis. MAUS is used
for offline analysis and to provide fast real-time detector
reconstruction and data visualisation during MICE running.
MAUS uses GEANT4 [39,40] for beam propagation and the
simulation of detector response. ROOT [41] is used for data
visualisation and for data storage.

Particle tracking has been performed for several con-
figurations. The parameters of the initial beam configura-
tions used for the simulations are summarized in Table I.

T
- - --140 MeV/c

19°EMICE [simulation] 5 2/ o1 &' Q!

[T [
2151 by ol Wy

cavity

secondary absorber

1400 ——200 MeV/c

D S L A W - B T - F ER 240 MeVic

1000

800

B [mm]
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tracker reference plane _ _ _ _
tracker reference plane

400 — === =12/t 0 0 0 N\ S e
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|
[}
i
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|
I -
i

FIG. 6. f, versus the longitudinal coordinate z for 200 MeV/c
(solid black line), 140 MeV/c (dashed purple line) and
240 MeV/c (dot-dashed blue line) in the cooling-demonstration
lattice. The vertical dashed lines with labels show the positions of
the tracker reference planes and the centers of the absorbers, rf
cavities, and focus coil modules.
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TABLE IV. Beta-function values at relevant positions for an
initial beam at 140 MeV/c, 200 MeV/¢, and 240 MeV/c in the
cooling-demonstration lattice design.

Value for Value for Value for
Parameter 140 MeV/c 200 MeV/c 240 MeV/c
f. at primary 480 512 545
absorber [mm]
. at upstream 660 710 840
secondary
absorber [mm)]
f at downstream 680 740 850
secondary
absorber [mm]
B max at FC [mm] 1480 1450 1430

The simulation of the beam starts at a point between the
diffuser and the first plane of the tracker. The beam is
generated by a randomizing algorithm with a fixed seed.
The number of particles launched for each simulation is a
compromise between the statistical uncertainty required
(~1%) and computing time. Each cavity is simulated by a
TMy;, ideal cylindrical pillbox with a peak effective
gradient matched to that expected for the real cavities.
The reference particle is used to set the phase of the cavities
so that it is accelerated “on crest.” The initial distributions
defined in Table I are centred on the reference particle in
both time and momentum. Table V lists the acceptance
criteria applied to all analyses presented here. Trajectories
that fail to meet the acceptance criteria are removed from
the analysis.

The normalized transverse emittance is calculated by
taking the fourth root of the determinant of the four-
dimensional phase-space covariance matrix [20,21]. The
MICE collaboration plans to take data such that the
statistical uncertainty on the relative change in emittance
for a particular setting is 1%. The MICE instrumentation
was designed such that the systematic uncertainty related to
the reconstruction of particle trajectories would contribute
at the ~0.3% level to the overall systematic uncertainty
[15]; such uncertainties would thus be negligible.

VI. PERFORMANCE

Figure 7 shows the evolution of the mean energy
of a muon beam as it traverses the lattice. Beams with
initial normalised transverse emittance &; = 4.2 mm,

TABLE V. Acceptance criteria for analysis.

Parameter Acceptance condition
Particle muon u+
Transmission: pass through two planes 7 = —4600 mm
and z = 5000 mm
Radius at z = —4600 mm <150.0 mm
Radius at z = 5000 mm <150.0 mm

&, =6mm, and £, = 7.2 mm for initial muon beam
momenta of 140 MeV/c¢, 200 MeV/c, and 240 MeV/c
respectively are shown. The initial normalized transverse
emittance is chosen such that the geometrical emittance of
the three beams is the same. A 200 MeV/c muon passing
through two 32.5 mm thick secondary LiH absorbers and
one 65 mm thick primary LiH absorber loses an energy
of 18.9 MeV. Including losses in the scintillating-fiber
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FIG. 7. Mean energy of the beam versus longitudinal coor-
dinate (z) in the cooling-demonstration lattice. Top: the
140 MeV/c configuration for initial emittance &, = 4.2 mm.
Middle: the 200 MeV/c¢ configuration for initial emittance
e, = 6 mm. Bottom: the 240 MeV/c configuration for initial
emittance €, = 7.2 mm. The vertical dashed lines with labels
show the positions of the tracker reference planes, and the centers
of the absorbers, rf cavities, and focus coil modules.
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trackers and windows, this increases to 24.3 MeV.
The accelerating gradient that can be achieved in each
of the two cavities is constrained by the available rf
power and is insufficient to replace all the lost energy.
Therefore, a comparison of beam energy with and without
acceleration is required. With acceleration an energy

F T 2o Toor 2T 140 MeV/c
- I gL oI S
41— -e LT I I 8 rms momentum spread:
C v I I I I o - 4.8%
= I I I | (| Y
Yl ] b ) | | [ B 1.4%
C o! ST | | | 18 o
o i ST ] I | 181 cl
C al a1 I i 1 1|1 ol
— 39— X > - | 12 31
g - §‘ 81 I8 | 181 é\
=] C o1 I 5 l 161 oI
= C 2 21 1 3 | 181 9
o 38— B 1 I ; | 12 5l
C el 1 0§ | . B
L 5 1o i E 1 1 51
- | [ [ s I
3.7 - | [ I I 1 I
- I o I I | o kY
r | 1l I I 1 1l T
36 - Ll X [ 1 1 1 [ 1 g
EMICE [simulation]r + v 1 1 1 |
S el A S | TR I IR T | N TR
-4000 -2000 0 2000 4000
z [mm]
E T T T ol [l ol ST [l
59 = | | "%‘ i, | T, 'E‘ | | 200 MeV/c
5.85 E ol | | | Sl |
S E 3| | | | 121 I
58 2 sl ! | | | \‘g\ 2
E o 2 T | | 181 g
575 — g! 2 I I I 12 g!
— = o 1o I | I IS 2l
E s7F %! g ! I I IS !
g E °! Si I I 181 °
T 565 5! A | | 19 L
S E Sl I I I [ 31
5.6 — & I | | 1 £
E | I I | i |
555 = I I I I I I I
= | | | | | [ |
= ! i I I I I [ )
EMICE [simulation]i 1 I I I (. I
545 L 1 A L L - P - Il P A1l L L n 1
-4000 -2000 0 2000 4000
z [mm]
F T =Y oT T or U T
E | (=T I Wy S | 240 MeV/c
(o) = I 8 I I o8 I
- I I I I I I I
7.05 |— P I I 15l I
E &I | | |§\ %\
E g S
E g1 I I I 121 a1
7 E IR | | | I gl
E 21 | 0 | 121 S
S 6.95 — Sl gl I (k=2 3!
= E S I 5 I 181 ol
= = 81 [ I 181 51
- &
4 69 - | o | < | | zé\
w = I Lo Y I i £
6.85 [— | (I | .E\ | I
c I 1o | | | |
6.8 I Lo I I I o I
e I Lo I I I 1 I
= | | | | | | I |
6.75 [— ! o | | I [
MICE [simulation) + 1 11 -
i L | L L Il In 1l L T 1l I} L L I
-4000 -2000 0 2000 4000
z [mm]
FIG. 8. Emittance variation versus the longitudinal coordinate

(z) for the cooling-demonstration lattice design. Top: 140 MeV/c
beam with initial €, = 4.2 mm with an rms momentum spread of
6.7 MeV/c (rms spread 4.8%, solid line) and 2.5 MeV/c (rms
spread 1.8%, dashed line). Middle: 200 MeV /c beam with initial
e, = 6 mm (rms spread 4.0%). Bottom: 240 MeV /c beam with
initial €| = 7.2 mm (rms spread 3.6%). The vertical dashed lines
with labels show the positions of the tracker reference planes, and
the centers of the absorbers, 1f cavities, and focus coil modules.

deficit of (AE) = 19 MeV will be observed. This meas-
urable difference will be used to extrapolate the measured
cooling effect to that which would pertain if all the lost
energy were restored.

The evolution of normalized transverse emittance across
the lattice is shown in Fig. 8. The beam is subject to
nonlinear effects in regions of high #,, which cause the
normalized transverse emittance to grow, especially in the
140 MeV/c configuration. This phenomenon can be
seen in three different regions of the lattice: a moderate
increase in emittance is observed at z % —2500 mm and
z~ 1000 mm while a larger increase is observed at
7~ 3000 mm. The nonlinear effects are mainly chromatic
in origin, since they are greatly lessened when the initial
momentum spread is reduced. This is illustrated for the
140 MeV/c case for which the evolution of normalized
emittance for beams with an rms momentum spread of
6.7 MeV/c and 2.5 MeV/c are shown. Nonetheless, in
all cases a reduction in emittance is observed between
the upstream and downstream trackers (z = £3473 mm).
The lattice is predicted to achieve an emittance reduction
between the tracker reference planes of ~8.1%, ~5.8% and
~4.0% in the 140 MeV/c, 200 MeV/c, and 240 MeV/c
cases, respectively. A reduction as large as ~10% can be
reached in the 140 MeV/c configuration with an rms
momentum spread of 1.4%.

The transmission of the cooling-demonstration lattice for
beams of mean momentum 140 MeV/c, 200 MeV/c¢, and
240 MeV/c is shown in Fig. 9. Transmission is computed
as the ratio of the number of particles that satisfy the
acceptance criteria observed downstream of the cooling
cell divided by the number that enter the cell. This accounts
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FIG. 9. Transmission (defined as the ratio of good muons

observed downstream of the cooling cell, Nyyw,, to those
observed upstream, N,,) in percent versus initial emittance
(¢1;n) for the cooling-demonstration lattice. The transmission
of the 140 MeV/c, 200 MeV/c, and 240 MeV/c lattices are
shown as the purple-dashed, solid black, and dot-dashed blue
lines respectively. The error bars indicate the statistical precision
that would be achieved using a sample of 100,000 muons.

063501-8



LATTICE DESIGN AND EXPECTED PERFORMANCE ...

PHYS. REV. ACCEL. BEAMS 20, 063501 (2017)

for decay losses and implies that, in the absence of scraping
or acceptance losses, the maximum transmission for
beams of mean momentum 140 MeV/c, 200 MeV/c,
and 240 MeV/c is 98.9%, 99.2%, and 99.5%, respectively.
The lattice delivers transmission close to the maximum for
200 MeV/c and 240 MeV/c¢ beams with input emittance
below ~5 mm and ~7 mm, respectively. For beams of
larger input emittance, the transmission gradually decreases
with increasing initial emittance due to the scraping of high
amplitude muons. The beam is subject to chromatic effects
in regions of high g, which causes nonlinear emittance
growth and limits the transmission. The behavior of the
transmission for the various beam energies results from
the different geometrical emittance values of the beam for
the same initial normalised emittance and the energy
dependence of the energy loss and scattering in the material
through which the beam passes.

The fractional change in normalized transverse emittance
with respect to the input emittance for beams of mean
momentum 140 MeV /¢, 200 MeV/c, and 240 MeV/c is
shown in Fig. 10. The different values of the equilibrium
emittance and the asymptote at large emittance for each
momentum are clearly visible in Fig. 10. A maximum
cooling effect of 15%, 8%, and 6% can be observed for
beams with 140 MeV/c, 200 MeV/c, and 240 MeV/c,
respectively.

The performance of the configuration proposed here
is comparable to that described in [15]. In the “Step V”
configuration, that incorporated two liquid-hydrogen
absorbers each placed within a focus-coil module capable
of providing a value #, smaller than that which can be
achieved with the present lattice, the maximum cooling
effect with an input momentum and emittance of
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FIG. 10. Fractional change in emittance versus initial emittance
(¢ ;n) for the cooling-demonstration lattice design measured at
the tracker reference planes. The fractional change in emittance of
the 140 MeV/c, 200 MeV/ ¢, and 240 MeV /¢ lattices are shown
as the purple-dashed, solid black, and dot-dashed blue lines,
respectively. The error bars indicate the statistical precision that
would be achieved using a sample of 100,000 muons.

200 MeV/c¢ and 10 mm respectively, was ~10%.
Figures 9 and 10 show the statistical uncertainties that
will result from the reconstruction of a sample of 100,000
muons [42] with the configuration proposed in this paper.
The instrumentation was specified to ensure that no single
source of systematic uncertainty would contribute more
than one third of the statistical uncertainty on the fractional
change in emittance [15]. All of the instrumentation has
been commissioned on the beam-line and performs to
specification. The emittance-change evolution presented in
Fig. 10 can therefore be measured with high significance.

VII. CONCLUSION

An experiment by which to demonstrate ionization
cooling has been described that is predicted by simulations
to exhibit cooling over a range of momentum. The
demonstration is performed using lithium-hydride absorb-
ers and with acceleration provided by two 201 MHz
cavities. The equipment necessary to mount the experiment
is either in hand (the superconducting magnets and instru-
mentation), or at an advanced stage of preparation. The
configuration of the demonstration of ionization cooling
has been shown to deliver the performance required for the
detailed study of the ionization-cooling technique.

The demonstration of ionization cooling is essential to
the future development of muon-based facilities that would
provide the intense, well characterized low-emittance muon
beams required to elucidate the physics of flavor at a
neutrino factory or to deliver multi-TeV lepton-antilepton
collisions at a muon collider. The successful completion of
the MICE programme would therefore herald the establish-
ment of a new technique for particle physics.
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Abstract In this study, several multivariate methods were
used for forecasting hourly PM,, concentrations at four
locations based on SO, and meteorological data from the
previous period. According to the results, boosted decision
trees and multi-layer perceptrons yielded the best predic-
tions. The forecasting performances were similar for all
examined locations, despite the additional PM,;, spatio-
temporal analysis showed that the sites were affected by
different emission sources, topographic and microclimatic
conditions. The best prediction of PM, concentrations was
obtained for industrial sites, probably due to the simplicity
and regularity of dominant pollutant emissions on a daily
basis. Conversely, somewhat weaker forecast accuracy was
achieved at urban canyon avenue, which can be attributed
to the specific urban morphology and most diverse emis-
sion sources. In conclusion to this, the integration of
advanced multivariate methods in air quality forecasting
systems could enhance accuracy and provide the basis for
efficient decision-making in environmental regulatory
management.
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Introduction

Over the last century, changes in emission sources,
methane concentrations and climate have affected atmo-
spheric composition and led to the significant increase in
the levels of particulate matter (PM) and gaseous pollu-
tants, particularly in developing countries (Fang et al.
2013). According to recent estimates, about 3.5 million
cardiopulmonary deaths annually and globally can be
attributed to exposure to anthropogenic PM,s, and the
projections are that this number could double by 2050
(Lelieveld et al. 2015). In addition to stringent abatement
measures, the accurate and reliable prediction of air pol-
lutant episodes and establishment of an early public
warning system is of vital importance for the increase in
life expectancy and reduction of health care expenditures.

Despite the fact that significant progress has been made
through integration of different scientific approaches,
modeling of air pollution data remains a challenge, due to
complexity and non-linear nature of atmospheric phe-
nomena and processes (Pai et al. 2013). The variety of
techniques and tools described in the literature for air
quality forecasting covers simple empirical approaches,
statistical approaches including artificial neural networks
and fuzzy logic methods, and physically-based approaches
including deterministic methods and ensemble and proba-
bilistic methods (Zhang et al. 2012). The deterministic
approach mostly refers to meteorological and chemical
transport models, such as sophisticated Community Air
Quality Modelling System (CMAQ) for prediction of air
quality index at locations with no real-time measurements.
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The chemical transport models were first used in Germany
for air quality forecasting purposes, and soon many other
developed countries became aware of the benefits of such
implementation and launched the centralized air quality
forecasting systems based on different tools, from simple
empirical to online-coupled meteorology and chemistry
models. While deterministic models don’t require a large
quantity of observational data, they do demand sufficient
knowledge and understanding of pollutant emission sour-
ces, transport and atmospheric reactions and transforma-
tions under the planetary boundary layer (Feng et al. 2015).
Since crucial knowledge in this area is often limited and
some processes are too complex to be presented within a
model, deterministic models are computationally expensive
and time-consuming for routine predictions and often
employ approximations and simplifications that lead to
strong biases and inaccuracy, thus making the forecasts
useless for timely management of critical situations
(Cobourn 2010; Russo and Soares 2014).

Over the last decade, the parametric or non-parametric
statistical approaches have been proposed as a more eco-
nomical alternative for discovering the underlying site-
specific dependencies between pollutant concentrations and
potential predictors (Feng et al. 2015). The most commonly
examined were artificial neural networks, based on artifi-
cial neurons or nodes capable of learning relationships
between the routinely-measured pollutant data and selected
predictors through embedded functions and data from the
previous period (Fernando et al. 2012). Unlike determin-
istic models, artificial neural networks provide more
accurate air quality forecasts, whereas their major disad-
vantages are associated with “black box” nature and poor
generalization performance (Moustris et al. 2013). Fur-
thermore, both statistical and deterministic approaches
show satisfactory or good performance in forecasting
concentrations closer to average values, whereas the pre-
diction of extreme pollution events is more challenging.

As summarized by Zhang et al. (2012), the integration of
advanced statistical methods in future air quality fore-
casting systems could considerably reduce forecasting
biases and further enhance accuracy. In our previous study,
MVA methods were successfully applied for forecasting
the contributions of industry and vehicle exhaust to volatile
organic compound (VOC) levels in the urban area, with
smallest relative forecast error of only 6% (Stoji¢ et al.
2015a). In this study, we compared the performance of
twelve advanced multivariate (MVA) methods for PM;,
forecasting relying on meteorological data and SO, con-
centrations. The analysis was based on a multi-year dataset
collected at four different locations, affected by traffic or
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industry emissions. The herein employed MVA classifica-
tion and regression methods belong to the supervised
learning algorithms designed within Toolkit for Multi-
variate Analysis (TMVA; Hoecker et al. 2007) within the
ROOT framework (Brun and Rademakers 1997), for
extracting the maximum available information from the
extensive data in high-energy physics.

Materials and methods

The analyzed dataset comprising 5-year (2011-2015)
hourly concentrations of PM;y, SO, and meteorological
data (atmospheric pressure, temperature, humidity, wind
speed and direction), was obtained from the automatic
monitoring stations within the Institute of Public Health
network, at four different sites (Fig. 1, Supplementary
Material). In the urban area, mostly affected by vehicle-
exhaust emissions, measurements were conducted at the
Institute of Public Health and New Belgrade, the sites
characterized as being urban canyon avenue (UCA) and
urban boulevard (UB), respectively, due to their topo-
graphic configuration. In the area influenced by emissions
from fossil fuel burning for industry and heating opera-
tions, the data were collected in Obrenovac and Grabovac,
the sites corresponding to urban industry (UI) and rural
industry (RI), respectively. The measurements at industrial
sites were incomplete due to severe floods that affected the
area in 2014. The concentrations of PM;, and SO, were
measured by means of referent beta-ray attenuation
(Thermo FH 62-IR) sampler and referent sampling device
Horiba APSA 360, respectively. The meteorological data
were obtained by using Lufft WS500-UMB Smart Weather
Sensor. The accuracy and precision of detection methods
are provided in Stojic et al. (2016).

The analyses of daily, weekly, seasonal and annual
dynamics, trend (Pretty 2015) and periodicity were per-
formed by means of Openair (Carslaw and Ropkins 2012)
and Lomb (Ruf 1999) packages within the Statistical
Software Environment R (Team 2012). The relationships
between pollutant concentrations and wind characteristics
were investigated by the use of bivariate polar plot and
bivariate cluster analyses within the Openair package. The
contribution of local emission sources, background and
transport to the observed PM;o pollution was analyzed
using the 72-h air mass back trajectories and trajectory
sector analysis (TSA) as described in Stoji¢ et al. (2016).

The following MVA methods were used for PM;,
forecasting: Boosted decision trees (BDT, BDTG,
BDTMitFisher), Artificial Neural Network Multilayer
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Perceptron (MLP), MLP with Bayesian Extension
(MLPBNN), Support Vector Machine (SVM), k-nearest
neighbor (KNN), Linear Discriminant (LD), Boosted
Fisher Discriminant (BoostedFisher), Multidimensional
Probability Density Estimator Range Search Method
(PDERS), Predictive Learning via Rule Ensembles (Rule-
Fit) and Function Discriminant Analysis (FDA). All
methods were used for both classification and regression.
The five-year dataset was divided into two equal subsets,
each consisting of PM;, concentrations and input data
(meteorological and SO,). One subset was used for method
trainings, either to differentiate between high and low
importance indicators for PMy concentrations (classifica-
tion), or to determine an approximation of the underlying
functional behavior defining PM;, concentrations (regres-
sion). The other subset was utilized for method perfor-
mance testing.

Results and discussion

Previous studies aimed at investigating the origin and
spatio-temporal distribution of different pollutant species
converge on the conclusion that poor air quality presents an
important health risk factor in Belgrade area (PeriSic et al.
2015; Stoji¢ et al. 2015b). In the previous years, the mean
annual PM,, concentrations in Belgrade area were in the
range from 39.74 to 62.32 ug m>, whereas the exceedances
of the proposed air quality guideline value of 50 pg m?
were registered during 20.5-42.2% of total number of days
(Stanisic¢ Stoji¢ et al. 2016).

Specifics of measurement sites

In order to examine the MVA forecasting performances,
PM,, observational data from four measurement sites
affected by different emission sources were collected and
analyzed (Fig. 1, Supplementary Material). The two loca-
tions defined as urban were affected by traffic emissions
throughout the year. However, specific microclimatic
conditions associated with contrasting urban morphology
between UCA and UB plays an important role in spatial
distribution of particles. The presence of tall buildings
along both sides of the canyon avenue induces a complex
wind flow that does not enhance the pollutant dispersion
due to terrain configuration, but it facilitates suspension,
particularly fine PM fraction (Vardoulakis et al. 2003).
Furthermore, frequent congestions in the canyon avenue
compared to free flowing traffic in the wide boulevard
contributed to higher PM,, concentrations at UCA

throughout the year, with the exception of winter season,
when the air quality at UB was additionally affected by fuel
burning from the neighboring heating plant.

The herein presented industrial locations were affected
either by fuel burning emissions only (RI), or by emissions
from both industrial activities and vehicle exhaust (UI).
Within the range of 15-20 km in NW/N and SE/S direction
around the two industrial sites, the strong emission sources
including three thermal power plants, four open-pit mines
of high-sulfur lignite and several coal ash disposal sites are
located.

As can be seen, the highest mean PM,, concentration for
the entire period was registered at Ul (Table 1, Supple-
mentary Material), which was partly driven by extreme
pollutant loadings in 2012 (Fig. 2, Supplementary Mate-
rial). It should be noted that the PM,, variations at two
industrial locations exhibited similar pattern, only with less
significant deviations at rural site, which points to the
prevalence of the same emission sources.

Daily mean PM;, exceedances (>50 pug m™>) were
commonly observed, whereas the episodes of extreme pol-
lutant levels were registered only at UI (Fig. 3, Supple-
mentary Material). The winter PM,, concentrations were
considerably higher at all examined locations, which can be
partly attributed to heating operations, but also to lower
planetary boundary layer (PBL) height in winter season.
Unsurprisingly, the lowest PM; levels for the entire period
were observed at rural site, particularly during spring and
summer season, with the values of 29.15 and 32.09 ug m >
being registered, respectively. Conversely, the highest con-
centrations in warm season were measured at UCA, the only
site predominately affected by traffic. The differences
between the summer and winter concentrations were rela-
tively small at UCA and RI, whereas the inter-seasonal
variations at two other sites exposed to the emissions from
two strong sources were almost two times higher.

In Fig. 4, Supplementary Material, daily, weekly and
seasonal PM,, variations are displayed. Accordingly, the
lowest concentrations were registered in May and June,
probably due to intense precipitations. The particle resus-
pension processes and atmospheric photochemical reactions
in dry summer months starting from July, led to the rising
pollutant levels, particularly at industrial sites in the vicinity
of ash disposals. The accumulation of particles during
working days was followed by a significant decrease at the
weekend at two locations dominated by vehicle exhaust
emissions, whereas the weekday/weekend difference was
not observed at UI and RI sites. As regards diurnal PM;
variations, the same pattern was detected at all locations:
daytime levels tended to be low with the exception of

’r @ Springer
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morning and afternoon rush hours, whereas the pronounced
increase in nighttime concentrations could be attributed to
stable atmospheric conditions and shallow PBL.

According to bivariate and cluster analysis, the average
contributions of the surrounding emission sources were
dominant at all locations (Fig. 1), particularly at UCA
(59.5 pg m™?), due to limited pollutant dispersion, and UI
(73.1 pg m>), which has been directly exposed to emis-
sions from the thermal plant which produces more than
50% of electricity for the Serbian market. The UCA is
located in the central city area and thus, the polluted air
masses were observed to come from all directions, whereas
at UB, the impact of heating plant emissions from S and
intersections with intensive traffic coming from E can be
noted. In the case of industrial locations, local sources
appeared to be particularly significant during the heating
season, whereas in spring and summer, both UI and RI
were affected by emissions from ash disposals and lignite
mining sites in NW/N and SE/S. The dynamics of cluster
contributions on a daily, weekly and seasonal basis are
shown in Fig. 5, Supplementary Material. As can be seen,
local emissions, corresponding to cluster 4 at industrial
sites, exhibited extremely regular daily variations, which
suggests the prominent role of anthropogenic sources. The
rush hour peaks were noticeable only in the variations of
locally-emitted PM;, concentrations at UCA (cluster 4),
since the site has been dominated by traffic emissions.

The analysis was also performed to determine the
impact of local emissions, transported pollution and
background on the air quality at examined locations.
According to TSA results, the estimated share of back-
ground was highest at rural site (48%), whereas the con-
tribution of local production was the most significant factor
(43%) for PM; concentrations at UI, as previously shown
by bivariate and cluster analysis.

Upon the presented analysis, we have reached the con-
clusion that the selected locations are substantially differ-
ent in terms of air quality and factors closely associated
with it, including micro-climatic conditions, topographic
features and proximity of strong sources. This was con-
sidered a prerequisite for examining the dependency
between the efficiency of MVA methods for air quality
forecasting and site characteristics.

Classification MVA methods

As previously mentioned, the 5-year dataset, including
PM,y and SO, concentrations, and meteorological data,
was divided into two subsets equal in size, used for training
and testing of MVA methods, respectively. In order to
account for seasonal, i.e. weekday/weekend variations, two
new variables were introduced for classification purposes:
Yearreal is a quotient of the ordinal number of a day and
total number of days per year, while Weekreal represents
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the quotient of the ordinal number of a day and number 7.
Correlation and mutual information of input variables and
the observed PM;y mass concentrations for all sampling
sites are presented in Table 1.

For the purposes of classification, the PM levels above
50 ug m™* are considered to require the increased level of
caution, whereas those exceeding 100 pug m ™ are consid-
ered extremely high—alarm triggering values, both of
which are chosen as arbitrary limits. The estimation of
classification method performances by using the Receiver
Operating Characteristic (ROC) curve is presented in

Table 1 Correlation (C) and mutual information (MI) of input vari-
ables (P, pressure; T, temperature; Rh, relative humidity; ws, wind
speed; Yearreal, day of year; Weekreal, day of week) and measured
PM;, concentrations at all sampling sites

Fig. 2. The highest separation between background and
predicted PM, concentrations was observed when PM;,
classifier value of 100 pg m— was taken into account
(Fig. 3), whereas somewhat poorer results were obtained
for 50 pg m—>, which suggests that including additional
meteorological or pollutant variables as input data might
further enhance classification performance.

The comparison of the results by evaluating signal and
background efficiencies revealed that certain MVA meth-
ods are capable of classifying the PM,, levels which are
considered to require a high degree of caution (Table 2,
left). The results showed that BDTG and MLP exhibit the
best results for all examined locations. Signal and back-
ground separation was most efficiently performed for RI
and UB, and to a somewhat lower extent for UCA.

Regression MVA methods

Variable = UCA UB Ul RI
C MI C MI C MI C MI Regression MVA methods were applied to interpret the
P 018 131 026 097 020 149 029 126 relationships between pollutant concentrations and the
T 0'21 1’40 0’30 1’21 0.28 1.69 0'22 1'39 examined input data. Similar to classification methods,
RN 0'24 1'47 0'24 1'29 0'22 1'86 0'19 1-60 BDTG and MLP exhibited the most satisfying performances
0'29 1'39 0'25 0.82 0.26 1'57 0'32 1.18 with absolute and relative errors presented in Table 2, right.
ws ' ' ' ' ' ' ’ ‘ The MVA method performance was best for PM; loadings
S0, 025 163 009 139 020 187 032 159 at industrial sites, around 25%, while the forecast quality
Yearreal 004 149005 1.31 009 1.86 012 1.53 14 pe clearly seen at RI location, Fig. 4. It can be
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Table 2 The comparison of

- Sampling site Method Classification Regression
best performing methods for
ROC, separation and ROC Separation Significance Absolute error Relative error
significance values for all
measurement sites (left) and UCA BDTG 0.806 0.282 0.883 17.2 29.6
absolute (ug m ) and relative MLP 0772 0.226 0.755 21.8 375
(%) errors of the best UB BDTG 0868 0408 112 13.9 26.8
performing regression methods
(right) MLP 0.841 0352 1.015 17.4 33.5
Ul BDTG 0.855 0.379 1.059 15.6 24.6
MLP 0.826 0.323 0.956 24.0 37.9
RI BDTG 0.867 0.412 1.172 10.6 25.2
MLP 0.837  0.345 0.962 15.1 36.0
Observed achieved at the locations such as RI, which are affected by
120+ —-~—MLP predicted less significant number of emission sources. Furthermore,
b - o —BDTG predicted the simplicity and regularity of dominant pollutant emissions
100 | 1 | on a daily, weekly and seasonal basis, as registered at Ul
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Fig. 4 The comparison of time series of the observed and best
performing MV A-predicted PM concentrations (g m~>) at RI site

location, as well as minor deviations from the commonly
observed pollutant loadings, which is particularly evident for
air quality forecasting at rural site, are probably the addi-
tional factors associated with forecast accuracy.
Conversely, the weakest MVA method performance
was derived for PM;, concentrations at UCA, probably
because the urban morphology of the canyon avenue
represents the additional factor modifying the pollutant
levels in a less predictable manner. Furthermore, the
emission sources in the central city zone are diverse and
primarily refer to traffic congestions and intense atmo-
spheric reactions that take place in stagnant conditions
of the canyon street. Moreover, they also relate to local
fireboxes in residential area where lignite is burned
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Fig. 5 The comparison of the observed and best performing MV A-predicted PM;, mass concentrations (g m™~>)
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during autumn and winter season and local manufactures
that are associated with pollutant emissions highly
variable in time and intensity.

As can be seen in Fig. 5, the PM,( time series evaluated
by means of MVA regression methods correlated very well
with the observed concentrations at all sampling sites.
Mutual information obtained for BDTG-predicted and the
observed PM;, mass concentrations were 0.71, 0.7. 0.65
and 0.64 for RI, UB, UCA and Ul, respectively. This
suggests that significant input variables were used for the
forecasting process. In addition, it could be noted that their
distributions are relatively well.

Although the other MVA methods employed in the
present study generated similar results when being used for
classification, they generated the significant PM; forecast
errors when being used for regression, at least based on the
observed input variables. The herein presented errors are
mostly in compliance with the findings of our previous
study, aimed at forecasting the contributions from traffic
and industry to the observed VOC concentrations in the
urban area, which suggests that both PM and VOC, as
important air quality indicators, can be predicted using the
MVA methods.

Conclusion

In this study, the performances of MVA methods for
forecasting PM;, concentrations and prediction of related
health-damaging events were evaluated on the basis of
datasets from traffic- and industry-affected locations with
substantial differences in air quality, which has also been
verified through additional analyses. The results of both
classification and regression methods were rather promis-
ing, particularly considering the fact that the presented
forecast accuracy referred to hourly concentrations. The
quality of the prediction might be partly dependent on
microclimatic conditions, topographic characteristics,
presence of strong emission sources and other site char-
acteristics, as well as on the input data. All that implies that
the selection of additional or different variables could
enhance the method forecasting performances. The
importance of accurate air quality forecasts as part of the
management system is reflected in the potential applica-
tions, including health alerts for susceptible categories,
operational planning, as well as amendment of pollutant
time-series and reduction of regular monitoring
expenditures.
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The most dominant source of indoor radon is the underlying soil, so the enhanced levels of radon are
usually expected in mountain regions and geology units with high radium and uranium content in
surface soils. Laboratory for radioactivity and dose measurement, Faculty of Sciences, University of Novi
Sad has rich databases of natural radionuclides concentrations in Vojvodina soil and also of indoor radon
concentrations for the region of Vojvodina, Northern Province of Serbia. In this paper we present the
results of correlative and multivariate analysis of these results and soil characteristics in order to esti-
mate the geogenic radon potential. The correlative and multivariate analysis were done using Toolkit for
Multivariate Analysis software package TMVA package, within ROOT analysis framework, which uses
several comparable multivariate methods for our analysis. The evaluation ranking results based on the
best signal efficiency and purity, show that the Boosted Decision Trees (BDT) and Multi Layer Preceptor
(MLP), based on Artificial Neural Network (ANN), are multivariate methods which give the best results in
the analysis. The BDTG multivariate method shows that variables with the highest importance are radio-
nuclides activity on 30 cm depth. Moreover, the multivariate regression methods give a good approxi-
mation of indoor radon activity using full set of input variables. On several locations in the city of Novi
Sad the results of indoor radon concentrations, radon emanation from soil, gamma spectrometry mea-
surements of underlying soil and geology characteristics of soil were analyzed in detail in order to verify
previously obtained correlations for Vojvodina soil.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

It is well known that radon and their short lived progenies have
the most impact to the population effective dose from radioactive
sources (UNSCEAR, 2008). Recent epidemiological studies show
that the radiation risk due to radon exists on concentrations that
were considered negligible (WHO, 2009). In most European coun-
tries radon mapping has been carried out and the results are
summing in the publications of Joint Research Centre of European
Commission (JRC EC) which coordinates of the project of European
Natural Radioactivity Atlas (De Cort et al., 2011). Therefore, all
member states (including candidate countries) must propose the
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of Physics, Trg Dositeja Obradovica 4, 21000 Novi Sad, Serbia.
E-mail address: sofija@df.uns.ac.rs (S. Forkapic).

http://dx.doi.org/10.1016/j.jenvrad.2016.07.026
0265-931X/© 2016 Elsevier Ltd. All rights reserved.

reference level of radon in dwellings and working places and
identify radon priority areas with high radon potential according to
EU directive (EURATOM, 2013). There are two different concepts in
definition of radon potential: the first one relative to number of
houses with indoor radon concentrations above the reference value
(depends of construction types, living habits and meteorology) and
the other one geogenic radon potential relative to local geophysical
parameters (radon concentration in soil and the permeability of
soil) (Gruber et al., 2013). Geogenic radon emanates from radium
and uranium rich minerals into the soil pore space and it migrates
through the soil by diffusion and convection due to the gradient in
concentrations. Geogenic radon potential (GRP) therefore describes
radon in the subsurface soil as the main contributor to radon
buildup in houses and in contrast to indoor radon potential (IRP) it
is independent on human influence and temporally constant over a
geological timescale. In the lack of soil gas radon and soil gas
permeability measurements, our first steps toward the geogenic
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radon map are to find correlations between available radio-
geochemical data and indoor radon concentration measurements
in order to predict radon prone areas and validate geogenic
prognosis.

In Serbian Northern Province Vojvodina several indoor radon
surveys were performed in the period of four years from 2002 to
2005 by Laboratory for radioactivity and dose measurement, Fac-
ulty of Sciences, University of Novi Sad (Forkapic et al., 2007). The
same laboratory during this period carried out radioactivity
monitoring of soil on 50 different locations in Vojvodina region
(Bikit et al., 2005) in cooperation with the Institute of Field and
Vegetable Crops who determined the geochemical soil character-
istics, mechanical composition and content of total N, CaCO3 and
available phosphorus P,05 and potassium K,0. The locations were

selected in a way to proportionally represent all geomorphological
units (Koscal et al., 2005): two mountains, four loess plateaus, three
loess terraces, four alluvial plains, two sandstone terrains and all
soil types (IUSS, 2014): Chernozem, Vertisol, Fluvisol, Cambisol,
Planosol, Solonchak and Solonetz. The influence of clay and humus
content and humidity of soil on radon adsorption to the soil grains
were discussed and analyzed using correlative and multivariate
analysis with indoor radon concentrations.

The demand for detailed analyses of large amount of data in
high-energy physics resulted in wide and intense development and
usage of multivariate methods. Many of multivariate methods and
algorithms for classification and regression are already integrated
into the analysis framework ROOT (Brun and Rademakers, 1997),
more specifically, into the Toolkit for Multivariate analysis (TMVA)
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Fig. 1. Soil map of Vojvodina Province (Nejgebauer et al., 1971): 1 — Regosol on various parent materials; 2 — Antropic (rigoled) sand; 3 — Rendzina, pararendzina and humus-
silicate soils (ranker), 4 — Brown steppe soils on sand of different development; 5 — Chernozem calcareous; 6 — Chernozem eroded; 7 — Chernozem with signs of swamping in
the past; 8 — Chernozem with signs of glay in loess; 9 — Chernozem limeless; 10 — Chernozems with various degree of brownization or with spots of solodi soil; 11 — Chernozem
salinized or alkalized; 12 — Chernozem on sand; 13 — Chernozems on alluvial deposits; 14 — Smonitza soil on Terciary clays, sporadically brownized; 15 — Brown Forest soil,
sporadically eroded; 16 — Gray, brown podzolic soil sporadically skeletonic; 17 — Brown Forest soil solodized or with spots of solodi soil; 18 — Acid Brown Soil on Schits; 19 —
Pseudogley — lessive; 20 — Alluvial gravel — sandy soils; 21 — Alluvial loam — clayish soils; 22 — Alluvial salinized soils, sporadically alkalized or with spots of solodi soils; 23 —
Deluvial calcerous and limeless soils; 24 — Chernozemlike calcerous Meadow Soil; 25 — Chernozemlike limeless Meadow Soil salinized or alkalized; 26 — Chernozemlike Meadow
soil salinized or alkalized; 27 — Hydromorphic Black Soils calcareous; 28 — Hydromorphic Black Soils limeless; 29 — Hydromorphic Black Soils salinized; 30 — Hydromorphic Black
limeless soil with spots of solodi soil; 31 — Hydromorphic Smonitza Soil; 32 — Hydromorphic Smonitza Soil salinized or alkalized; 33 — Hydromorphic mineral gleyed soil,
sporadically salinized; 34 — Peaty Soil; 35 — Solonchak Soil; 36 — Solonetz soil, sporadically solonchakic; 37 — Solodi Soil.
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(Hoecker et al., 2007). Institute of Physics Belgrade used these
multivariate methods to create, test and apply all available classi-
fiers and regression methods implemented in the TMVA in order to
find the method that would be the most appropriate and yield
maximum information on the dependence of radon concentrations
on the multitude of input variables.

The first step is to calculate and rank the correlation coefficients
between all the variables involved, what will help in setting up and
testing the framework for running the various multivariate
methods contained in the TMVA. Although these correlation
rankings will later be superseded by method-specific variable
rankings, they are useful at the beginning of the analysis.

The next step is to use and compare the multivariate methods in
order to find out which one is best suited for classification (division)
of indoor radon concentrations into what would be considered
acceptable and what would be considered increased concentration.

In order to be able to use the multivariate classification, the set
of input events used, have to be split into those the correspond to

Table 1
Classification of soil types for 50 locations of sampling.

the signal (the indoor radon concentrations that are considered
increased) and to the background (consisting of indoor radon
concentrations that are declared acceptable). This splitting of the
set of input events is for the purposes of this preliminary analysis
performed at the limiting value of 120 Bq/m>. This value is used for
classification analyses, and is selected because this splitting ensures
maximum employment of multivariate comparison methods, and
this particular value reflects the fact that in our test case the sta-
tistics on higher radon concentration values are lower. The method
of multivariate regression, however, does not require preliminary
splitting of input events, and is therefore a more general one. Main
aim is to find out which method can, if any, on the basis of input
variables only, give an output that would satisfactorily close match
the observed variations of indoor radon concentrations.

In this paper we proposed and analyzed the application of
multivariate techniques developed at CERN for experiments with
particle physics for correlation analysis of experimental indoor
radon data and soil characteristics. Obtained results were verified

No Locality Soil type (national classification) (Skoric et al., 1985) Soil group (FAO-WRB) (IUSS, 2014)

1 Horgos Arenosol Protic ARENOSOL (Calcaric, Aridic)

2 Pali¢ Solonchak Haplic SOLONCHAK (Siltic)

3 Zednik Chernozem Calcic CHERNOZEM (Loamic, Pachic)

4 Aleksa Santi¢ Chernozem Haplic CHERNOZEM (Loamic, Pachic)

5 Tornjos Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

6 Gakovo Chernozem Haplic CHERNOZEM (Loamic, Pachic)

7 Kula Chernozem Calcic, Gleyic CHERNOZEM (Loamic, Pachic)
8 Becej Humoglej Mollic Oxigleyic GLEYSOL (Clayic)

9 Srbobran Chernozem Calcic, Gleyic CHERNOZEM (Loamic, Pachic)
10 Srpski Mileti¢ Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

11 Bogojevo Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Loamic)

12 Nadalj Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

13 Ruski Krstur Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

14 Parage Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

15 Rimski Sanéevi Chernozem Haplic CHERNOZEM (Clayic, Pachic)

16 Zabalj Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

17 Magli¢ Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

18 Kac Fluvisol Gleyic FLUVISOL (Loamic, Salic)

19 Backo Novo Selo Fluvisol Gleyic FLUVISOL (Loamic)

20 Banatsko Arandelovo Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

21 Sanad Fluvisol Stagnic FLUVISOL (Clayic)

22 Crna Bara — Coka Chernozem Gleyic CHERNOZEM (Clayic, Pachic)

23 Kikinda Chernozem Haplic CHERNOZEM (Clayic, Pachic)

24 Rusko Selo Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

25 Torda Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

26 Kumane Solonetz Gleiyc, Salic SOLONETZ (Clayic)

27 Begejci Chernozem Gleyic CHERNOZEM (Clayic, Pachic)

28 Zrenjanin Chernozem Calcic CHERNOZEM (Clayic, Pachic)

29 Boka Solonetz Haplic SOLONETZ (Clayic)

30 Orlovat Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

31 Vrsacki Ritovi Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

32 Kozjak Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

33 llandza Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

34 Idvor Chernozem Gleyic CHERNOZEM (Clayic, Pachic)

35 Padina Chernozem Haplic CHERNOZEM (Loamic, Pachic)
36 Vrsac Eutric Cambisol Eutric CAMBISOL (Clayic)

37 Crepaja Chernozem Haplic CHERNOZEM (Loamic, Pachic)
38 Deliblato Chernozem Haplic CHERNOZEM (Arenic, Pachic)

39 Bavaniste Chernozem Haplic CHERNOZEM (Loamic, Pachic)
40 Petrovaradin Eutric Cambisol Eutric CAMBISOL (Clayic)

41 Sid Chernozem Haplic CHERNOZEM (Loamic, Pachic, Stagnic)
42 Rivica Chernozem Haplic CHERNOZEM (Clayic, Pachic)

43 Ruma Chernozem Haplic CHERNOZEM (Clayic, Pachic)

44 Indija Chernozem Haplic CHERNOZEM (Loamic, Pachic)
45 Morovié¢ Pseudogley Gleyic, Fluvic, Luvic PLANOSOL (Loamic)
46 Visnjicevo Pseudogley Gleyic, Fluvic, Luvic PLANOSOL (Loamic)
47 Sremska Mitrovica Chernozem Haplic CHERNOZEM (Clayic, Pachic)

48 Popinci Chernozem Gleyic CHERNOZEM (Clayic, Pachic)

49 Donji Tovarnik Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

50 Kupinovo Fluvisol

Haplic FLUVISOL (Loamic)
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Fig. 2. The RAD7 complete for soil gas measurements (Durridge, 2014).

Table 2
Correlation coefficients between indoor radon concentration and input variables.

Number Parameter Correlation coefficient
1 Elevation +0.11
2 pH 0

3 CaCOs3 —-0.03
4 Humus +0.15
5 Total N +0.13
6 P05 -0.01
7 K>,0 +0.01
8 Coarse sand —-0.08
9 Fine sand -0.19
10 Powder +0.16
11 Clay +0.17
12 Ra-226 30 cm +0.27
13 U-238 30 cm +0.17
14 Th-232 30 cm +0.22
15 K-40 30 cm +0.10
16 U-238 surface -0.17
17 Ra-226 surface +0.04
18 Th-232 surface 0

19 K-40 surface +0.02
20 Cs-137 surface -0.17

and discussed on measured soil gas data for Novi Sad districts.
2. Study area

Vojvodina region is located in the Pannonian Basin of Central
Europe. The choice of sampling locations was made on the basis of
the presence of certain soil types (Skori¢ et al., 1985) on the
Pedological Map of Vojvodina (Nejgebauer et al., 1971) which is
shown on Fig. 1. The observed soil types were classified in Table 1
according to the FAO-WRB classification (IUSS, 2014). The domi-
nant soil type at the examined area is Chernozem. Parent material
(geological substrate) for this type of soil, and for the largest part of
the surface of Vojvodina, is loess — loose sedimentary rock
deposited by wind-accumulation in the Pleistocene (during inter-
glacial periods).

3. Materials and methods

Indoor radon mapping of Vojvodina Province was performed
using the etched track detectors CR39 on about 3000 locations in
ground floor rooms during three years from 2002 to 2005. The time
of exposure was 90 days during the winter seasons, from December
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Fig. 3. Receiver operating characteristic (ROC) for all Multivariate methods used for
classification of indoor radon concentration using climate variables. It shows that BDT
and MLP methods are the best ones for radon.

to March. The etching and counting of tracks were performed by
Radosys Company. For this study the average indoor radon con-
centrations in the nearest village or city to locations of soil sam-
pling were calculated and used in correlation analysis. The results
of intercomparison of radon CR-39 detector systems conducted in
CLOR's accredited calibration laboratory and quality control data of
commercially available Hungarian RadoSys systems are presented
and discussed in (Mamont-Ciesla et al., 2010).

For radioactivity measurements from each location of an
approximately area 10 x 10 m, 10 subsamples of soil were collected,
mixed and homogenized. The soil was sampled from the surface
layer (0—10 cm). For chemical analysis soil was sampled by agro-
chemical probe to a depth of 30 cm. Soil samples were dried at
105 °C to constant mass. After that all mechanical contaminants,
mainly small stone peaces and plant material were removed. Dried
soil samples were homogenized as fine powder and measured in
cylindrical geometry 62 mm x 67 mm on the cap of HPGe detector.
Typical mass of samples was 200 g-300 g and measurement time
was 80 ks. Activity concentrations of radionuclides gamma emitters
were determined by the method of low-level gamma spectrometry
on actively and passively shielded germanium detectors with
maximal background reduction. Detector calibrations and quality
control measurements were done with certified reference material
in cylindrical geometry type CBSS2 supplied by Czech Metrology
Institute. Every year laboratory participates with accepted results in
world-wide open proficiency tests for gamma spectrometry orga-
nized by IAEA Reference Materials Group, Terrestrial Environment
Laboratory. The gamma spectra were acquired and analyzed using
the Canberra Genie 2000 software. The program calculates the
activity concentration of an isotope from all prominent gamma
lines after peaked background subtraction. All measurement un-
certainties are presented at 95% confidence level. A special proce-
dure developed in the Novi Sad laboratory was used for the
determination of the 233U activity concentration from gamma-lines
of the first progeny of this radionuclide, 23Th (Bikit et al., 2003).

pH-value was measured in the suspension of soil with water
(10 g: 25 cm3) by pH meter PHM62 standard- Radiometar Copen-
hagen. Content of humus was determined according to method of
Tjurin. The total nitrogen content was determined by Kjldahl on the
system for digestion and titration Tacator. The available phosphorus
and potassium were measured using the extraction with ammo-
nium lactate. For soil characterization purposes, removal of organic
matter by H,0, and of carbonates by HCI was carried out. Then, the
sample is shaken with a dispersing agent and sand is separated
from clay and powder with a 63 pm sieve. The sand is fractionated
by dry sieving, and by the pipette method the clay and powder
fractions are determined (IUSS, 2014). Particle size in the soil
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Table 3

Evaluation results ranked by best signal efficiency and purity (area) It shows that BDT and MLP methods are the best ones for radon. @B is part of Background events classified

as Signal events.

MVA method Signal efficiency at bkg eff.(error): Separation Significance
@B = 0.01 @B =0.10 @B = 0.30 ROC-integ
BDT 0.212(16) 0.814(16) 0.959(08) 0.932 0.609 1.614
BDTG 0.243(17) 0.767(17) 0.966(07) 0.927 0.611 1.676
MLPBNN 0.224(17 0.754(17) 0.957(08) 0.922 0.600 1.579
MLP 0.228(17) 0.728(18) 0.955(08) 0.919 0.577 1.540
SVM 0.211(16) 0.797(16) 0.938(09) 0918 0.587 1.611
RuleFit 0.162(15) 0.671(19) 0.906(12) 0.891 0.482 1.263
LikelihoodPCA 0.000(00) 0.491(20) 0.845(14) 0.843 0.404 1.099
LD 0.047(08) 0.348(19) 0.744(18) 0.789 0.271 0.806
Likelihood 0.031(07) 0.328(19) 0.674(19) 0.764 0.208 0.589
FDA_GA 0.031(07) 0.147(14) 0.363(19) 0.611 0.093 0.353
Cutefficiencies and optimal cutvalue Cutefficiencies and optimal cutvalue
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Fig. 5. Distribution of BDT and ANN MLP classification method outputs for input signal and background events.

samples was determined by the pipette method with sodium py-
rophosphate as peptizing agent. Based on particle size analysis the
following fractions were determined according to IUSS classifica-
tion: coarse sand (0.2—2 mm), fine sand (0.02—0.2 mm), powder
(0.002—0.02 mm) and clay (<0.002 mm).

Soil gas radon activity concentration was measured in situ by
RAD7 alpha-spectrometer (DURRIDGE Company) with stainless soil
gas probe using grab protocol (Fig. 2). While pumping, the air flow
rate is about 0.7 1/min and therefore 3.5 1 of soil gas is extracted
from the soil at the depth of 70 cm. The last calibration of used

device was performed in radon chamber at the accredited trial
metrological Lab. SUJCHBO Kamenna, Czech Republic. Calibration
laboratory is traceable to PTB Braunschweig, Germany. After that
callibration laboratory participated with RAD7 device in the 2015
NRPI Intercomparison of Radon gas Measurement Instruments
with satisfactory results (|zeta score|< 2 — Report number NRPI REG
01-2016, January 2016).

The Toolkit for Multivariate Analysis (TMVA) provides a ROOT-
integrated environment for the processing, parallel evaluation
and application of multivariate classification and multivariate
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Table 4
Variable importance for BDTG MVA method for indoor radon.

BDTG rank Variable Variable importance x 102
1 Total N 6.490
2 U-238 30 cm 6.425
3 K-40 30 cm 6.040
4 Th-232 30 cm 5.495
5 Humus 5.490
6 K0 5.406
7 Clay 5.360
8 U-238 surface 5218
9 Fine 5.116
10 CaCOs3 5.081
11 P,05 5.003
12 Cs-137 surface 4.715
13 Ra-226 30 cm 4.656
14 Elevation 4,595
15 K-40 surface 4.509
16 pH 4.435
17 Ra-226 surface 4,188
18 Powder 4.082
19 Th-232 surface 4,026
20 Coarse 3.671
40
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Fig. 6. Distribution of indoor radon concentrations and outputs from MLP Multivariate
regression method's evaluation for of indoor radon concentration.

regression methods. All multivariate methods in TMVA belong to
the family of “supervised learning” algorithms. They make use of
training events, for which the desired output is known, to deter-
mine the mapping function that either describes a decision
boundary (classification) or an approximation of the underlying
functional behavior defining the target value (regression). The two
most important Multivariate methods for our purposes are “Boos-
ted Decision Trees” (BDT) and “Artificial Neural Networks” (ANN).

Boosted Decision Trees (BDT) have been successfully used in
High Energy Physics analysis for example by the MiniBooNE
experiment (Hai-Jun et al., 2005). In BDT, the selection is done on a
majority vote on the result of several decision trees. However, the
advantage of the straightforward interpretation of the decision tree
is lost.

An Artificial Neural Network (ANN) (Rojas, 1996) is most
generally speaking any simulated collection of interconnected
neurons, with each neuron producing a certain response at a given
set of input signals. ANNs in TMVA belong to the class of Multilayer
Perceptrons (MLP), which are feed-forward neural networks.

= MLP evaluation

70 4 ° o BDTG evaluation
J Gauss fit MLP
604 - ---- Gauss fit BDTG

400 MLP eval. sigma | 17,3
o AN BDTG eval. [sigma | 16,5

Frequency

Delta [Bg/m’]

Fig. 7. Distributions of differences of outputs from MLP Multivariate regression
method and measured indoor radon concentrations.

4. Results and discussion

Table 2 shows linear correlation coefficients, which tells us how
big is the correlation of input variable and indoor radon concen-
tration. We can notice that radon is more correlated to radioiso-
topes at depth of 30 cm.

In order to use MVA methods, the sample has to have significant
statistics. Since set intended to be used in this analysis does not
have enough statistics, we artificially increased the sample by
introducing of copy of same sample events, but with modified
values of input and measured radon concentrations multiplying
initial value with 1 + random Gaussian values with sigma 1/10. We
are using the input events (set of soil sample properties and ra-
dionuclides activity in 30 cm depth and on surface) to train, test and
evaluate the 12 multivariate methods implemented in TMVA. The
graph presenting the “Receiver operating characteristic” (ROC) for
each multivariate method (Fig. 3) may be considered as the most
indicative in comparing the different methods used for classifica-
tion of radon concentrations using climate variables. On this graph
one can read the dependence of background rejection on signal
efficiency. The best method is the one that holds maximum value of
background rejection for highest Signal efficiency (Table 3), i.e. the
best method has ROC curve closest to the upper right corner on the
graph presented in Fig. 3. It turns out that the method best suited
for our purpose is the Boosted Decision Trees (BDT) method. This
means that BDT gives most efficient classification of input events.
This is seen in Fig. 4, which shows the distribution of BDT classifi-
cation method outputs for input signal and background events. The
second best method is the implementation of ANN Multilayer
Perceptrons (MLP).

In Fig. 4, one can see the values of signal and background effi-
ciency and significance. Significance, calculated as N(Signal)/
sqrt(N(Signal)+N(Background)), can be used as the value for
comparison of various multivariative methods, and also for com-
parison of method efficiencies for different sets of input variables.

Fig. 5 shows the distribution of BDT classification method out-
puts for input signal and background events. These figures again
demonstrate that classification methods work well i.e. that the
separation of signal and background works very good. Also, the
significance value for BDT is higher for higher cut values for split-
ting of input events. Interestingly, it appears that other multivariate
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methods also give better results under these new conditions.

Ranking of the BDTG input variables (Table 4) is derived by
counting how often the variables are used to split decision tree
nodes, and by weighting each split occurrence by the separation it
has achieved and by the number of events in the node. As seen from
Table 4, besides Total N, radionuclides on 30 cm depth appears to be
the most important variables for indoor radon.

Regression is the approximation of the underlying functional
behavior defining the target value. We tried to find the best
regression method that will give output values (predicted indoor
radon concentration) closest to the actual concentrations that
corresponds to specific input variables. The best multivariate
regression method is found to be BDT, and the second one is MLP,
same as in case of multivariate classifiers. Fig. 6 presents the dis-
tribution of indoor radon concentrations and outputs from the MPL
multivariate regression method evaluation of radon concentration
using all input variables.

To best way to estimate the quality of the method is to look at
the differences between the output values from MLP multivariate
regression method and the values of measured indoor radon con-
centrations (Fig. 7). The figure indicates the good predictive power
of multivariate regression methods as applied for prediction of
variations of indoor radon concentrations based on full set of input
variables.

In the city of Novi Sad Laboratory for dose and radioactivity
measurements performed soil gas measurements by active device
RAD7 coupled with soil gas probe on about 100 locations divided in
6 districts of the city. In order to verify previously obtained corre-
lations we analyzed in detail all available parameters: radionuclide
contents of the soil, average indoor radon concentrations in each
district, maximal and average soil gas concentrations for each dis-
trict and geomorphologic units. Results are shown on Figs. 8—10
and in Table 5. Indoor radon concentrations were measured by
gamma spectrometry method using charcoal canisters for radon
adsorption. The MDA for this technique of indoor radon measure-
ment is about 2 Bq/m?> and the measurement uncertainty depends
on count rates in post radon gamma lines, detector efficiency and
charcoal water gain.

The effects of radium activity concentrations in deep layers of
examined soil to indoor radon concentrations were analyzed
through linear correlations and the results are shown on Figs. 9 and
10. We used Pearson correlation coefficient based on a comparison
of the actual impact of observed variables to one another in relation
to the maximum potential impact of the two variables (1) and
obtained almost high positive correlation between radium activity
concentrations in soil and soil gas concentrations (r = 0.67296) and
low positive correlation between arithmetic means of soil gas

concentrations and indoor radon activity concentrations
(r = 0.24301).

1
. 2iXiYi — adiXid_iYi (1)

\/ [Ziyiz - (%) (Zi)/i)z} {Zixiz - (%) (Zixi)z}

5. Conclusion

In the paper the possibility of multivariate analysis application
for radon potential estimation is described in detailed. The most
appropriate multivariate method of analysis of indoor radon mea-
surements is selected from a wide spectrum of multivariate
methods developed for data analysis in high-energy physics and
implemented in the Toolkit for Multivariate Analysis software
package. The evaluation ranking results based on the best signal
efficiency and purity, show that the Boosted Decision Trees (BDT)
and Multi Layer Perceptron (MLP), based on Artificial Neural
Network (ANN), are multivariate methods which give the best re-
sults in the analysis. Further multivariate analysis results give
insight into the dependence of indoor radon concentrations with
other radionuclides activity both 30 cm underground and on sur-
face during the time of measurements, as well as soil properties
variables. The BDTG multivariate method shows that variables with
the highest importance are radionuclides activity in deep layers
compared with the activity of surface layer, but also the humus and
clay content (Table 4). Moreover, the multivariate regression
methods give a good approximation of indoor radon activity using
full set of input variables.

This study showed that radiogeochemical data are useful to
generate maps of radon priority areas. We confirmed the assump-
tion that the soil types which contain the highest content of clay
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Table 5

Comparison of available data for each analyzed district of Novi Sad city with the description of geomorphologic unit and the number of samples that were considered. Numbers
in brackets are the standard deviations for the average values and the measurement uncertainties for measured values in the range column.

City district Average of soil gas  Range of soil gas

Average of indoor radon Range of indoor radon Average of Ra-226

Range of Ra-226

(Geomorphologic unit) concentrations concentrations concentrations concentrations concentrations in soil  concentrations in soil
[Bg/m’] [Bg/m’] [Bq/m’] [Bg/m’] [Ba/kg] [Ba/kg]

Telep (Contemporary 1020(596) 315(16) 77(80) 4(2)-313(8) 33(7) 23,6(13)—46,0(22)
riverbanks, fine sandy) —2056(105)

13 samples

Detelinara (Loess clay) 1138(976) 312(17) 46(65) 4(2)—345(14) 30(7) 14,1(14)—45(2)

29 samples —4500(220)

Liman 1334(715) 230(12) 25(18) 6(2)—74(5) 27(7) 14,9(14)—40,5(21)

(Older riverbanks, sandy —2535(130)
clay)

17 samples

Veternik (Older riverbanks, 1512(616) 104(7)—2559(132) 107(93) 34(4)-276(8) 32(5) 22,3(14)—41(2)
sandy clay)

16 samples

Novo Naselje (Older 840(1033) 122(8)—3959(198) 31(33) 4(2)—-92(6) 31(6) 19(2)—44(2)
riverbanks, sandy clay)

19 samples

Sremska Kamenica 2787(1306) 1582(80) 69(27) 38(4)—110(6) 36(7) 19,9(16)—43,5(17)
(Unchanged loess) —6022(302)

14 samples

and humus best adsorb and retain radon which is reflected in References

elevated soil gas radon concentrations and higher geogenic radon
potential. This conclusion could be used for selection of locations
for planning radon permeability measurements. The best correla-
tion of radon concentrations with total nitrogen amount in the soil
is very interested result and it will be studied in next research.
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The multivariate regression methods used gives as a result a
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tified most important variables, and help with simplification of
"mapped” function which then requires smaller number of input
variables. Further analysis of "mapped” function can point to which
are the most important mechanisms for increase of indoor radon
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So the multivariate methods can be used in identifying the most
significant variables, help identify radon priority areas, and help
with physics analysis of processes of radon emanation.
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as well as online data quality checks. The software provides both traditional particle-physics
functionalities such as track reconstruction and particle identification, and accelerator physics
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support live data reconstruction during data-taking operations. MAUS allows users to develop in
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either Python or C++ and provides APIs for both. Various software engineering practices from
industry are also used to ensure correct and maintainable code, including style, unit and integration
tests, continuous integration and load testing, code reviews, and distributed version control. The
software framework and the simulation and reconstruction capabilities are described.

Keyworps: Data reduction methods; Simulation methods and programs; Software architectures
(event data models, frameworks and databases); Accelerator modelling and simulations (multi-

particle dynamics; single-particle dynamics)
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1 Introduction

1.1 The MICE experiment

The Muon Ionization Cooling Experiment (MICE) sited at the STFC Rutherford Appleton Labo-
ratory (RAL) has delivered the first demonstration of muon ionization cooling [1] — the reduction

of the phase-space of muon beams. Muon-beam cooling is essential for future facilities based on



muon acceleration, such as the Neutrino Factory or Muon Collider [2, 3]. The experiment was
designed to be built and operated in a staged manner. In the first stage, the muon beamline was
commissioned [4] and characterized [5]. A schematic diagram of the configuration used to study the
factors that determine the performance of an ionization-cooling channel is shown in figure 1. The
MICE experiment was operated such that muons passed through the experiment one at a time. The
experiment included instrumentation to identify particle species (the particle-identification detec-
tors, PID) [6—11] and to measure the phase-space coordinates of each muon. An ensemble of muons
that was representative of the muon beam was then assembled using the measured coordinates. The
techniques used to reconstruct the ensemble properties of the beam are described in [12] and the
first observation of the ionization-cooling of a muon beam is presented in [1].

The configuration shown in figure 1 was used to study the factors that determine the performance
of an ionization-cooling channel and to observe for the first time the reduction in transverse emittance
of a muon beam.

The MICE Muon Beam line is described in detail in [4]. There are 5 different detector
systems present on the beamline: time-of-flight (TOF) scintillators [6], threshold Cherenkov (Ckov)
counters [13], scintillating-fiber trackers [14], a sampling calorimeter (KL) [8, 9], and the Electron
Muon Ranger (EMR) — a totally active scintillating calorimeter [10, 11]. The TOF, Ckov, KL and
EMR detectors are used for particle identification (PID), and the scintillating-fiber trackers are used
to measure position and momentum. The TOF detector system consists of three detector stations,
TOFO0, TOF1 and TOF2, each composed of two orthogonal layers of scintillator bars. The TOF
system determines PID via the time-of-flight between the stations. Each station also provides a low-
resolution image of the beam profile. The Ckov system consists of two aerogel threshold Cherenkov
stations, CkovA and CkovB. The KL and EMR detectors, the former using scintillating fibers
embedded in lead sheets, and the latter scintillating bars, form the downstream calorimeter system.

The tracker system consists of two scintillating-fiber detectors, one upstream of the MICE
cooling cell, the other downstream, in order to measure the change in emittance across the cooling
cell. Each detector consists of 5 stations, each station having 3 fiber planes, allowing precision
measurement of momentum and position to be made on a particle-by-particle basis.
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Figure 1. Schematic diagram of the MICE experiment.The red rectangles represent the coils of the spec-
trometer solenoids and focus-coil module. The individual coils of the spectrometer solenoids are labelled
El, C, E2, M1 and M2. The various detectors (time-of-flight hodoscopes (TOFO, TOF1) [6], Cherenkov
counters [13], scintillating-fiber trackers [14], KLOE-Light (KL) calorimeter [7, 8], and Electron Muon
Ranger (EMR) [10, 11]) are also represented.



1.2 Software requirements

The MICE software must serve both the accelerator-physics and the particle-physics needs of
the experiment. Traditional particle-physics functionality includes reconstructing particle tracks,
identifying them, and simulating the response from various detectors, while the accelerator-physics
aspect includes the calculation of transfer matrices and Twiss parameters and propagating the beam
envelopes. All of these items require a detailed description of the beamline, the geometries of the
detectors, and the magnetic fields, as well as functionality to simulate the various detectors and
reconstruct the detector outputs. MICE aims to measure the change in emittance to 1%, which
imposes requirements on the performance of the track reconstruction, particle identification and
measurements of scattering widths. In addition, the computational performance of the software
was also important in order to ensure that the software can reconstruct data with sufficient speed to
support live online monitoring of the experiment.

2 MAUS

The MICE Analysis User Software (MAUS) is the collaboration’s simulation, reconstruction, and
analysis software framework. MAUS provides a Monte Carlo (MC) simulation of the experiment,
reconstruction of tracks and identification of particles from simulations and real data, and provides
monitoring and diagnostics while running the experiment.

Installation is performed via a set of shell scripts with SCons [15] as the tool for constructing and
building the software libraries and executables. The codebase is maintained with GNU Bazaar [16],
a distributed version control system, and is hosted on Launchpad [17], a website that provides
functionalities to host and maintain the software repository. MAUS has a number of dependencies
on standard packages such as Python, ROOT [18] and Geant4 [19] which are built as “third party”
external libraries during the installation process. The officially supported platform is Scientific
Linux 6 [20] though developers have successfully built on CentOS [21], Fedora [22], and Ubuntu [23]
distributions.

Each of the MICE detector systems, described in section 1.1, is represented within MAUS.
Their data structures are described in section 2.2 and their simulation and reconstruction algorithms
in sections 3 and 4. MAUS also provides “global” reconstruction routines, which combine data
from individual detector systems to identify particle species by the likelihood method and perform
a global track fit. These algorithms are also described in section 4.

2.1 Code design

MAUS is written in a mixture of Python and C++. C++ is used for complex or low-level algorithms
where processing time is important, while Python is used for simple or high-level algorithms where
development time is a more stringent requirement. Developers are allowed to write in either Python or
C++ and Python bindings to C++ are handled through internal abstractions. In practice, all the recon-
struction modules are written in C++ but support is provided for legacy modules written in Python.

MAUS has an Application Programming Interface (API) that provides a framework on which
developers can hang individual routines. The MAUS API provides MAUS developers with a well-
defined environment for developing reconstruction code, while allowing independent development
of the back-end and code-sharing of common elements, such as error handling.



The MAUS data processing model is inspired by the Map-Reduce framework [24], which forms
the core of the API design. Map-Reduce, illustrated in figure 2 is a useful model for parallelizing
data processing on a large scale. A map process takes a single object as an input, transforms it,
and returns a new object as the output (in the case of MAUS this input object is the spill class, see
section 2.2).

A module is the basic building block of the MAUS API framework. Four types of module exist
within MAUS:

1. Inputters generate input data either by reading data from files or over a network, or by
generating an input beam;

2. Mappers modify the input data, for example by reconstructing signals from detectors, or
tracking particles to generate MC hits;

3. Reducers collate the mapped data and provide functionality that requires access to the entire
data set; and

4. Outputters save the data either by streaming over a network or writing to disk.

Input —" ~a
Input p» Map —» Reduce —f Output

Input —{ Map

Input —p Map

Reduce —»» Output

Input |—ay |

Figure 2. A Map-Reduce framework.

Each module type follows a common, extensible, object-orientated class hierarchy, shown for the
case of the map and reduce modules in figure 3.

There are some objects that sit outside the scope of this modular framework but are nevertheless
required by several of the modules. For instance, the detector geometries, magnetic fields, and
calibrations are required by the reconstruction and simulation modules, and objects such as the
electronics-cabling maps are required in order to unpack data from the data acquisition (DAQ)
source, and error handling functionality is required by all of the modules. All these objects are
accessed through a static singleton globals class.

MAUS has two execution concepts. A job refers to a single execution of the code, while a run
refers to the processing of data for a DAQ run or MC run. A job may contain many runs. Since
data are typically accessed from a single source and written to a single destination, inputters and
outputters are initialized and destroyed at the beginning and end of a job. On the other hand, mappers



IModule
+ virtual birth(string) : void
+ virtual death() : void

public virtual public virtual public virtual

ModuleBase
IMap + birth(string) IReduce
+ process(T*) : void + death() : void + process(T*) : void
+ virtual process_pyobj(PyObject*) : PyObject™ - virtual birth(string) : void + virtual process_pyobj(PyObject*) : PyObject™
- virtual death() : void

public virtual

public virtual /Jublic public public virtual

MapBase ReduceBase
ISpecialisedMap + _process(T*) : void + _process(T*) : void
- process(T*) : void - process(T*) : void
- process_pyobj(PyObject*) : PyObject* - process_pyobj(PyObject*) : PyObject*
public virtual public Tpublic public
MyMap MyReduce
SpecialisedMapBase - _birth(string) : void - _birth(string) : void
- _death() : void - _death() : void
- _process(T*) : void - _process(T#) : void

Figure 3. The MAUS API class hierarchy for Map and Reduce modules. The input and output modules
follow related designs. T represents a templated argument. “+” indicates the introduction of a virtual void
method, defining an interface, while “-” indicates that a class implements that method, fulfilling that aspect
of the interface. The process_pyobj functions are the main entry points for Python applications, and process
the entry points for C++ applications. The framework can be extended as many times as necessary, as
exemplified by the “SpecialisedMap” classes.
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and reducers are initialized at the beginning of a run in order to allow run-specific information such
as electronics cabling maps, fields, calibrations and geometries to be loaded.

The principal data type in MAUS, which is passed from module to module, is the spill. A
single spill corresponds to data from the particle burst associated with a dip of the MICE target [4].
A spill lasts up to ~ 3 ms and contains several DAQ triggers. Data from a given trigger define a
single MICE event. In the language of the Input-Map-Reduce-Output framework, an Input module
creates an instance of spill data, a Map module processes the spill (simulating, reconstructing, etc.),
a Reduce module acts on a collection of spills when all the mappers finish, and finally an Output
module records the data to a given file format.

Modules can exchange spill data either as C++ pointers or JSON [25] objects. In Python, the
data format can be changed by using a converter module, and in C++ mappers are templated to a
MAUS data type and an API handles any necessary conversion to that type (see figure 3).

Data contained within the MAUS data structure (see section 2.2) can be saved to permanent
storage in one of two formats. The default data format is a ROOT [18] binary and the secondary
format is JSON. ROOT is a standard high-energy physics analysis package, distributed with MAUS,
through which many of the analyses on MICE are performed. Each spill is stored as a single entry in a
ROOT TTree object. JSON is an ASCII data-tree format. Specific ISON parsers are available — for
example, the Python json library, and the C++ JsonCpp [26] parser come prepackaged with MAUS.



In addition to storing the output from the map modules, MAUS is also capable of storing the data
produced by reducer modules using a special Image class. This class is used by reducers to store im-
ages of monitoring histograms, efficiency plots, etc. Image data may only be saved in JSON format.

2.2 Data structure
2.2.1 Physics data

At the top of the MAUS data structure is the spill class which contains all the data from the
simulation, raw real data and the reconstructed data. The spill is passed between modules and
written to permanent storage. The data within a spill is organized into arrays of three possible
event types: an MCEvent contains data representing the simulation of a single particle traversing
the experiment and the simulated detector responses; a DAQEvent corresponds to the real data for
a single trigger; and a ReconEvent corresponds to the data reconstructed for a single particle event
(arising either from a Monte Carlo(MC) particle or a real data trigger). These different branches of
the MAUS data structure are shown diagrammatically in figures 4-9.

The sub-structure of the MC event class is shown in figure 5. The class is subdivided into events
containing detector hits (energy deposited, position, momentum) for each of the MICE detectors
(see section 1.1). The event also contains information about the primary particle that created the
hits in the detectors.

The sub-structure of the reconstruction event class is shown in figure 6. The class is subdivided
into events representing each of the MICE detectors, together with the data from the trigger, and
data for the global event reconstruction. Each detector class and the global-reconstruction class has
several further layers of reconstruction data. This is shown in figures 7-9.

Spill

//\\‘\‘

DAQData EMRSpillData MausEventType MCEventArray ReconEventArray Scalars

Figure 4. The MAUS output structure for a spill event. The label in each box is the name of the C++ class.
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Figure 5. The MAUS data structure for MC events. The label in each box is the name of the C++ class and
[] indicates that child objects are array items.
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Figure 6. The MAUS data structure for reconstructed events. The label in each box is the name of the C++
class.

EMREvent
EMRPIlaneHitArray
EMRPIlaneHit
1l
CkovEvent
A 4
l EMRBarArray
KLEvent
CkovDigitArray y
EMRBar
l 1 KLEventDigit KLEventCellHit
CkovDigit l

A 4 \ 4
KLDigitArray KLCellHitArray

EMRBarHitArray

[l
EMRBarHit KLDigit KLCellHit
CkovA CkovB T T 0

Figure 7. The MAUS data structure for CKOV (left), EMR (middle) and KL (right) reconstructed events.
The label in each box is the name of the C++ class [] indicates that child objects are array items.
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2.2.2 Top level data organization

In addition to the spill data, MAUS also contains structures for storing supplementary information
for each run and job. These are referred to as JobHeader and JobFooter, and RunHeader and
RunFooter. The JobHeader and JobFooter represent data, such as the MAUS release version,
associated with the start and end of a job, and the RunHeader and RunFooter represent data, such
as the geometry and calibrations associated with a run, associated with the start and end of a run.
These are saved to the output along with the spill.

In order to interface with ROOT, particularly in order to save data in the ROOT format, thin
wrappers for each of the top level classes, and a templated base class, were introduced. This
allows the ROOT TTree, in which the output data is stored (see section 2.2.1), to be given a single
memory address to read from. The wrapper for Spill is called Data, while for each of RunHeader,
RunFooter, JobHeader and JobFooter, the respective wrapper class is just given the original class
name with “Data” appended, e.g., RunHeaderData. The base class for each of the wrappers is
called MAUSEvent. The class hierarchy is illustrated in figure 10.

MAUSEvent
+ virtual GetEvent() : T*
+ virtual SetEvent(T*) : void

public
<<bind>>
T -> Spill

public public
<<bind>> <<bind>>
T -> JobHeader |T -> JobFooter

public
<<bind>>
T -> RunHeader

public
<<bind>>
T -> RunFooter

Data JobHeaderData JobFooterData RunHeaderData RunFooterData
- virtual GetEvent() : Spill* - virtual GetEvent() : JobHeader* - virtual GetEvent() : JobFooter* - virtual GetEvent() : RunHeader* - virtual GetEvent() : RunFooter*
- virtual SetEvent(Spill*) : void - virtual SetEvent(JobHeader*) : void - virtual SetEvent(JobFooter*) : void - virtual SetEvent(RunHeader*) : void - virtual SetEvent(RunFooter*) : void

Figure 10. Class hierarchy for the wrappers and base class of the top-level classes of the MAUS data
structure.

2.3 Data flow

The MAUS data-flow, showing the reconstruction chain for data originating from MC or real data,
is depicted in figure 11. Each item in the diagram is implemented as an individual module. The
data flow is grouped into three principal areas: the simulation data flow used to generate digits
(electronics signals) from particle tracking; the real data flow used to generate digits from real
detector data; and the reconstruction data flow which illustrates how digits are built into higher
level objects and converted to parameters of interest. The reconstruction data flow is the same for
digits from real data and simulation. In the case of real data, separate input modules are provided
to read either directly from the DAQ, or from archived data stored on disk. A reducer module for
each detector provides functionality to create summary histograms.

2.4 Testing

MAUS has a set of tests at the unit level and the integration level, together with code-style tests
for both Python and C++. Unit tests are implemented to test a single function, while integration
tests operate on a complete workflow. Unit tests check that each function operates as intended
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by the developer. Tests are run automatically for every version committed to the repository and
results show that a high level of code coverage has been achieved. Integration tests allow the overall
performance of the code to be checked against specifications. The MAUS team provides unit test
coverage that executes 70—-80 % of the total code base. This level of coverage typically results in a
code that performs the major workflows without any problems.

The MAUS codebase is built and tested using a Jenkins [27] continuous integration environment
deployed on a cluster of servers. Builds and tests of the development branch are automatically
triggered when there is a change to the codebase. Developers are asked to perform a build and
test on a personal branch of the codebase using the test server before requesting a merge with the
development trunk. This enables the MAUS team to make frequent clean releases. Typically MAUS
works on a 4-8 week major-release cycle.

3 Monte Carlo

The Monte Carlo simulation of MICE encompasses beam generation, geometrical description of
detectors and fields, tracking of particles through detectors and digitization of the detectors’ response
to particle interactions.

3.1 Beam generation

Several options are provided to generate an incident beam. Routines are provided to sample
particles from a multivariate Gaussian distribution or generate ensembles of identical particles
(pencil beams). In addition, it is possible to produce time distributions that are either rectangular
or triangular in time to give a simplistic representation of the MICE time distribution. Parameters,
controlled by data-cards, are available to control random seed generation, relative weighting of
particle species and the transverse-to-longitudinal coupling in the beam. MAUS also allows the
generation of a polarized beam.

Beam particles can also be read in from an external file created by G4Beamline [28] — a
particle-tracking simulation program based on Geant4, or ICOOL [29] — a simulation program
that was developed to study the ionization cooling of muon beams, as well as files in user-defined
formats. In order to generate beams which are more realistic taking into account the geometry and
fields of the actual MICE beamline, we use G4Beamline to model the MICE beamline from the
target to a point upstream of the second quad triplet (upstream of Q4). The beamline settings, e.g.,
magnetic field strengths and number of particles to generate, are controlled through data-cards. The
magnetic field strengths have been tuned to produce beams that are reasonably accurate descriptions
of the real beam. Scripts to install G4beamline are shipped with MAUS.

Once the beam is generated, the tracking and interactions of particles as they traverse the rest
of the beamline and the MICE detectors are performed using Geant4.

3.2 Geantd

A drawing of the MICE Muon Beam line [4] is shown in figure 12. It consists of a quadrupole
triplet (Q123) that captures pions produced when the MICE target intersects the ISIS proton beam, a
pion-momentum-selection dipole (D1), a superconducting solenoid (DS) to focus and transport the
particles to a second dipole (D2) that is used to select the muon-beam momentum, and a transport

—12 -



channel composed of a further two quadrupole triplets (Q456 and Q789). As described in the next
section, the positions and apertures of the beamline magnets were surveyed and are reproduced
in the geometry along with windows and materials in the path of the muon beams. The Geant4
simulation within MAUS starts 1 m downstream of the second beamline dipole magnet D2. Geant4
bindings are encoded in the Simulation module. Geant4 groups particles by run, event and track.
A Geant4 run maps to a MICE spill; a Geant4 event maps to a single inbound particle from the
beamline; and a Geant4 track corresponds to a single particle in the experiment.

18IS
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MICE Muon Beam line Coai Salenni

Figure 12. (a) Top and (b) side views of the MICE Muon Beamline, its instrumentation, and the experimental
configuration. A titanium target dipped into the ISIS proton synchrotron and the resultant spill of particles
was captured with a quadrupole triplet (Q1-3) and transported through momentum-selecting dipoles (D1,
D2). The quadrupole triplets (Q4—6, Q7-9) transported particles to the upstream spectrometer module. The
time-of-flight of particles, measured between TOF0O and TOF1, was used for particle identification.

Geant4 provides a variety of reference physics processes to model the interactions of particles
with matter. The default process in MAUS is “QGSP_BERT” which causes Geant4 to model hadron
interactions using a Bertini cascade model up to 10 GeV/c [30]. MAUS provides methods to set up
the Geant4 physical processes through user-controlled data-cards. Finally, MAUS provides routines
to extract particle data from the Geant4 tracks at user-defined locations.

3.3 Geometry

MAUS uses an online Configuration Database to store all of its geometries. These geometries
have been extracted from CAD drawings which are updated based on the most recent surveys and
technical drawings available. The CAD drawings are translated to a geometry-specific subset of
XML, the Geometry Description Markup Language (GDML) [31] prior to being recorded in the
configuration database through the use of the FastRAD [32] commercial software package.

The GDML formatted description contains the beamline elements and the positions of the
detector survey points. Beam-line elements are described using tessellated solids to define the
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shapes of the physical volumes. The detectors themselves are described using an independently
generated set of GDML files using Geant4 standard volumes. An additional XML file is appended to
the geometry description that assigns magnetic fields and associates the detectors to their locations
in the GDML files. This file is initially written by the geometry maintainers and formatted to
contain run-specific information during download.

The GDML files can be read via a number of libraries in Geant4 and ROOT for the purpose
of independent validation. The files are in turn translated into the MAUS-readable geometry files
either by accessing directly the data using a python extension or through the use of EXtensible
Stylesheet Language Transformations (XSLT) [33].

3.4 Tracking, field maps and beam optics
MAUS tracking is performed using Geant4. By default, MAUS uses 4" order Runge-Kutta (RK4)

for tracking, although other routines are available. RK4 has been shown to have very good precision
relative to the MICE detector resolutions, even for step sizes of several cm.

In a solenoid focussing lattice a cylindrically symmetric beam can be described by the 4D RMS
beam emittance &y and optical parameters 8, and ', its derivative with respect to z. 3, is related
to the variance of the position of particles x by [34]:

_ pzVar(x)

B (3.1

enymc

where m is the particle mass, c is the speed of light, and p, is the beam longitudinal momentum.
In the approximation that particles travel near to the solenoid axis, transport of the beam envelope
can be performed by integration of the differential equation:

288" — (B +4B2k* —4(1 + L) = 0. (3.2)

Transport of individual particles can be performed using numerical integration of the Lorentz force
law. Alternately transport can be performed by calculating a transfer map M defined by:

ﬁds = Ml'_ius; (33)

where ii, s and i are the upstream and downstream transverse phase space vectors ii = (x, px, ¥, Py).
MAUS can calculate the transfer map at arbitrary order by transporting a handful of particles and
fitting to a multidimensional polynomial in i.

Electromagnetic field maps are implemented in a series of overlapping regions. The world
volume is divided into a number of voxels, and the field maps that impinge on each voxel is stored
in a list. At each tracking step, MAUS iterates over the list of fields that impinge on the voxels
within which the particle is stepping. For each field map, MAUS transforms to the local coordinate
system of the field map, and calculates the field. The field values are transformed back into the
global coordinate system, summed, and passed to Geant4. The voxelization enables the simulation
of long accelerators without a performance penalty.

Numerous field types have been implemented within the MAUS framework. Solenoid fields
can be calculated numerically from cylindrically symmetric 2D field maps, by taking derivatives
of an on-axis solenoidal field or by using the sum of fields from a set of cylindrical current sheets.
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The use of field maps enables the realistic reproduction of the MICE apparatus, while a derivatives-
based approach enables the exclusion of different terms in the higher order parts of the transfer
map [35]. Multipole fields can be calculated from a 3D field map, or by taking derivatives from
the usual multipole expansion formulae. Linear, quadratic and cubic interpolation routines have
been implemented for field maps. Pillbox fields can be calculated by using the Bessel functions
appropriate for a TMO10 cavity or by reading a cylindrically symmetric field map.

The transport algorithms have been compared with each other and experimental data and show
agreement at linear order [36] in ii. Work is ongoing to study the effect of aberrations in the
optics, indicated by non-linear terms in the transfer map relationship. These aberrations can cause
distortion of the beam leading to emittance growth, which has been observed in the tails of the
MICE beam. The tracking in MAUS has been benchmarked against ICOOL, G4Beamline, and
MaryLie [37], demonstrating good agreement. The routines have been used to model a number of
beamlines and rings, including a neutrino factory front-end [38].

3.5 Detector response and digitization

The modeling of the detector response and electronics enables MAUS to provide data used to test
reconstruction algorithms and estimate the uncertainties introduced by detectors and their readout.

The interaction of particles in materials is modeled using Geant4. For each detector, a “sensitive
detector” class processes Geant4 hits in active detector volumes and stores hit information such as
the volume that was hit, the energy deposited and the time of the hit. Each detector’s digitization
routine then simulates the response of the electronics to these hits, modeling processes such as the
photo-electron yield from a scintillator bar, attenuation in light guides and the pulse shape in the
electronics. The data structure of the outputs from the digitizers are designed to match the output
from the unpacking of real data from the DAQ.

4 Reconstruction

The reconstruction chain takes as its input either digitized hits from the MC or DAQ digits from
real data. Regardless, the detector reconstruction algorithms, by requirement and design, operate
the same way on both MC and real data.

4.1 Time of flight

There are three time-of-flight detectors in MICE which serve to distinguish particle type. The
detectors are made of plastic scintillator and in each station there are orthogonal x and y planes
with 7 or 10 slabs in each plane.

Each Geant4 hit in the TOF is associated with a physical scintillator slab. The energy deposited
by a hit is first converted to units of photo-electrons. The photo-electron yield from a hit accounts
for the light attenuation corresponding to the distance of the hit from the photomultiplier tube
(PMT) and is then smeared by the photo-electron resolution. The yields from all hits in a given
slab are then summed and the resultant yield is converted to ADC counts.

The time of the hit in the slab is propagated to the PMTs at either end of the slab. The propagated
time is then smeared by the PMT’s time resolution and converted to TDC counts. Calibration
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corrections based on real data are then added to the TDC values so that, at the reconstruction stage,
they can be corrected just as is done with real data.

The reconstruction proceeds in two main steps. First, the slab-hit-reconstruction takes indi-
vidual PMT digits and associates them to reconstruct the hit in the slab. If there are multiple hits
associated with a PMT, the hit which is earliest in time is taken to be the real hit. Then, if both
PMTs on a slab have fired, the slab is considered to have a valid hit. The TDC values are converted
to time and the hit time and charge associated with the slab hit are taken to be the average of the two
PMT times and charges respectively. In addition, the product of the PMT charges is also calculated
and stored. Secondly, individual slab hits are used to form space-points. A space-point in the TOF
is a combination of x and y slab hits. All combinations of x and y slab hits in a given station are
treated as space-point candidates. Calibration corrections, stored in the Configurations Database,
are applied to these hit times and if the reconstructed space-point is consistent with the resolution of
the detector, the combination is said to be a valid space-point. The TOF has been shown to provide
good time resolutions at the 60 ps level [6].

2} F .
= . —MC Simulated
© 20000~ -.-MC Reconstructed
Lu -
15000
10000{— .
5000[—
o) E I =-=I_| L L
2 3 4 5 6

Relative time of flight [ns]

Figure 13. Relative time of flight between TOF0 and TOF1. The yellow histogram represents true MC
events and the solid markers represent the same sample reconstructed with MAUS.

4.2 Scintillating-fiber trackers

The scintillating-fiber trackers are the central piece of the reconstruction. As mentioned in sec-
tion 1.1, there are two trackers, one upsteam and the other downstream of an absorber, situated
within solenoidal magnetic fields. The trackers measure the emittance before and after particles
pass through the absorber.

The tracker software algorithms and performance are described in detail in [39]. Digits are the
most basic unit fed into the main reconstruction module, each digit representing a signal from one
channel. Digits from adjacent channels are assumed to come from the same particle and are grouped
to form clusters. Clusters from channels which intersect each other, in at least two planes from the
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Figure 14. Position and momentum distributions of muons reconstructed at upstream tracker station nearest
to the absorber: a) x, b) y, ¢) px, d) py. The yellow histograms represent true MC simulations, and the
markers represent the MC sample reconstructed using MAUS.

same station, are used to form space-points, giving x and y positions where a particle intersected
a station. Once space-points have been found, they are associated with individual tracks through
pattern recognition (PR), giving straight or helical PR tracks. These tracks, and the space-points
associated with them, are then sent to the final track fit. To avoid biases that may come from
space-point reconstruction, the Kalman filter uses only reconstructed clusters as input.

4.3 KL calorimeter

Hit-level reconstruction of the KL is implemented in MAUS. Individual PMT hits are unpacked
from the DAQ or simulated from MC and the reconstruction associates them to identify the slabs
that were hit and calculates the charge and charge-product corresponding to each slab hit. The KL
has been used successfully to estimate the pion contamination in the MICE muon beamline [9].

4.4 Electron-muon ranger

Hit-level reconstruction of the EMR is implemented in MAUS. The integrated ADC count and time
over threshold are calculated for each bar that was hit. The EMR reconstructs a wide range of
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variables that can be used for particle identification and momentum reconstruction. The software
and performance of the EMR are described in detail in [10].

4.5 Cherenkov

The CKOV reconstruction takes the raw flash-ADC data, subtracts pedestals, calculates the charge
and applies calibrations to determine the photo-electron yield.

4.6 Global reconstruction

The aim of the Global Reconstruction is to take the reconstructed outputs from individual detectors
and tie them together to form a global track. A likelihood for each particle hypothesis is also
calculated.

4.6.1 Global track matching

Global track matching is performed by collating particle hits (TOFs 0, 1 and 2, KL, Ckovs) and
tracks (Trackers and EMR) from each detector using their individual reconstruction and combining
them using a RK4 method to propagate particles between these detectors.The tracking is performed
outwards from the cooling channel — i.e., from the upstream tracker to the TOFO detector, and from
the downstream tracker to the EMR detector. Track points are matched to form tracks using an RK4
method. Initially this is done independently for the upstream and downstream sections (i.e., either
side of the absorber). As the trackers provide the most accurate position reconstruction, they are
used as starting points for track matching, propagating hits outwards into the other detectors and then
comparing the propagated position to the measured hit in the detector. The acceptance criterion for a
hit belonging to a track is an agreement within the detector’s resolution with an additional allowance
for multiple scattering. Track matching is currently performed for all TOFs, KL. and EMR.

The RK4 propagation requires the mass and charge of the particle to be known. Hence, it is
necessary to perform track matching using a hypothesis for each particle type (muons, pions, and
electrons). Tracks for all possible PID hypotheses are then passed to the Global PID algorithms.

4.6.2 Global PID

Global particle identification in MICE typically requires the combination of several detectors. The
time-of-flight between TOF detectors can be used to calculate velocity, which is compared with the
momentum measured in the trackers to identify the particle type. For all events but those with very
low transverse momentum (p,), charge can be determined from the direction of helical motion in
the trackers. Additional information can be obtained from the CKOV, KL and EMR detectors. The
global particle identification framework is designed to tie this disparate information into a set of
hypotheses of particle types, with an estimate of the likelihood of each hypothesis.

The Global PID in MAUS uses a log-likelihood method to identify the particle species of a
global track. It is based upon a framework of PID variables. Simulated tracks are used to produce
probability density functions (PDFs) of the PID variables. These are then compared with the PID
variables for tracks in real data to obtain a set of likelihoods for the PIDs of the track.

The input to the Global PID is several potential tracks from global track matching. During
the track matching stage, each of these tracks was matched for a specific particle hypothesis. The
Global PID then takes each track and determines the most likely PID following a series of steps:
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1. Each track is copied into an intermediate track;
2. For each potential PID hypothesis p, the log-likelihood is calculated using the PID variables;
3. The track is assigned an object containing the log-likelihood for each hypothesis; and

4. From the log-likelhoods, the confidence level, C.L., for a track having a PID p is calculated
and the PID is set to the hypothesis with the best C.L.

4.7 Online reconstruction

During data taking, it is essential to visualize a detector’s performance and have diagnostic tools to
identify and debug unexpected behavior. This is accomplished through summary histograms of high
and low-level quantities from detectors. The implementation is through a custom multi-threaded ap-
plication based on a producer-consumer pattern with thread-safe FIFO buffers. Raw data produced
by the DAQ are streamed through a network and consumed by individual detector mappers described
in section 3. The reconstructed outputs produced by the mappers, are in turn consumed by the
reducers. The mappers and reducers are distributed among the threads to balance the load. Finally,
outputs from the reducers are written as histogram images. Though the framework for the online
reconstruction is based on parallelized processing of spills, the reconstruction modules are the same
as those used for offline processing. A lightweight tool based on Django [40] provides live web-
based visualization of the histogram images as and when they are created. Typical data rates during
experimental operations were ~ 300 MB/s. The average event rate varied, depending on the configu-
ration of the beamline, with the maximum instantaneous rate being ~ 150 kHz. MAUS performance
matched the data rates and online reconstruction happened virtually “live” with the reconstructed
outputs available instantly allowing collaborators to monitor the quality of the data being acquired.

S Summary

The MICE collaboration has developed the MAUS software suite to simulate the muon beamline,
simulate the MICE detectors, and reconstruct both simulated and real data. The software also
provides global track-matching and particle-identification capabilities. Simplified programming
interfaces and testing environments enable productive development. MAUS has been successfully
used to reconstruct data online during data collection. In addition, MAUS is routinely used to
perform reconstruction of the entire MICE data volume on batch production systems. MICE has
collected ~ 15 TB of raw data and a full reconstruction of the data is performed with each released
version of MAUS. The batch systems are also used to perform compute-intensive simulations with
various configurations of the beamline and the cooling channel.
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The indoor radon behavior has complex dynamics due to the influence of the large number of
different parameters: the state of indoor atmosphere (temperature, pressure, and relative hu-
midity), aerosol concentration, the exchange rate between indoor and outdoor air, construc-
tion materials, and living habits. As a result, indoor radon concentration shows variation,
with the usual periodicity of one day and one year. It is well-known that seasonal variation of
the radon concentration exists. It is particularly interesting to investigate indoor radon varia-
tion at the same measuring location and time period, each year, due to estimation of individual
annual dose from radon exposure. The long-term indoor radon measurements, in a typical
family house in Serbia, were performed. Measurements were taken during 2014, 2015, and
2016, in February and July, each year. The following measuring techniques were used: active
and charcoal canisters methods. Analysis of the obtained results, using multivariate analysis

methods, is presented.

Key words: radon variability, multivariate regression analysis, multi-seasonal radon

measurements, indoor radon

INTRODUCTION

The research of the dynamics of radon in various
environments, especially indoors, is of great impor-
tance in terms of protection against ionizing radiation
and in designing of measures for its reduction. Pub-
lished results and development of many models to de-
scribe the behavior of indoor radon, indicates the com-
plexity of this research, especially with models for
prediction of the variability of radon [1-3]. This is be-
cause the variability of radon depends on a large num-
ber of variables such as local geology, permeability of
soil, building materials used for the buildings, the state
of the indoor atmosphere (temperature, pressure and
relative humidity), aerosol concentration, the ex-
change rate between indoor and outdoor air, construc-
tion materials, as well as the living habits of people. It
is known that the indoor radon concentration variation
has periodicity of one day and one year. It is also
well-known that the seasonal variation of the radon
concentration exists. This is why it is particularly in-
teresting to investigate indoor radon variation at the
same measuring location and time period, year after

* Corresponding author; e-mail: udovicic@ipb.ac.rs

year, in order to estimate the individual annual dose
from radon exposure. In that sense, we performed
long-term indoor radon measurements in a typical
family house in Serbia. Measurements were taken dur-
ing the 2014, 2015, and 2016, in February and July,
each year. We used the following measuring tech-
niques: active and charcoal canisters methods. The de-
tailed analysis of the obtained results using
multivariate analysis (MVA) methods is presented in
this paper.

First, MVA methods were tested on the radon
variability studies in the Underground Low Back-
ground Laboratory in the Institute of Physics, Bel-
grade [4, 5]. Several climate variables: air tempera-
ture, pressure, and humidity were considered. Further
advance was made by using all the publicly available
climate variables monitored by nearby automatic me-
teorological station. In order to analyze the depend-
ence of radon variation on multiple variables,
multivariate analysis needs to be used. The goal was to
find an appropriate method, out of the wide spectrum
of multivariate analysis methods that are developed
for the analysis of data from high-energy physics ex-
periments, to analyze the measurements of variations
of radon concentrations in indoor spaces. Previous
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analysis were done using the maximum of 18 climate
parameters and use and comparison of 8 different
multivariate methods. In this paper the number of vari-
ables is reduced to the most important ones and new
derived variables, like vapor pressure, simple modeled
solar irradiance and simple modeled precipitation,
which were introduced in the multivariate analysis.

INDOOR RADON MEASUREMENTS
METHODS

Depending on the integrated measurement time,
methods of measurement of the indoor radon concentra-
tions may be divided into long-term and short-term ones.
The device for the performed short-term radon measure-
ments is SN1029 radon monitor (manufactured by the
Sun Nuclear Corporation, NRSB approval-code 31822)
with the following characteristics: the measurement
range from 1 Bqm™ to 99.99 kBqm >, accuracy equal to
+25 %, sensitivity of 0.16 counts hour per Bqm=. The
device consists of two diffused junction photodiodes as
the radon detector which is furnished with sensors for
temperature, barometric pressure, and relative humidity.
The sampling time was set to 2 h. The method for Char-
coal Canister used is: EERF Standard Operating Proce-
dures for Radon-222 Measurement Using Charcoal Can-
isters [6], also used by major laboratories which conduct
radon measurements in Serbia [7]. Exposure time of the
charcoal canisters was 48 h. The connection between
short term and long term measurements has attracted
some interest previously [8].

The family house, selected for the measurements
and analysis of variations of radon concentrations, is a
typical house in Belgrade residential areas, with re-
quirement of existence of cellar. House is built on
limestone soil. Radon measurements were carried out
in the living room of the family house, which is built of
standard materials (brick, concrete, mortar) and iso-
lated with styrofoam. During the period of measure-
ments (winter-summer 2014, 2015, and 2016), the
house was naturally ventilated and air conditioning
was used in heating mode at the beginning of the mea-
surement period. During the winter period measure-
ments, the electrical heating was used in addition to air
conditioning. Measured radon concentrations, room
temperature (7 _id), atmospheric pressure (P_id) and
relative humidity (A _id) inside the house, were ob-
tained using radon monitor. Values of meteorological
variables, in the measurement period, were obtained
from an automatic meteorological station, located near
the house in which the measurement was performed.
We used the following meteorological variables: ex-
ternal air temperature (7)), also at height of S5cm, pres-
sure (P) and humidity (H), solar irradiation, wind
speed, precipitation, temperature of the soil at depths
of 10 cm, 20 cm and 50 cm. The natural ventilation
routine was not monitored. Since the ventilation is of

crucial importance for the level of radon indoors [9],
Multivariate regression analysis was used mainly for
winter periods.

MULTIVARIATE REGRESSION
ANALYSIS

In many fields of physics, especially in high-en-
ergy physics, there is the demand for detailed analyses
of a large amount of data. For this purpose, the data
analysis environment ROOT [10], is developed.
ROOT is modular scientific software framework,
which provides all the functionalities needed to deal
with big data processing, statistical analysis, visual-
ization and storage. A specific functionality gives the
developed Toolkit for Multivariate Analysis (TMVA)
[11]. The TM VA provides an environment for the pro-
cessing, parallel evaluation and application of
multivariate regression techniques.

TMVA is used to create, test and apply all avail-
able regression multivariate methods, implemented in
ROQT, in order to find methods which are the most ap-
propriate and yield maximum information on the de-
pendence of indoor radon concentrations on the multi-
tude of meteorological variables. Regression methods
are used to find out which regression method can, if
any, on the basis of input meteorological variables
only, give an output that would satisfactorily close
match the observed variations of radon concentra-
tions. The output of usage of multivariate regression
analysis methods has mapped functional behavior,
which can be used to evaluate the measurements of ra-
don concentrations using input meteorological vari-
ables only. All the methods make use of training
events, for which the desired output is known and is
used for training of Multivariate regression methods,
and test events, which are used to test the MVA meth-
ods outputs.

RESULTS

Measurements were performed during February
and July in 2014, 2015, and 2016 using radon monitor
and charcoal canister measurements. The descriptive
results are summarized in tab. 1. The measurements
using radon monitor and charcoal canisters are in good
agreement.

Previous work done by researchers from the
Low Background Laboratory, Institute of Physics,
Belgrade, using the MVA analysis in search of connec-
tions between radon concentration and meteorological
variables, included only one period of measurement,
February or July 2014 [4]. Now the MVA analysis is
using all the measured data February/July 2014-2016.
New variables introduced in MVA analysis are mod-
eled solar irradiance, modeled precipitation and vapor
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Table 1. Descriptive results of February and July 2014, 2015, and 2016 measurements, using radon monitor and charcoal

canisters (only in February)

Arithmetic mean of radon activity using radon monitor
(standard deviation) [Bqm °]

Results of measurements 2014 2015 2016
Feb. ‘ July Feb. July Feb. July
Minimal radon activity using radon monitor [Bqm ] 15 0 28 0 12 3
Maximal radon activity using radon monitor [Bqm *] 1000 286 915 88 1013 262
Median radon activity using radon monitor [Bqm ] 418 25 524 22 412 28
402 40 508 27 423 39

Q16  @H | Qo1 a8 | el (32

Room temperature using radon monitor
(standard deviation) [°C]

204 247 212 249 | 223 246
(0.8) (09 | (0.6) (0.8) | 0.6) (0.8

Relative humidity using radon monitor
(standard deviation) [%]

674 678 68.2 51.5 640 589
G (@48 | @8 @ | 64 (13

Radon activity using charcoal canister 432 / 518 / 407 /
(standard deviation) [Bqm ] (10) (6) (5)
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Figure 1. Modeled solar irradiance in comparison with
measured radon concentration during February 2016

pressure. In order to make use of intensity of solar
irradiance during the whole day and night, the solar
irradiance is modeled so that it includes 80 % of solar
irradiance value from the previous measurement (pre-
vious hour) with addition of solar irradiance value for
the actual hour of measurement (fig. 1). The value of
80 % is chosen so that the modeled solar irradiation
has the best correlation with the radon measurements.
Similar model of precipitation was used in this analy-
sis. The next new variable is vapor pressure. The vapor
pressure variable is calculated using the slope s(T), of
the relationship between saturation vapor pressure and
air temperature and is given by [12, 13], so that the va-
por pressure equals relative humidity times saturation
vapor pressure, fig. 2.

Before the start of training of Multivariate re-
gression methods using TMVA toolkit in ROOT, the
description of input meteorological variables is per-
formed, mainly by looking into inter-correlations of
input variables and their connections with the mea-
sured radon concentrations. The MVA is using all the
measured data. Table 2 presents the meteorological
variables and their module value of correlation with
the measured radon concentrations (target), which is
indicative in finding linear dependence of radon mea-

(Vapor pressure indoor - vapar pressure outdoor)-100-600

1500+
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500+
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-500 T T T T T 1
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Date

Figure 2. Vapor pressure in comparison with measured
radon concentration during February 2016

surements and input variables. The second column in
tab. 2 presents us with correlation ration values which
indicate if there are some functional dependence (not
only linear) between input variables and radon con-
centration, and the last column presents the mutual in-
formation which indicates if there is a non-functional
dependence of input variables and radon measure-
ments [11].

From tab. 2 it can be noticed that linear corre-
lated values are not the only ones which can be used in
MVA analysis, for example variable solar irradiance
has high mutual information with the radon measure-
ments.

In the data preparation for MVA training the
whole dataset is consisting of many events. An event
includes time of measurement, radon measurement
and meteorological variables. The dataset is randomly
split in two halves, one half of the events will be used
for training of multivariate regression methods, and
the other half of events for testing of methods, mainly
to compare the measured and MVA evaluated values
for radon concentration.

It turns out that the methods best suited for our
purpose is the Boosted Decision Trees (BDT) method.
This means that BDT gives the smallest difference be-
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Table 2. Input variable rank and values for correlation, correlation ratio and mutual information, all with the measured

radon concentrations (target) for February and July 2014-2016 measurements

Variable Correlation with target Correlation ratio Mutual information
Rank Value Rank Value Rank Value
Soil temperature depth 20 cm [°C] 1 0.87 1 0.60 13 1.48
Soil temperature depth 50 cm [°C] 2 0.86 2 0.57 14 1.31
Soil temperature depth 10 cm [°C] 3 0.82 3 0.54 1.84
Temperature outdoor [°C] 4 0.82 5 0.53 1.85
Vapor indoor — vapor od [mbar] 5 0.81 9 0.41 11 1.73
Temperature od — temperature id [°C] 6 0.80 4 0.53 1.92
Temperature height 5 cm [°C] 7 0.77 8 0.48 1.91
Vapor od [mbar] 8 0.76 10 0.41 5 1.92
Temperature id [°C] 9 0.75 7 0.49 17 1.16
Solar irradiance [Wm 2] 10 0.61 6 0.50 2 2.23
Humidity indoor [%] 11 0.45 11 0.26 1 2.26
Humidity outdoor [%] 12 0.31 13 0.20 10 1.76
Air pressure outdoor [mbar] 13 0.27 17 0.07 12 1.55
Wind speed [ms '] 14 0.22 16 0.01 16 1.28
Air pressure indoor [mbar] 15 0.17 18 0.04 15 1.31
Humidity od — Humidity id [%] 16 0.10 14 0.19 4 2.11
Precipitation [Lm 2] 17 0.01 15 0.19 18 1.13
Vapor indoor [mbar] 18 0.002 12 0.02 3 2.17

tween the measured radon concentration from test
sample and the evaluation of value of radon concentra-
tion using input variables only. This can be seen in fig.
3, which shows the distribution of BDT and BDTG re-
gression method outputs (evaluated values) in com-
parison with the measured radon concentration during
February 2016.

Since TMVA has 12 different regression meth-
ods implemented, only some of those will give useful
results when evaluating the radon concentration mea-
surements. Table 4 summaries the results of MVA
analysis. It shows the MVA methods RMS of differ-
ence of evaluated and measured radon concentration.
Also, tab. 4 shows the mutual information of measured
and MVA evaluated radon concentration. Besides
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Figure 3. Comparison of MVA evaluated radon
concentration and measured one from the test sample of
events during February 2016

BDT, the Multi-Layer Perceptron (MLP) [10], an im-
plementation of Artificial Neural Network multi
variate method, also gives good results.

The MVA regression analysis results in mapped
functional behavior and, as opposed to possible exis-
tence of theoretical modeling, which is independent of
the number of measurements, MVA depends on the
number of events. More events, the better mapped
function we get as a result. In this sense, if the number
of measurements is not great, multivariate analysis can
be used only as help, to indicate which variables are
more important to be used in theoretical modeling, for
comparison of mapped and modeled functions, and
modeled function test.

CONCLUSION

Indoor radon variation at one location in the
same periods (February and July), was investigated for
three years. Long-term indoor radon measurements
show intense seasonal variation. The results obtained
with different measuring methods are in good agree-
ment. The radon behavior in the house is almost the
same and shows good reproducibility year by year.
The small variations in the year by year dynamics are
originated mostly from the variations in meteorologi-
cal variables during winter seasons and mostly due to
ventilation habits during summer season. Ventilation
habits were not monitored nor taken into account in
MVA regression analysis. The preliminary results us-
ing multivariate analysis methods in TMVA are
shown. Main output of Multivariate regression analy-
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Table 3. Input variable correlation with the measured radon concentrations for February and July 2016
Correlation with target
February 2016 July 2016

Variable Value Variable Value

Vapor id-vapor od [mbar] 0.58 Soil temperature depth 20 cm [°C] 0.46
Humidity id [%)] 0.54 Soil temperature depth 50 cm [°C] 0.42

Vapor id [mbar] 0.52 Solar irradiance 0.32

Solar irradiance [Wm 2] 0.48 Temperature id [°C] 0.30
Temperature od — temperature id [°C] 0.46 Soil temperature depth 10 cm [°C] 0.24
Temperature [°C] 0.44 Temperature od [°C] 0.21

Soil temperature depth 10 cm [°C] 0.43 Humidity od [%] 0.20
Soil temperature depth 20 cm [°C] 0.42 Humidity id [%] 0.19
Humidity [%] 0.38 Air pressure [mbar] 0.17
Temperature height 5 cm [°C] 0.32 Precipitation [Lm ] 0.17
Temperature id [°C] 0.29 Temperature od — temperature id [°C] 0.16

Air pressure od [mbar] 0.23 Air pressure_id [mbar] 0.16

Air pressure id [mbar] 0.21 Humidity od — humidity id [%] 0.14

Soil temperature depth 50 cm [°C] 0.20 Wind speed [ms ] 0.13
Precipitation [Lm ] 0.19 Temperature height 5 cm [°C] 0.12
Humidity od — humidity id [%] 0.15 Vapor id [mbar] 0.06
Vapor od [mbar] 0.08 Vapor od [mbar] 0.03

Wind speed [ms '] 0.05 Vapor id — vapor od [mbar] 0.02

Table 4. RMS of MVA method's evaluation error and
mutual information; February/July 2014-2016

MVA method RMS [Bqm ] | Mutual information
BDT 85.5 1.477
BDTG 92.1 1.614
MLP 101 1.401

sis is the initial version of mapped function of radon
concentration dependence on multitude of meteoro-
logical variables. Simplification of MVA methods can
be made by choosing only the most important input

variables and exclude the other variables.
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Baaguvup . YIOBUYINh, Iumutpuje M. MAJTIETUh, Pagomup M. BAIbAHALI,
Hejan P. JOKOBWh, Anekcannap JI. IPATUh, Hukona 5. BECEJIMHOBUWH,
Jenena 3. KUBAHOBWh, Muxauno P. CABUR, Copuja M. POPKAIINhH

CTYINJA CIYYAJA BHHNIETOIUIIILE BAPUJABMIHOCTHN PATOHA
Y NOPOANYHOJ KYRHN Y CPBUIN

INonamame pajgoHa y 3aTBOPEHOM IIPOCTOPY UMa CIOKEHY ANHAMUKY 300T yTHUIIaja BEIUKOT
Opoja pa3nMuUTHX MapaMeTapa KOju yTHUy Ha HeroBY BapHjaOMIIHOCT: METEOPOJIOUIKUX (TeMIeparypa,
NIPUTHCAK ¥ peslaTHBHA BIasKHOCT), KOHIEHTpalHje aepocoia, Op3uHe pa3MeHe n3Meby yHyTpammer u
CroJballllber Baslyxa, IpabeBUHCKUX MaTepHjana ! XXKMBOTHHX HaBHMKa. Kao pesyiraT, KOHIEHTpauuja
pajioHa y 3aTBOPEHNM IIPOCTOpHUjaMa MoKa3yje BaphjaHjy, y3 CTaHAapAHY IEPHOAMIHOCT Off jeAHOT JaHa 1
jenne rogune. ['ofuimka BapujaGUITHOCT je JoOpO MO3HATa Ce30HCKa Bapujalija KOHIEHTpalyje pajoHa.
IToce6HO je MHTEpECaHTHO MPATATH BUIICTOANIIELC BapHjalije KOHIEHTpalyje pajjoHa Ha ICTOj MEPHO]
JIOKAIMj! ¥ BPEMEHCKOM IIepHoJy, Ipe cBera 300T MpoLeHe NHANBUAYAIHUX TOAUIILEX 032 Off U3II0-
>KEHOCTH PafioHy. Y THUIMYHO]j MOpoanyHOj Kyhn y Cpbuju u3BplIeHa Cy AYroTpajHa Mepema pajoHa y
THEeBHOM O0paBky. Mepema cy pabena rokom 2014,2015,u2016. rogune, y pedpyapy u jyiy, cBake FOJ1He.
Kopumthere cy cienehe MepHe TeXHUKe: aKTHBHA U MEeTOfIa KopulThea YIIbeHUX KaHnucrepa. [JobujeHn
pe3yaTaTH aHAIN3UPAHU Cy KOopuIThelheM MYJITHBApHjaHTHE PEerpecuoHe aHau3e.

Kwyune peuu: sapujabusnociti padoHa, MyAiUeapUjaHitina pezpecuoHa aHaiusd, paooH y 3aili60peHuUM
upociiopujama, 8UULEZOOULULIbE MePeHse PAOOHA
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action plan in Serbia
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Abstract. Radon problem has a special attention in many countries in the world and the most of them have
established national radon programmes. The radon issues in Serbia have not been approached in a systematic
and organized way. Currently, there are many research groups and institutions working in radon field, and it
is a good basis to integrate all these activities into a comprehensive national programme to define the strate-
gic objectives and action plan for the next few years. Also, Serbia as a candidate for membership in the EU is
obliged to harmonize its legislation, including the field of radiation protection in which the radon issues has an
important role. In this report, a brief history of radon research, present status and plans for the future activity on
radon issues in Serbia are presented. Regarding the long-term plans, the establishment and implementation of
the Radon Action Plan with the primary goal of raising awareness about the harmful effects of public exposure
to radon and implementing a set of measures for its reduction. In that sense, the synergy between the national,

regional and local organizations responsible for public health and radiation protection must be achieved.
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Introduction

Radon is a noble, naturally occurring radioactive gas.
Radon contribute to almost 50% of the overall high-
-effective annual dose to the population received
from all sources of natural radioactivity. Harmful
effects of radon has been proven in a large number
of epidemiological studies [1]. The latest recom-
mendation of the International Atomic Energy
Agency (IAEA) [2] and Directive EC [3] relating
to the field of radiation protection, radon problem
got more space and importance because the World
Health Organization (WHO) has identified radon
as the second biggest cause of cancer lung [4]. In
addition, radon is included in the ranks of major pol-
lutants of indoor air [5]. Current knowledge about
the mechanisms by which radon is harmful to human
health are reflected primarily in harmful, radioactive
radon progeny fact. In fact, radon progenies are
attached to the aerosol particles from the air and
such radioactive particles enter the body through
inhalation. These radioactive aerosols deposited in
the lungs emit alpha radiation. The harmful activ-
ity can be seen in disorders of the cellular structure
of DNA, causing the development of cancer cells.
Consequently, radon problem has been addressed
seriously, and in a number of countries, national
radon programme is established, which is basically
a multidisciplinary nature and requires the involve-
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ment of a large number of experts, researchers in-
volved in radiation physics, geo sciences, chemistry,
biology to specialist in various fields of medicine. In
that sense, the group of radon professionals decide to
start working on establishing and developing national
radon programme in Serbia. In this paper, a brief his-
tory of radon research, present status and plans for the
future activity on radon issues in Serbia are presented.

International framework

The regulations related to the exposure of the popu-
lation to radon and its progenies are different world-
wide. Based on the researches and a large number
of epidemiological studies done in the recent past,
the new standards and recommendations have to be
incorporated into the national legislation regarding
radon issues. Basically, a new approach to the radon
issue is to introduce the concept of the reference
level (not as strict boundaries between safe and
dangerous concentrations of radon, but the annual
average indoor radon concentration above which
it is necessary to take measures to reduce radon).
It differs from action level (the radon concentra-
tion above which, if it is found that the measured
concentration is greater than defined, gives recom-
mendations to take measures for its reduction). The
new concept is incorporated in two new documents.
One is developed at the International Atomic Energy
Agency (IAEA) [2]. In this new BSS (international
Basic Safety Standards), radon is placed in several
topics, but the most important is requirements of 50
(Requirement 50: Public exposure because of radon
indoors). It defines the reference level, in dwellings
of high occupational factors, which must not exceed
300 Bq'm~3. Assuming equilibrium factor for radon
0.4 and the annual occupational factors of 7000 h,
the reference level of 300 Bq'm™~® corresponds to an
annual effective dose of 10 mSv, with dose conver-
sion factor (DCF) of 7.5 mSv per WLM (working
level month). The request 52 (Requirement 52:
Exposure in workplaces) defines the reference level
for radon in workplaces of 1000 Bq-m™3. As the occu-
pation factor for 2000 h with the same factor to bal-
ance radon of 0.4 leads to the same effective annual
dose of 10 mSv. Important conclusions are based on
the collected data and performed radon risk maps,
the country has to decide and implement adequate
control of the indoor radon, to inform the public
and other stakeholders and, finally, to establish and
implement Radon Action Plan (RAP).

The second document is EU Directive 2013/59
[3]. In the article 74: Indoor exposure to radon,
writes the similar as in the new BSS, accept that
the reference level shall not exceed 300 Bq'm™ for
the all indoor environment, living and workplaces.
Article 103 defines RAP to be developing in member
states: The action plan shall take into account the
issues set out in Annex XVIII and be updated on
a regular basis. Annex XVIII defined 14 items to
consider in preparing the national RAP. In the case
of Serbia, the first steps towards RAP are described
in the next section.

National radon action plan in Serbia

Serbia did not have a systematic approach to the
radon problem. In this sense, there were individual
initiatives and research activities dealing with radon:

University of Novi Sad, Faculty of Science, Depart-
ment of Physics, Chair of Nuclear Physics, Novi Sad

Radon mapping of Autonomous Province of Vojvo-
dina [6], long-term and short-term measurements
of radon concentration in soil, water and air using
passive devices, active device RAD7, exhalation and
diffusion measurements [7], charcoal canisters with
gamma spectrometric analysis [8].

University of Belgrade, Vinca Institute of Nuclear
Sciences, ECE Lab Belgrade

Department for Nuclear and Plasma Physics

Mapping radon and thoron throughout south-east-
ern Serbia, Kosovo and Metohija parts of western
Serbia [9, 10] by using different passive devices;
electrochemical etch track detectors in a specially
designed and built in laboratory [11]; developing
method for radon and thoron exhalation from build-
ing material [12]; radon measurement campaigns in
the schools and houses in the Sokobanja municipal-
ity [13].

Radiation and Environmental Protection Depart-
ment

Active charcoal detectors are used for testing the
concentration of radon in dwellings. The method
of measurement is based on radon adsorption on
coal and measurement of gamma radiation of radon
daughters according to US EPA protocol. Based
on this EPA procedure and national and interna-
tional intercomparison, the laboratory developed a
set of procedures for charcoal detector exposure and
measurement [14, 15].

University of Belgrade, Institute of Physics Belgrade,
Low-Background Laboratory for Nuclear Physics

Radon monitoring in the underground low-back-
ground laboratory with the passive and active de-
vices [16]; radon laboratory for chemical etching of
the track detectors and automatic counting of the
tracks by optical microscopy [17]; modelling of the
indoor radon behaviour [18].

Institute of Occupational Health of Serbia
“Dr Dragomir Karajovi¢”, Center for Radiological
Protection, Belgrade

Radon measurements using charcoal canisters with
gamma spectrometric analysis, radon monitoring in

Unauthentifiziert | Heruntergeladen 07.02.20 10:06 UTC



First steps towards national radon action plan in Serbia

363

schools and kindergartens in the city of Belgrade from
1991 [19] and radon measurements campaigns in
schools and kindergartens in Belgrade from 2010 [20].

University of Kragujevac, Faculty of Science
Kragujevac, Institute of Physics

Radon measurement using passive devices with

chemical treatment of the track detectors and auto-

matic scanning of the developed detectors; modelling
of the behaviour of indoor radon [21]; dosimetric
modelling of the effects of the inhalation of radon

and its progeny in the lung [22].

Based on the great experience of research related
to radon, the group of radon professionals organized
Radon Forum in May 2014 and made a decision
to start work on RAP in Serbia. The responsibility
for the establishment and implementation of RAP
is on national regulatory body: Serbian Radiation
Protection and Nuclear Safety Agency (SRPNA). We
started with Internet radon forum (www.cosmic.ipb.
ac.rs/radon_forum), which provides an opportunity
for radon professionals in Serbia to meet and discuss
radon activities and plans. Also, SRPNA formed a
‘radon working group’ that will manage RAP. The
organization chart of the institutions involved in
RAP is shown in Fig. 1.

Short-term plans (to the end of 2015) include
— carrying out initial representative national indoor

radon survey for this purpose,

— developing communication strategy (first basic
information leaflet on radon to accompany the
measurement explaining the purpose of the mea-
surement, Internet site: http://cosmic.ipb.ac.rs/
radon/index.html; public relation; etc.).

First national indoor radon survey in Serbia
As afirst step in RAP, it is the national radon survey

in Serbia planned to be done in 2015. In the coop-
eration with IAEA, SRPNA through radon working

SRPNA

!

RADON WORKING
GROUP
(technical experts)

|

- Radiati

group made the design of the first national radon

survey in Serbia. It is well known that regarding

the objective of the indoor radon survey, there are
two types of survey:

— population-weighted survey by measuring indoor
radon levels in randomly selected homes (to esti-
mate the distribution of radon public exposures),

— geographically based survey where homes are
randomly selected to obtain a minimum density
of measurements per area unit chosen, e.g., a grid
square, an administrative unit (to identify radon
prone areas, radon map).

Every radon survey needs to check the repre-
sentativeness (e.g. compare certain parameters in
the actual sample with corresponding values in the
last census). A carefully designed survey can, in
principle, meet the requirements and objectives of
both the types of surveys. In the case of Serbia, we
choose a stratified (target population is partitioned
into separated groups — STRATA) sampling design.
We defined STRATA according to the administrative
divisions of Serbia into districts.

In principle, our design model can be described
as follows:

— SRPNA, in cooperation with the IAEA through
the national project SRB9003 — Enhancing the
Regulatory Infrastructure and Legislative Sys-
tem,

- Expert mission on National Radon Trial Survey
and Raising Awareness of Key Stakeholders held
in SRPNA, Belgrade, 2-4 February 2015,

— Equipment: Leasing of 6000 track-etched indoor
radon detectors; the distribution of detectors
across the Serbian territory should be the re-
sponsibility of SRPNA,

and relevant ministries began with the national pro-

gramme for indoor radon measurements in dwellings

and flats in Serbia. The aim of this programme is to
determine the radiological exposure risk to radon
in residential areas because of the inhalation of this
gas as well as to locate areas in Serbia with high
concentrations, areas with high radon potential.
Within the working group on radon, the division of

# Responsible for developing strategy and an improved legal framework for
controlling and reducing radon in dwellings.

# Responsibility for the research and technical part of the National radon survey,

* Institute of Physics, University of Belgrade
+ Vinta Institute of Nuclear Science, University of Belgrade
and Envir

tal Protecti

PARTNER
INSTITUTIONS

Department

- Department for Nuclear and Plasma Physics
* Nuclear Physics Laboratory, Faculty of Science, University of Novi Sad
* Serbian Institute of Occupational Health ,,dr Dragomir Karajovic*, Belgrade

= Departmant of Physics, Faculty of Science, University of Kragujevac

Fig. 1. Organization chart of the institutions involved in RAP.
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responsibilities of individual institutions in a given
set of administrative regions was established. All
owners of houses and apartments (who wish to
participate in the project), with the aim of deter-
mining the concentration of radon, filled predefined
questionnaire on the Web site dedicated to radon in
Serbia (http://cosmic.ipb.ac.rs/radon/index.html).
In this way, they expressed interest to participate
in the project. In total, 6000 detectors have been
distributed during October 2015 and will be exposed
in houses and apartments for six months (till April
2016). Afterwards, the detectors will be sent to an
authorized laboratory to be processed, and conse-
quently, we should get data for the first national
map radon risk in Serbia. The measurement results
will be presented to the owners of houses and apart-
ments that are used for the measurement. Based on
these results, in cases where radon concentration
exceeds current intervention level of 200 Bq'm™3
for new developments or 400 Bq'm~ for existing
facilities, the whole set of measures that could re-
sult in a reduction of the radon concentrations and
thus reduce the risk of getting lung cancer will be
recommended. Additionally, all data collected for the
whole of Serbia will enable the determination of
the national reference level for radon. During the re-
alization of the national programme for indoor radon
measurements, we plan to perform communication
strategy (first basic information leaflet on radon to
accompany the measurement explaining the purpose
of the measurement, internet site, public relation,
public education, etc.).

Conclusions

World Health Organization declared radon as the
second most important cause of getting lung cancer.
Radon problem being addressed seriously, and in a
number of countries, there are established national
radon programme. Serbia started work on RAP in
2014, with the first step of preparing, and performed
the national indoor radon survey in Serbia, planned
to be done in 2015. The responsibility for the estab-
lishment and implementation of RAP is on national
regulatory body: Serbian Radiation Protection and
Nuclear Safety Agency. The results of national ra-
don survey serves to evaluate the existing exposure
situation and to define the next steps in establishing
and developing RAP in Serbia. Also, the Serbian
experience in efforts to have systematic approach
to the radon issues, described in this paper, may be
useful to the other countries who wish to establish
their own RAP.
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Abstract. The paper presents results of multivariate analysis of variations of radon concentrations in
the shallow underground laboratory and a family house, depending on meteorological variables only. All
available multivariate classification and regression methods, developed for data analysis in high-energy phys-
ics and implemented in the toolkit for multivariate analysis (TMVA) software package in ROOT, are used in
the analysis. The result of multivariate regression analysis is a mapped functional behaviour of variations of
radon concentration depending on meteorological variables only, which can be used for the evaluation of radon
concentration, as well as to help with modelling of variation of radon concentration. The results of analysis of the
radon concentration variations in the underground laboratory and real indoor environment, using multivariate
methods, demonstrated the potential usefulness of these methods. Multivariate analysis showed that there is
a potentially considerable prediction power of variations of indoor radon concentrations based on the knowledge
of meteorological variables only. In addition, the online system using the resulting mapped functional behaviour
for underground laboratory in the Institute of Physics Belgrade is implemented, and the resulting evaluation of
radon concentrations are presented in this paper.

Key words: multivariate analysis * radon variability

Introduction

The research of the dynamics of radon in various
environments, especially indoors, is of great impor-
tance in terms of protection against ionizing radia-
tion and in designing of measures for its reduction.
Research of radioactive emanations (of radon (**?Rn)
and thoron (**Rn)) are in the domain of radiation
physics, but since a few decades ago, subject of ra-
dioactive emanation involves many other scientific
disciplines, thus giving a multidisciplinary character
to this research. Published results and development
of many models to describe the behaviour of indoor
radon indicate the complexity of this research, espe-
cially with models for the prediction of the variability
of radon, simply because the variability depends on
large number of variables. Large number of factors
(such as local geology, permeability of soil, build-
ing materials used to build the buildings as well as

J. Filipovi¢, D. Maleti¢, V. Udovi¢i¢*”’, R. Banjanac, the habits of people) impact the variation of radon,
D. Jokovi¢, M. Savi¢, N. Veselinovi¢ and therefore, it is important to study their correla-
Institute of Physics Belgrade, tion. In this paper, the results of correlative analysis
University of Belgrade, of indoor radon and meteorological variables are
118 Pregrevica Str., 11080 Belgrade, Serbia, presented. Furthermore, the results of multivariate
E-mail: udovicic@ipb.ac.rs classification and regression analysis is presented.
More details of this study can be found in [1].
Received: 4 January 2016 Indoor radon variation depends significantly on
Accepted: 24 March 2016 large number of factors, which include the local ge-
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ology, soil permeability, building materials, lifestyle
characteristics and meteorological variables. In
order to analyse the dependence of radon variation
on multiple variables, multivariate analysis needs
to be used.

The demand for detailed analyses of large amount
of data in high-energy physics resulted in wide and
intense development and usage of multivariate
methods. Many of multivariate methods and algo-
rithms for classification and regression are already
integrated into the analysis framework ROOT [2],
more specifically, into the toolkit for multivariate
analysis (TMVA [3]). Multivariate analysis toolkit is
used to create, test and apply all available classifiers
and regression multivariate methods implemented
in the TMVA in order to find methods that are the
most appropriate and yield maximum information
on the dependence of indoor radon concentrations
on the multitude of meteorological variables. Clas-
sification methods are used to find out if it is possible
to classify radon concentrations into low and high
concentrations, using arbitrary cut value for radon
concentrations. Regression methods are used as a
next step with a goal to find out which regression
method can, if any, on the basis of input meteoro-
logical variables only, give an output that would
satisfactorily close match the observed variations
of radon concentrations. The output of usage of
multivariate regression analysis methods is mapped
functional behaviour, which can be used to evaluate
the measurements of radon concentrations using
input meteorological variables only. The prediction
of radon concentrations can be an output of mapped
function when the prediction of input meteorological
variables exists.

Short-term radon measurements in laboratory and
real environment

Depending on the integrated measurement time,
methods of measurement of radon concentrations
in air may be divided into long-term and short-term
ones. For the measurements of radon concentration
presented in this paper, the SN1029 radon monitor
(manufactured by the Sun Nuclear Corporation,
NRSB approval-code 31822) has been used as ac-
tive, short-term measurement device. The device
consists of two diffused junction photodiodes as
a radon detector and is furnished with sensors for
temperature, barometric pressure and relative hu-
midity. The user can set the measurement intervals
from 30 min to 24 h. It was set to record simultane-
ously the radon concentration, temperature, atmo-
spheric pressure and relative humidity.

For the purposes of determining the best multi-
variate methods to use in the analysis, the results
are obtained using radon monitor are from mea-
surements in two locations, the Low-Background
Laboratory for Nuclear Physics in the Institute of
Physics in Belgrade and in a family house.

The underground Low-Background Laboratory
for Nuclear Physics is selected for measurement and
analysis because routine measurements in this labo-

ratory require low levels of radon concentration with
minimum temporal variations. Low-background
laboratory is located on the right bank of the river
Danube in the Belgrade borough of Zemun, on the
grounds of the Institute of Physics. The ground level
portion of the laboratory, at 75 m above sea level,
is situated at the foot of a vertical loess cliff, about
10 m high. The underground part of the laboratory,
useful area of 45 m?, is dug into the foot of the cliff.
Underground laboratory is surrounded with 30-cm
thick concrete wall. The overburden of the under-
ground laboratory is thus about 12 m of loess soil.
Significant efforts are being made to contain the
low radon concentration within the laboratory. The
underground laboratory is completely lined with a
hermetically sealed, 1-mm thick aluminium foil. The
ventilation system maintains the overpressure of
2 mbar, so as to prevent radon diffusion from the soil.
Fresh air entering the laboratory is passed through
a two-stage filtering system. The first stage is a me-
chanical filter for dust removal. The second one is a
battery of coarse and fine charcoal active filters. The
concentration of radon is kept at an average value
of about 10 Bg/m®.

In the Low-Background Laboratory for Nuclear
Physics, radon concentrations were measured in
period from 2008 to 2011 and continued later on
periodically about a couple of months each year.
Measurements of meteorological variables used in
the analysis were recorded since 2008 and are taken
from the meteorological station located 4 km from
the laboratory. Measurements of radon concentra-
tions, room temperature, atmospheric pressure
and relative humidity inside the laboratory were
obtained using radon monitor. The results obtained
from the measurements of radon concentrations and
their influence on gamma and cosmic ray measure-
ments in the laboratory were published in several
articles in international scientific journals [4-6].

The family house selected for the measurements
and analysis of variations of radon concentrations
is a typical house in Belgrade residential areas, with
requirement of existence of cellar. House is built on
limestone soil. Radon measurements were carried
out in the living room of the family house, which is
built of standard materials (brick, concrete, mortar)
and isolated with styrofoam. During the period of
measurements (spring-summer), the house was
naturally ventilated and air conditioning was used in
heating mode at the beginning of the measurement
period. During the winter period measurements,
the electrical heating was used in addition to air
conditioning. Measured radon concentrations, room
temperature, atmospheric pressure and relative hu-
midity inside the house were obtained using radon
monitor. Values of meteorological variables in mea-
surement period were obtained from an automatic
meteorological station located 400 m from the house
in which the measurement was performed. We used
the following meteorological variables: external air
temperature, pressure and humidity, solar radiation,
wind speed at a height of 10 m above ground, precipi-
tation, evaporation and temperature and humidity
of the soil at a depth of 10, 20, 30 and 50 cm.
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determine the mapping function that either de- Eoomes L e Y\ 3

approximation of the underlying functional behav-
iour defining the target value (regression). Every
MVA methods see the same training and test data.
The two best performing multivariate methods for
our purposes are boosted decision trees (BDT) and
artificial neural networks (ANN).

The determination of correlation coefficients be-
tween measured radon concentration and meteoro-
logical variables serves as a good tool for identifying
the variables with strongest correlation, which are
not excluded from the analysis later on. Also, cor-
relation coefficient tables gives a good overview of
input data and their intercorrelations. In Fig. 1, the
correlation matrix of linear correlation coefficients
as an overview of intercorrelations of measured
radon concentration and all input meteorological
variables are shown for underground laboratory. The
input variables in case of analysis of underground
laboratory are atmospheric pressure, temperature
and humidity in laboratory (P, T.m, H,») and out-
door (P, T, H) and differences in measured values
of pressure (P — P,,), temperature (T - T;,) and
humidity (H - H,,) in laboratory and outdoor. Input
meteorological variables in case of family house
are the same as the list of measured meteorological
variables from nearby meteorological station, with
the addition of differences in temperature (T — T,,,)
and humidity (H - H,,) from indoor and outdoor
values, where indoor measurements results were
obtained using radon monitor.

Multivariate methods within the package TMVA
in ROOT can search for best multivariate approxi-
mation of functional behaviour for the classification
function of radon concentration depending on me-
teorological variables. In the analysis, several mul-
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Fig. 1. Correlation matrix with linear correlation coef-
ficients as an overview of radon and meteorological

variables intercorrelations in case of the Low-Background
Laboratory for Nuclear Physics.
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Fig. 2. ROC curve for all multivariate methods in case of
house measurements.

tivariate methods were tested, and best performed
method was BDT. This can be seen by presenting
the receiver operating characteristics (ROC) curve
for all tested multivariate methods in case of house
measurements (Fig. 2). The BDT method has
the highest value of integrated ROC function.

BDT has proven to be the most effective method
for the classification of radon concentrations in case
of data obtained from the house as well as those ob-
tained from measurements in the Low-Background
Laboratory for Nuclear Physics.

The next step in the analysis is the regression
analysis, which is the way of finding a mapped func-
tion behaviour of dependence of radon concentra-
tions and meteorological input variables. The regres-
sion analysis was done using the TMVA packages,
already used in classification analysis, and for the
same set of measured radon concentration and me-
teorological variables in underground laboratory and
a family house in Serbia. Multivariate method BDT
was found to be the best suited for regression analysis
also, as was the case in classification analysis.

The data of measured radon concentration in
house and BDT evaluated values, using only the
values of meteorological variables, without the
knowledge of measured values (i.e. in the testing
set of multivariate analysis), is presented for com-
parison in Fig. 3.

One of the possible application of having re-
sulting mapped function, given by multivariate
regression analysis, is to have prediction of radon
concentration values (evaluated) based on meteo-
rological variables alone. The online application of
the regression multivariate analysis can be imple-

250" —— BDT output

radon concentration
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Fig. 3. BDT evaluated (predicted) values of radon concen-

trations based on meteorological variables using regres-

sion analysis within TMVA packages in house (left) and
measured values (right).
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Fig. 4. BDT evaluated (predicted) values of radon con-
centration, based on meteorological variables alone of
underground laboratory posted online and updated daily.
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mented, as the one posted online for evaluation
(and prediction) based on meteorological variables
alone (Fig. 4).

Limitation of multivariate methods

As the multivariate methods used in the analysis
are ‘supervised learning’ algorithms, the perfor-
mance of the main result of multivariate analysis,
the resulting mapped functional behaviour, depends
on learning process. Limitation of multivariate
analysis in the analysis of radon dependence on
meteorological variables are coming from small
number of measurements used in learning process,
unlike the great number of measurements in high-
-energy physics experiments. As the next logical
step in multivariate analysis presented in this paper
should be inclusion of variables such as local geol-
ogy, permeability of soil, building materials used to
build the buildings as well as the habits of people,
the requirement for efficient multivariate analysis
is to have many measurements in many different
houses. Many measurements would help to get
good mapped functional behaviour, as opposed to
possible existence of theoretical modelling that is
independent on number of measurements. In this
sense, if the number of measurements is not great,
multivariate analysis can be used only as hell to in-
dicate which variables are more important to be used
in theoretical modelling, for comparison of mapped
and modelled functions, and modelled function
test. Another important limitation of multivariate
analysis is that no ‘straightforward’ interpretation of
mapped functional behaviour is possible, or simply,
the mapped function is a ‘black box’. This comes
from the fact that the error minimization in learning
algorithms, while mapping the functional behaviour,
is an important part in learning process.

Conclusions

The paper presents the results of multivariate
analysis of variations of radon concentrations in the
shallow underground laboratory and a family house,
depending on meteorological variables only. This
test of multivariate methods, implemented in the

TMVA software package, applied to the analysis of
the radon concentration variations connection with
meteorological variables in underground laboratory
(with ventilation system turned on and off) and
typical house in Serbia, demonstrated the potential
usefulness of these methods. It appears that the
method can be used for the prediction of the radon
concentrations, on the basis of predicted meteo-
rological variables. The next step in multivariate
analysis presented in this paper should be inclusion
of variables such as local geology, permeability of
soil, building materials used to build the buildings
as well as the habits of people. The requirement for
efficient multivariate analysis is to have many mea-
surements in many different houses, which makes
multivariate method very useful only when having
many measurement, for instance, during radon map-
ping campaigns. Many measurements would help to
get good mapped functional behaviour, as opposed to
possible existence of theoretical modelling that is in-
dependent on number of measurements. Generally,
multivariate analysis can be used to help indicate
which variables are more important to be used in
theoretical modelling, furthermore, for comparison
of mapped and modelled functions, and modelled
function test.

Another usage of the results of classification
multivariate analysis presented in this paper is the
implementation of online warning system for pos-
sible increased radon concentration in family houses
based on meteorological variables only.
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By 2014, radon issues were treated in Serbia through the scientific research projects.
Among radon professionals, there was always the desire to create a radon risk map first
of all. In 2014, with a certain amount of lucky circumstances, there was a chance that
the radon problem would be raised to the national level. In that sense, Serbia has started
to work on the national radon action plan (RAP), and in 2014 made its decision to
perform the first national indoor radon survey. The responsibility for the establishment
RAP and make indoor radon map in Serbia is on national regulatory body in the field of
radiation protection: Serbian Radiation Protection and Nuclear Safety Agency (SRPNA).
The project was supported by the IAEA through the technical cooperation programme. In
this work, the planning and execution of the survey, including sampling design of the first
national indoor radon survey are described in detail. Also, the results from national
indoor radon survey and indoor radon mapping based on GPS coordinates was
transformed to square map by creating a 10 km x 10 km squares where the starting
point (0,0) is the center of Belgrade - Slavia Square are presented. To complete our
work, we prepare data from the first Serbian indoor radon survey together with the data
from indoor radon survey of Vojvodina, north province of Republic of Serbia performed
during 2002-2005, and send to European Indoor Radon Map Group in JRC, Ispra, Italy.
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Abstract

The Muon Ionization Cooling Experiment (MICE) collab-
oration will demonstrate the feasibility of ionization cooling,
the technique by which it is proposed to cool the muon beam
at a future neutrino factory or muon collider. The position
and momentum reconstruction of individual muons in the
MICE trackers allows for the development of alternative fig-
ures of merit in addition to beam emittance. Contraction of
the phase space volume occupied by a fraction of the sample,
or equivalently the increase in phase space density at its core,
is an unequivocal cooling signature. Single-particle ampli-
tude and nonparametric statistics provide reliable methods to
estimate the phase space density function. These techniques
are robust to transmission losses and non-linearities, mak-
ing them optimally suited to perform a quantitative cooling
measurement in MICE.

INTRODUCTION

Future facilities such as the Muon Collider and the Neu-
trino Factory will require high intensity and low emittance
stored muon beams [1,2]. Muons are produced as tertiary
particles (p + N — m + X, 1 — u + v) inheriting a large
emittance from the isotropic decay of the pions. For effi-
cient acceleration, the phase space volume of these beams
must be reduced significantly, i.e. “cooled”, to fit within the
acceptance of a storage ring or accelerator beam pipe. Due
to the short muon lifetime, ionization cooling is the only
practical and efficient technique to cool muon beams [3,4].
Each muon in the beam loses momentum in all dimensions
through ionization energy loss in an absorbing material, re-
ducing the RMS emittance and increasing its phase space
density. Subsequent acceleration though radio frequency
cavities restores longitudinal energy, resulting in a beam with
reduced transverse emittance. A factor of close to 10° in
reduced 6D emittance has been achieved in simulation with
a2 970 m long channel [5]. The rate of change in normalized
transverse RMS emittance, €y, is given by the ionization
cooling equation [3]:

dE,,

ds

d8N EN

~ B. (13.6MeV)?
ds — PB’E,

2B3E, myc? X

6]

where Bc is the muon velocity, |dE /ds| is the average rate
of energy loss, E,, and mu are the muon energy and mass,
[ is the transverse betatron function and X is the radiation
length of the absorber material. The first term on the right
can be referred to as the “cooling” term driven by energy
loss, while the second term is the “heating term” that uses
the PDG approximation for the multiple Coulomb scattering.

* francois.drielsma@unige.ch
T Speaker
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MICE [6] is currently taking data in the Step IV con-
figuration in order to make detailed measurements of the
scattering, energy loss [7] and phase space evolution at dif-
ferent momenta and channel configurations, with lithium
hydride and liquid hydrogen absorbers. A schematic draw-
ing of MICE Step IV is shown in Figure 1. MICE consists
of two scintillating fiber trackers upstream and downstream
of the absorber in strong solenoid fields to accurately recon-
struct the position and the momentum of individual muons
selected in a series of particle identification detectors, in-
cluding 3 time-of-flight hodoscopes (ToF0/1/2), 2 threshold
Cherenkov counters, a pre-shower calorimeter (KL) and a
fully active tracker-calorimeter (EMR) [8-11].

COOLING CHANNEL

The two spectrometer solenoid modules each generate a
region of uniform 3 T field in which diagnostic trackers are
situated and a matching region that transports the beam from
the solenoid to the focus coil module. The focus coil mod-
ule, positioned between the solenoids, provides additional
focusing to increase the angular divergence of the beam at
the absorber, improving the amount of emittance reduction
that can be achieved. The magnetic field model is shown in
Figure 2. The absorber was a single 65 mm thickness lithium
hydride disk. Lithium hydride was chosen as an absorber
material as it provides less multiple Coulomb scattering for
a given energy loss.

In this paper the evolution of phase space density is re-
ported for a single configuration of the cooling apparatus.
Results from one transfer line configuration are reported,
with the accumulated muon sample having a nominal emit-
tance of 6 mm at momenta around 140 MeV/c in the up-
stream spectrometer solenoid, denoted as ‘6-140’.

As MICE measures each particle event individually, it is
possible to select a particle ensemble from the collection
of measured tracks. This enables the study of momentum
spread and transverse beam parameters on the cooling. In
this analysis, muons have been selected with:

* longitudinal momentum in the range 135 to 145 MeV/c;

* time-of-flight between TOF0 and TOF]1 consistent with
muons in this momentum range; and

¢ a single, good quality track formed in the upstream
diagnostics.

In order to study the evolution of the phase space den-
sity through the whole cooling channel and across the ab-
sorber, a realistic simulation of the setting of interest was
produced. The betatron function of the selected muon en-
semble is shown for the Monte Carlo (MC) simulation, the
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Figure 1: Layout of the MICE Step IV configuration, its absorber module, tracking spectrometers and PID detectors.
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Figure 2: Modelled magnetic field for the configuration on
the axis and with 160 mm horizontal displacement from
the axis. Hall probes, situated 160 mm from the beam axis,
show a 2 % discrepancy with the model. Dashed lines show
position of the tracker stations and absorber (at z = 0).

reconstructed MC and the data for the ‘6-140 setting in
Figure 3. The graph shows a large growth of the beam size
in the downstream section due to the absence of the down-
stream match coils in this configuration. The simulation
closely reproduces the function measured in the data.
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Figure 3: Beta function profile in the MC truth (blue line),
reconstructed MC (red circles) and data (green squares).

Muon Cooling

PHASE SPACE DENSITY EVOLUTION

Emittance

The transverse normalized RMS emittance is the most
common cooling figure of merit and is defined as

@)

1
en = —IZ]%,
u

with m,, the muon mass and |Z| the determinant of the 4D
transverse phase space covariance matrix, i.e. X;; = (ij) —
(0)(j) with i, j € [x, px, y, py]. For a Gaussian beam, this
quantity is directly related to the volume of the 1 & RMS
ellipse, Vrass, through ey = V2Vrss /(mn).

In a fully transmitted beam, emittance reduction is a clean
signature of the contraction of transverse phase space vol-
ume. For a partially scraped beam, as shown for the ‘6-140’
setting in Figure 4, the emittance evolution exhibits apparent
emittance reduction in the downstream section due to the
loss of the tails of the distribution. It also experiences sig-
nificant apparent growth in the downstream tracker due to
high field gradient, causing filamentation in the beam.

MICE [simulation] B8 Simulation [stat]
SIS Cycle 2016/04 Relative change beween
Run setting 1.2_6mm reference planes: -20.83 %

==
\.

4.5

€, [mm]

6.5

TTTTrrorTT

1T

TTTT

T

Pl |-
20000
z [mm]

L1 S O T T T S M | A
14000 15000 16000 17000 18000 19000
Figure 4: Normalized transverse RMS emittance evolution

through the MICE cooling channel.

An alternative to RMS emittance is to study the evolution
of the density distribution of the ensemble, as it allows for
the selection of a defined and identical fraction of phase
space upstream and downstream of the absorber.

MOA13
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Amplitude

The 4D amplitude of a particle with phase space vector
Vv = (x, px, ¥, py) is given by

Av=en(v—p) =7 (v p). (3)
with g = ({x), (px), (), (py)), the beam centroid. In order
to prevent the tails of the distribution from skewing the core,
only those events with amplitude less than A; have been
included in the calculation of u and X for a given event. The
high amplitude particles are iteratively removed from the
sample first as they are calculated.

The distribution of muons is represented in Figure 5 in
the tracker station that is furthest downstream in the (x, py)
projection. The color of the points in the scatter plot rep-
resents the amplitude of the particle at that position. The
distribution exhibits a clear Gaussian core of low amplitudes,
while the tails are easily identified as high amplitude points.

N
o
o

[ MICE (simutation]
0 [_ISIS Cycle 2016/04  «
[ Runsetting 1.2_6mm

p, [MeV/c]
©

[=2]
o

L
o
T T T T T[T T[Ty rT

MAUSv29.1

3
A|[mm]

PN I T T T SO N ST M L L IR
—150  —100 50 0 50

X [mm]
Figure 5: Scatter plot of the particles in the tracker station
that is furthest downstream in the (x, py) projection. The

color scale represents the individual particle amplitudes.

The amplitude of a particle in a Gaussian beam is related
to its local density through

A

261\]

1
V)= ———¢eX 4
p(v) prEpp) p[ )

A low amplitude sample corresponds to the high density
core of the beam.

Subemittance

The a-subemittance, e, is defined as the RMS emittance
of the core fraction « of the parent beam. For a truncated
4D Gaussian beam of covariance S, it satisfies

o _BE_ L (50umm).

= (&)
1z

€N
with y(-, -) the lower incomplete gamma function and Q 2 ),
the 4-degrees-of-freedom y? distribution quantiles.
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If an identical fraction @ of the input beam is selected
upstream and downstream, i.e. the same amount of parti-
cles, the measured subemittance change is identical to the
normalized RMS emittance change. The evolution of the
9 %-subemittance is represented in Figure 6. The choice of
9 % is natural in four dimensions as it represents the fraction
contained within the 4D RMS ellipsoid of a 4-variate Gaus-
sian. This quantity exhibits a clean cooling signal across the
absorber that is unaltered by transmission losses and non-
linearities. The only trade-off is that the relative statistical
error on a-subemittance grows as a~%. The estimated rela-
tive emittance change with this technique is —7.54 + 1.25 %,
compatible with predictions.

T T T T
MICE si

N ISIS Cycle 2016/04
Run setting 1.2_6mm
. MAUS v2.9.1

TTT’TTT’T

1.08

T
i T O A A N
]

1.06 A

04 g e e T
14000 15000 16000 17000 18000 19000

Figure 6: 9 %-subemittance evolution through the MICE
cooling channel.

Fractional Emittance

The a-fractional emittance, €,, is defined as the phase
space volume occupied by the core fraction a of the parent
beam. For a truncated 4D Gaussian beam, it satisfies

€ax = 7T fNQ 2(“) (6)

2"
This volume scales as function of @ only and is proportional
to the square of the normalized emittance. For a relative
emittance change 6 = Aey/ 6]’(,” , one yields

A€, A
=52+ 6) =25 )
a €N

The last approximation holds for small fractional changes.
The volume of a fraction @ of the beam is reconstructed
by taking the convex hull of the selected ensemble [12].
Figure 7 shows the evolution of the 9 %-fractional emittance.
The estimated relative emittance change with this technique
is =7.85 + 1.08 %.

Nonparametric Density Estimation

Nonparametric statistics are not based on parameterized
families of probability distributions. Unlike parametric den-
sity estimation, such as amplitude, nonparametric statistics

Muon Cooling
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Figure 7: 9 %-fractional emittance evolution through the

MICE cooling channel.

make no assumptions about the probability distributions of
the variables being assessed.

There are many classes of estimators that have been devel-
oped in the last century. Three of them have been considered
in this study: optimally binned histograms, k-Nearest Neigh-
bors (kNN) and Tessellation Density Estimators (TDEs)
[13-16]. Systematic studies showed that the kNN method is
the most efficient and robust technique in four dimensions.
For a given phase space vector v = (x, px, y, py), find the k
nearest points in the input cloud, calculate the distance to
the k' nearest neighbor, Ry, and evaluate the density as

(V)_ k _kF(%+1)
P Ve n%R]‘j )

®)
with d the dimension of the space, Vj the volume of the d-
ball of radius Ry and I'(-) is the gamma function. The choice
of parameter k = VN has been shown to be quasi-optimal
in general [17] and is used in the following. This estimator
is applied to the sample in the tracker station that is furthest
downstream and is represented in the (x, p,) projection for
(», py) = (0,0) in Figure 8.
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Figure 8: k-Nearest Neighbors estimate of the phase space
density in the (x, px) projection for (y, py) = (0,0) in the
tracker station that is furthest downstream.
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This method removes any underlying assumption about a
Gaussian core and allows to reconstruct generalized probabil-
ity contours. The volume of the @-contour is the a-fractional
emittance, as defined above. An MC method is used to re-
construct the volume of a contour: select the densest fraction
a of the input points and record the level of the lowest point,
Po- Sample N random points uniformly distributed inside
a box that encompasses the contour and record the amount,
N,, that have a density above the level, i.e. p > p,. The
volume of the contour is simply €, = Ny Vpox /N, with Vi
the volume of the 4-box. The 9 %-contour volume evolution
is represented in Figure 9. The estimated relative emittance
change with this technique is —=7.97 + 1.63 %.
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Figure 9: 9 %-contour volume evolution through the MICE
cooling channel.

CONCLUSION

While the traditional normalized RMS emittance measure-
ment is vulnerable to transmission losses and non-linearities
in the particle ensemble, density estimation techniques pro-
vide the most viable option to recover quantitative cooling
measurements. Amplitude-based techniques — subemittance
and fractional emittance — rely on a well known quantity to
select and study an identical fraction of the beam upstream
and downstream of the absorber. Nonparametric density
estimators allow to go one step further in removing any as-
sumption on the underlying distribution. Both approaches
yield compelling results when applied to a poorly transmit-
ted and highly non-linear beams in a realistic simulation of
one of the MICE cooling channel settings.
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INTRODUCTION

Radon studies in the Institute of Physics Belgrade last a few decades.
The first project related to radon was searching for connection between radon
variability in soil and water and seismic activity in Montenegro [1]. After
that, in the Low-Background Laboratory for Nuclear Physics, Institute of
Physics Belgrade, the new research topics of rare nuclear processes was in the
scientific focus. There was the need to build up the laboratory space to
accomplish this type of research. In the 1997, underground low-background
laboratory was built in, with the aim of investigating the rare nuclear
processes. In the laboratory of this type, the influence of radon on the natural
background radioactivity is dominant and there is an imperative that radon
levels must be as low as it possible, with minimal time variation. In that
sense, continuous radon monitoring became the mandatory activity. This
paper presents the results of many years of radon monitoring in the
underground low-background laboratory in the Institute of Physics Belgrade.

Besides radon monitoring in the laboratory, we work on several
research topics regarding radon: using multivariate classification and
regression methods, as developed for data analysis in high-energy physics
and implemented in the TMVA software package, to study connection of
climate variables and variations of radon concentrations, modelling of the
indoor radon behaviour and radon mapping. All these research activities are
presented in this work in more details.

RADON MONITORING IN THE UNDERGROUND LOW-
BACKGROUND LABORATORY

The Low-Background Laboratory for Nuclear Physics at the Institute
of Physics in Belgrade is a shallow underground laboratory (Figure 1). The
laboratory was built in the loamy loess cliff on the bank of the river Danube
with the overburden of 12 m of soil. It has an active area of about 60 m”.
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The walls, the floor and the ceiling of the laboratory are built of reinforced
concrete of 30 cm thickness. From the measurements of the absolute flux of
cosmic-ray muons in the underground as well as in the ground level
laboratory [2] it was estimated that the equivalent depth of the laboratory is
about 25 m.w.e. (a shielding thickness of the overburden soil expressed as
water equivalent thickness). Description of the laboratory is presented in
more detail elsewhere [3].

i, TOPLab
:D (in spe)

— hermetically
sealed lining
30 ¢cm concrete

////////

///%/

Figure 1. Cross-section of the underground low-background laboratory at the
Institute of Physics Belgrade.

The system for the reduction of radon concentration in the laboratory
consists of three stages. First, the active area of the laboratory is completely
lined up with aluminium foil of 1 mm thickness, which is hermetically
sealed with a silicon sealant to minimize the diffusion of radon from
surrounding soil and concrete used for construction. The second one is the
ventilation system. The laboratory is continuously ventilated with fresh air,
filtered through one rough filter for dust elimination followed by the battery
of coarse and fine charcoal active filters. The inlet of air is outside of the
laboratory, at the height of 2.5 m above the ground. Finally, the parameters
of the ventilation system are adjusted so as to result in an overpressure of
about 2 mbar over the atmospheric pressure, which further prevents radon
diffusion through eventual imperfections in the aluminium layer.

The device for the performed short-term radon measurements is
SN1029 radon monitor (manufactured by the Sun Nuclear Corporation,
NRSB approval code 31822) with the following characteristics: the
measurement range from 1 Bq m™ to 99.99 kBq m™, accuracy equal to +25
%, sensitivity of 0.16 counts hour per Bq m™. With these characteristics,
SN1029 radon monitor is defined as a high-sensitivity passive instrument
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for the short-term radon measurements and it is an optimal solution for
radon monitoring in the underground laboratory.

The radon data from radon monitor device SN1029 for the period of 3
years are spectrally analysed. The Lomb-Scargle periodogram analysis
method has been used in spectral analysis of radon time series. The obtained
periodogram show two periodicity, on the 1 day and 1 year [4]. Mean radon
value is 13.8 Bq m” with standard deviation of 9.9 Bq m” over the 3 years
of continuos measurements with daily and sesonal variability [5]. It has
been shown that the radon behaviour in the underground low-level
laboratory in Belgrade has the similar characteristics as in the other
underground environment (caves, mines, boreholes and so on), because it
has the same source and the places are completely surrounded with the soil.

MVA METHODS AND MODELLING OF THE INDOOR RADON
BEHAVIOUR

The demand for detailed analyses of large amount of data in high-
energy physics resulted in wide and intense development and usage of
multivariate methods. Many of multivariate methods and algorithms for
classification and regression are already integrated into the analysis frame
work ROOT, more specifically, into the toolkit for multivariate analysis
(TMVA). We use these multivariate methods to create, test and apply all
available classifiers and regression methods implemented in the TMVA in
order to find the method that would be the most appropriate and yield
maximum information on the dependence of indoor radon concentrations on
the multitude of climate variables. The first step is to calculate and rank the
correlation coefficients between all the variables involved, what will help in
setting up and testing the framework for running the various multivariate
methods contained in the TMVA. Although these correlation rankings will
later be superseded by method specific variable rankings, they are useful at
the beginning of the analysis. The next step is to use and compare the
multivariate methods in order to find out which one is best suited for
classification (division) of radon concentrations into what would be
considered acceptable and what would be considered increased
concentration in indoor spaces. Main aim is to find out which method can, if
any, on the basis of input climate variables only, give an output that would
satisfactorily close match the observed variations of radon concentrations.
Towards this aim, this work were tested in a many specific cases
(underground low-background laboratory and other indoor environment) to
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comprise the multitude of possible representative situations that occur in
real life.

The test of multivariate methods, implemented in the TMVA software
package, applied to the analysis of the radon concentration variations
connection with climate variables in different indoor spaces demonstrated
the potential usefulness of these methods. It appears that the method can be
used with sufficient accuracy (around 15 %) for prediction of the radon
concentrations. All the obtained results were published in several research
articles [6-8].

RADON MAPPING IN SERBIA

In the last three years, we were involved in the establishing national
radon action plan (RAP) and performed first national indoor radon survey as
a leading institution in the technical support of the project. The
responsibility for the establishment and implementation of RAP is on
national regulatory body: Serbian Radiation Protection and Nuclear Safety
Agency (SRPNA). As a first step in RAP, it was the national indoor radon
survey in Serbia performed during 2015-2016. The project was supported
by IAEA through the national project: SRB9003 - Enhancing the Regulatory
Infrastructure and Legislative System, with two components:

- Expert mission on ,,National Radon Trial Survey and Raising Awareness
of Key Stakeholders,, held in SRPNA, Belgrade, 2 - 4 February 2015.

- Equipment: Leasing of 6000 track-etched indoor radon detectors; the
distribution of detectors across the Serbian territory was the
responsibility of SRPNA.

Also, during the realization of the national programme for indoor
radon measurements, Institute of Physics Belgrade and other research
institutions involved in the project together with the SRPNA, performed
good communication strategy (first basic information leaflet on radon to
accompany the measurement explaining the purpose of the measurement,
internet site, public relation, public education...) which led to high survey
efficiency (about 90 %), together with very hard field work. In total 6000
detectors have been distributed during October 2015 and exposed in houses
and apartments for six months (till April 2016). Afterwards, the detectors
were collected and sent to an authorized laboratory (Landauer Nordic AB)
to be processed and consequently, we got data for the first national indoor
radon survey. The preliminary results and radon map was presented at the
8th Conference of Protection against Radon at Home and at Work, 12 - 14
September 2016, Prague, Czech Republic [9].
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Utilization of a shallow underground laboratory for studies of the energy

dependent CR solar modulation

N.Veselinovi¢ A. Dragi¢, M. Savi¢, D. Maleti¢, D. Jokovi¢, R. Banjanac, V. Udovici¢,

Institute of physics, University of Belgrade, Serbia

The aim of the paper is to investigate possibility of utilizing a shallow underground laboratory for the study of energy
dependent solar modulation process and to find an optimum detector configuration sensitive to primaries of widest possible
energy range for a given site. The laboratory ought to be equipped with single muon detectors at ground level and underground
as well as the underground detector array for registration of multi-muon events of different multiplicities. The response
function of these detectors to primary cosmic-rays is determined from Monte Carlo simulation of muon generation and
propagation through the atmosphere and soil, based on Corsika and GEANT4 simulation packages. The simulation predictions
in terms of flux ratio, lateral distribution, response functions and energy dependencies are tested experimentally and feasibility

of proposed setup in Belgrade underground laboratory is discussed. .

1. INTRODUCTION

Cosmic rays (CR) are energetic particles, arriving at the

Earth from space after interaction with the heliosphere.
The interaction of these, primary CRs, with the
atmosphere leads to production of a cascade (shower) of
secondary particles: hadrons, electrons and photons,
muons, neutrinos. CR research has been undertaken at
almost every location accessible to humans — from the
outer space to deep underground [1].
At the low energy part of the spectrum, lower than 100
GeV, CRs are affected by the solar magnetic field.
Modulation effects are energy dependent and have been
studied extensively by the neutron monitors, sensitive up
to about 10 GeV. Muon detectors at the ground level are
sensitive to higher energy primaries [2], and the muons
detected underground correspond to even higher energies.
The possibility to further extend the sensitivity to higher
energies with the detection of multi-muon events
underground is the intriguing one. The idea was exploited
with the EMMA underground array [3]. For a shallow
underground laboratory, exceeding the energy region of
solar modulation would open the possibility to study CR
flux variations of galactic origin.

2. BELGRADE CR STATION

The Belgrade cosmic-ray station is situated at the
Laboratory for Nuclear Physics at the Institute of Physics.
Its geographic position is: latitude 44° 51' N and longitude
20° 23" E, altitude of 78 m a.s.l., with geomagnetic latitude
39° 32' N and geomagnetic vertical cut-off rigidity 5.3
GV. It is composed of two sections, the underground lab
(UL) with useful area of 45 mz, dug at the 12-meter
shallow depth (equivalent to 25 m.w.e) and the ground
level lab (GLL). At UL depth, practically, only the muonic
component of the atmospheric shower is present.

The cosmic-ray muon measurements in Belgrade CR
station are performed by means of the plastic scintillation
detectors, placed both in the GLL and in the UL. With the
previous set-ups, monitoring is continuous from 2002.
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Measured cosmic-ray intensity data were thoroughly
analysed, yielding some results on the variations of the
cosmic-ray intensity [4,5,6].

Time series (pressure and temperature corrected) of these
measurements can  be accessed online at
http://cosmic.ipb.ac.rs/muon_station/index.html.

In addition to single muon detectors, a small-scale test
setup for multi-muon events is installed underground. It
consists from three scintillators: one large detector (100cm
x 100cm x 5cm) and two small detectors (50cm x 23cm x
Scm) which are placed horizontally on their largest sides.
Their mutual position is adaptable. The data acquisition
system is based on fast 4-channel flash analog-to-digital
converters (FADC), made by CAEN (type N1728B), with
100 MHz sampling frequency. The events are recorded in
the list mode. For each event from every input channel the
timing and amplitude are saved, together with auxiliary
information such as the result of pile-up inspection
routine. From this list a time series of single or coincident
events could be constructed. The experimental set-up is
sketched in Figure 1.

< \

—

Figure 1 : Sketch of the experimental set-up for the
cosmic-ray measurements:

1) Large scintillation detector, 2) small scintillation
detectors, 3) flash analog-to-digital Converter (FADC), 4)
experiment control and data storage computer
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With simultaneous operation of several detector systems,
as described, a single facility with the same rigidity cut-off
would be used for investigation of solar modulation at
different energies. Further integration with the Neutron
Monitors data would be beneficial [7, 8, 9].

3. SIMULATION DETAILS AND RESULTS

Simulation of the CR shower dynamics up to the
doorstep of GLL and UL has been done using Monte Carlo
simulation packages CORSIKA and Geant4 [10, 11]. The
cosmic-ray muon spatial and momentum distribution at
78m a.s.l. is of our interest. The output of CORSIKA at
ground level is used as the input for Geant4 based
simulation of particle transport through the soil and
simulation of detector response. For this purpose soil
analysis is done beforehand. The mean density is found to
be (2.0£0.1) g/cm3 and soil type is loess with the assumed
composition of Al203 20%, CaO 10% and SiO2 70%.
For the simulation of underground detector system only
those muons with energy sufficient enough to survive
passage through soil are taken into consideration (Figure

2).
10000 /7 —UuL
“ " GLL
|
VN
1000 W\N”\V«
(A
= \.’W‘!V NVUM,
RAY )
\\;\’v'
100 '
10 T T T 1
0 5 10 15 20
P[GeV/c]

Figure 2: Surface momentum distribution for muons at
GLL and muons reaching UL at Belgrade CR station
based on GEANT4 and CORSIKA

At lower energies, protons make ~85% of CR, so primary
particles used in the simulation were protons. The number
of muons reaching UL is not linearly proportional to
energy of the primary particle, especially for energies
lower than 200 GeV which is energy range of interest, as
showed in Figure 3.This correspond to similar work done
elsewhere [12]. Probability that a registered event
corresponds to a primary particle of certain energy is
inferred from the simulation for every detection system:

- Single muon detector at ground level

- Single muon detector underground

- Two-fold muon coincidences underground

- Muon coincidences of higher multiplicity

For these response functions, simulation use 23 million
primary protons with energy range from 5 GeV to 10'® eV
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with zenith angle between (0°, 70°) and with power law
energy spectrum with the exponent -2.7.
Shift toward higher energies is evident for transition from
GL to UL and to the events of higher multiplicities.
[—GLL |
14 uL

ULc
[——— UL3+]

0.01 4

1E-3 4

1E-4 4

Nmuons per bin/ Nmuons total

1E-5 4

10 160 1c;00
E primary ( GeV )

Figure 3: Differential response functions of muon
detectors in GLL and UL based on simulation for: single
muons at ground level (GLL), underground level (UL),
coincident muons at underground level (ULc) and triple
and higher multiplicity coincident muons at underground
level (UL3+ ) normalized to total number of muons
respectively.

For all relevant quantities of the muon flux is given at
Table 1. Equivalent depth was found using ratios of
integral fluxes of muons at different shallow depth [13].

Table 1: Properties of the flux of the primary particles at
Belgrade CR station based on simulation for: ground level
(GLL), underground level (UL), coincident muons at
underground level (ULc ) and triple and more coincident
muons at underground level (UL3+ ).

Primary GLL UL ULc UL3+

protons

Energy cut- | 5 GeV 12.3£0.7 30+4 55+14

off GeV GeV GeV

Equivalent 0 mwe. | 25mwe. | 40 66

depth GLL m.w.e. m.w.e.

Belgrade

Peak energy | 20 GeV 45 GeV 125 200
GeV GeV

Median 62 GeV 12245 296 + 8 | 458+18

energy GeV GeV GeV

Cut-off energy at the ground level is due to geomagnetic

cut-off rigidity at

Belgrade CR

station.

For the
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underground level, the 25 m.w.e. of soil overburden is the
cause of the higher cut-off underground. All the relevant
quantities: cut-off, peak and median energies are higher
underground and for the events with higher multiplicity.
This, in principle, creates a possibility to investigate the
CR flux and its variations at different energies of
primaries, exceeding the energies relevant to neutron
monitors, the most frequently used instrument for study of
the low energy side of the CR spectrum. This vindicates
the aim of the simulation to investigate possibility of
utilizing a shallow underground laboratory for the study of
energy dependent solar modulation process and to find an
optimum detector configuration sensitive to primaries of
different energy range for a given site.

4. DISCUSION ON FEASIBILITY

It is needed, however, to address the questions of
reliability of simulation. On the graph 3, the discontinuity
at energy of 80 GeV of primary protons is visible,
especially muon in UL and muons in UL in coincidence.
CORSIKA, by default, uses GHEISHA 2002d particle
generator to calculate the elastic and inelastic cross-
sections of hadrons below 80 GeV in air and their
interaction and particle collisions and for higher energies
QGSIJET 01C routine is used. Also it is important to know
whether sufficient statistics of multi-muon events could be
achieved in the limited laboratory space. For this purpose,
the flux of single muons is measured at ground level and
underground, the rate of double coincidences as a function
of detector distance is simulated also. In addition, the rates
of double and triple coincidences are also measured for
several detector arrangements.

The muon flux is calculated, from simulation, by finding
ratio between the number of muons reaching depth of UL (
for single and muons in coincidence) and numbers of
muons generated from CORSIKA at the surface and
multiplying by experimentally measured value of
integrated muon surface flux which is 137(6) muons per
m’s [14]. The experimental value of integrated flux,
compared with number of muons from simulation, is also
used to find physical time needed to generate same
number of muons at the site as the simulation.

Absolute muon fluxes measured at the site for surface and
shallow underground is well reproduced by the simulation
(Table 2).

Table 2: Ratio of muon fluxes at Belgrade CR station
based on measurements and simulation for: ground level
(GLL), underground level (UL), coincident muons at
underground level (ULc ) and triple and more coincident
muons at underground level (UL3+ )

Muon | Measured | Simulation | Simulation | Simulation
flux GLL/UL GLL/UL UL/ULc¢ UL/UL3+
ratio

3.17(8) 3.06(3) 1.86(4) 2.68(6)

eConf C16-09-04.3

Recently with new detector arrangement, the scintillators
in Belgrade CR station measured coincident events and
triple coincident events at two distances of the detectors:
1.5m and 6m, in UL part of the laboratory. Number of
coincidences per unit area of the detector, based on
simulation for these distances is 80 and 66 muon
coincidences per m” per day respectively. Experimental
values are higher for closer ( ~350 coincidences a day )
and ~60 coincidences per day for farther arrangement.
The ratio of single/coincidence events underground is well
reproduced for greater distance of the detector. At shorter
distances the measured ratio is higher than predicted by
simulation, further study will show is it due to contribution
from local EM showers and knock-on electrons. Numbers
of measured triple coincidences at same distances are the
order of magnitude smaller.

When upgraded, the detector arrangements will cover the
whole area of the UL with muon detectors it should
provide, based on the simulation, approximately 61k
coincidences per day thus allowing to observe ~ 1.2%
fluctuation of the CR flux with 3¢ certainty originated
from Solar modulation ( e.g. Forbush decreases) thus
allowing possibility to study solar modulation on three
different energy ranges of the primary particles and at
higher energies then regular energies detected with NM.
To prevent miss-identification of muons, additional
methods of sorting muons is needed (lead shielding,
hodoscopes...) or to measure only coincidences that occur
on reliable distances between detectors, larger then 6m,
allowing observation of higher fluctuations (~2.5%) with
same certainty.

In principle, larger shallow depth laboratories [15] can be
used to investigate solar modulation and extreme solar
events on different energies of primary particles, using rate
of detected muons on different detectors in coincidence
but present small detection area at Belgrade CR station can
also give some valuable insight.

5. CONCLUSION

The possibility of utilizing a shallow underground
laboratory for the study of energy dependent solar
modulation of CR is investigated, by means of computer
simulation based on CORSIKA and GEANT packages,
combined with the experiment. On the experimental part,
the muon flux is measured at ground level and
underground at the depth of 25 mwe. In the present
feasibility study, the flexible test setup for detection of
multiple muons is installed underground in an attempt to
achieve sensitivity to higher energy primaries. The rates of
double and triple coincidences are measured for several
detector distances. The simulation revealed the response
functions of each experimental setup. The experimental
fluxes are compared with those arising from simulation
(Table 2). For single muons, the experimental ratio of
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fluxes GLL/UL agrees with the simulated one. The
experimental ratio of single/coincident events underground
is well reproduced by simulation if the detector distance is
greater than 6m. At shorter distances the measured ratio is
higher than predicted by simulation, mainly due to
contribution from local EM showers and knock-on
electrons. When upgraded, the detector arrangements will
cover almost the entire area of the UL with muons
detectors resulting in expected approximately 61k
coincidence per day. One day of measurements will be
sufficient to observe ~ 1.2% fluctuation of the flux at 3o
significance for CRs with several hundred GeV of energy.
Together with the single muon measurements at GLL and
UL we will have simultaneous measurements centered on
three different energies, under the same atmospheric and
geomagnetic conditions. Any difference in time series
behavior could be attributed to energy dependent response
to the forcing. The rate of triple coincidences is too low to
be effectively exploited in our conditions.
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Effect of pressure and temperature corrections on muon flux variability at ground
level and underground

M. Savic, A. Dragic, N. Veselinovic, V. Udovicic, R. Banjanac, D. Jokovic, D. Maletic
Institute of Physics, Belgrade, Pregrevica 118, Serbia

In Low Background Laboratory at Institute of Physics Belgrade, plastic scintillators are used to

continuously monitor flux of the muon component of secondary cosmic rays.

Measurements are

performed on the surface as well as underground (25 m.w.e depth). Temperature effect on muon
component of secondary cosmic rays is well known and several methods to correct for it are already
developed and widely used. Here, we apply integral method to calculate correction coefficients and
use GF'S (Global Forecast System) model to obtain atmospheric temperature profiles. Atmospheric
corrections reduce variance of muon flux and lead to improved sensitivity to transient cosmic ray
variations. Influence of corrections on correlation with neutron monitor data is discussed.

Belgrade Low Background Laboratory (LBL) is lo-
cated at Institute of Physics, Belgrade and consists of
two interconnected spaces, a ground level laboratory
(GLL) and a shallow underground one (UL) [Fig. 1].
GLL is at 75 meters above sea level while UL is dug
under a 10 meter cliff and has a 12 meters of loess soil
overburden (25 meters of water equivalent) [1]. Geo-
graphic latitude for the site is 44.86 and longitude is
20.39 while geomagnetic rigidity cutoff is 5.3 GV.
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FIG. 1: Layout of the Low Background Laboratory.

Experimental setup consists of two identical sets
of detectors and read out electronics, one situated in
GLL and the other in UL. Each setup utilizes a plastic
scintillator detector with dimensions 100cm x 100cm x
5cm (Amerys-H, Kharkov, Ukraine) equipped with 4
PMTs (Hammamatsu R1306) directly coupled to the
corners [Fig. 2]. Flash ADC (CAEN type N1728B)
with 10ns sampling are used for read out [1].

Preamplifier outputs of two diagonally opposing
PMTs are summed and fed to a single FADC in-
put thus engaging two inputs of the FADC for two
such diagonal pairings. Signals recorded by the two
inputs are coincided in offline analysis, resulting in
coincidence spectrum which is then used to deter-
mine the integral count [Fig. 3]. This procedure al-
most completely eliminates low-energy environmental
background leaving only events induced by cosmic ray
muons and muon related EM showers [1].
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FIG. 2: Experimental setup scheme.
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FIG. 3: Single summed diagonal and coincidence spectra.

I. SIGNIFICANCE OF METEOROLOGICAL
EFFECTS

Meteorological effects on muon component of sec-
ondary cosmic rays are well known, with pressure and
temperature effect being most dominant [2]. Correct-
ing for these effects noticeably increases data useful-
ness, especially increasing sensitivity to periodic and
aperiodic variations of non-atmospheric origin (vari-
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ations of primary cosmic rays, different heliospheric
processes, etc.)

In Belgrade Low Background Laboratory contin-
ual measurements utilizing described setup started
in April of 2008 for the GLL and in November of
2008 for the UL, and with some interruptions are
still ongoing. Base time resolution for integrated
count is 5 minutes but time resolution of 1 hour is
also often used in analysis. Link to Belgrade cos-
mic ray station can be found on the following address:
http://www.cosmic.ipb.ac.rs/.

A. Pressure effect

Barometric effect is defined by the following equa-
tion:

(@),

where ‘S—II is the normalized variation of muon flux
intensity, 3 is barometric coefficient and J P is pressure
variation. Pressure variation is calculated as 6P =
P — Pp , where P is current pressure and Pp is base
pressure value [4].

Since no in situ pressure measurement was per-
formed prior to 2015, current pressure values have
mostly been acquired from official meteorological mea-
surements performed by Republic Hydrometeorolog-
ical Service of Serbia as well as from Belgrade air-
port meteorological measurements. In all, data from
5 different stations were used. All pressure data was
normalized to Belgrade main meteorological station.
Stations were sorted according to geographical prox-
imity and consistence of data. Unique pressure time
series was composed by using data from the first sta-
tion with available pressure entries for a given hour.
Linear interpolation was then performed and pressure
values were sampled with 5 minute step. Normalized
variation of muon flux intensity vs. pressure varia-
tion was plotted for each year. Only data for the 5
geomagnetically most quiet days of each month were
taken into account (selected from International Quiet
Days list). Barometric coefficient for each year was
determined from linear fits of these plots [Fig. 4].

B. Temperature effect

Temperature effect on hard muons is well known
[2] and there are several methods developed to de-
scribe and correct for it. Method we used was inte-
gral method, where normalized variation of muon flux
dependence on temperature variation is described as:
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Barometic coeficient

FIG. 4: Yearly values for barometric coefficient for GLL
and UL.

(?)T _ /Oho a(h) - 6T(h) - dh (2)

a(h) being temperature coefficient density and tem-
perature variation calculated as 6T = T — Tz, where
T is current temperature and T is base temperature
value [3].

To correct for temperature effect using formula
above it is necessary to have most complete infor-
mation about atmospheric temperature profile for a
given geographical location as well as to know tem-
perature coefficient density function. Temperature
profile measurements performed by local meteorolog-
ical service are not done on consistent basis but more
detailed information is available from meteorological
models. One such model is GFS (Global Forecast Sys-
tem) that, among other data, provides temperatures
for 25 isobaric levels for a given geographical location
with latitude/longitude precision of 0.5 degrees [3].
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FIG. 5: Distribution of difference between modelled tem-
peratures and temperatures measured by meteorological
balloons above Belgrade (where such data was available).

Measured and modelled values seem to be in fairly
good agreement [Fig. 5] except for the lowest isobaric
level. That is why for this level temperature from local
meteorological stations was used, treated in the same
manner as described for local pressure data . Time
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resolution for modelled temperatures is 6 hours so in-
terpolation was performed using cubic spline [3] and
temperature values were sampled in 5 minute steps.

Temperature density functions [Fig. 6] are calcu-
lated according to procedure described in [2].
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FIG. 6: Temperature coefficient density functions for
ground level (above) and depth 25 m.w.e. (below).

II. RESULTS

A. PT corrected time series

It would seem that pressure correction successfully
removes aperiodic pressure induced fluctuations while
temperature correction most significantly affects an-
nual variation induced by atmospheric temperature
variations [Fig. 7].

B. Spectral analysis

Spectral analysis can give us more insight into effect
of temperature correction on annual variation of muon
count (presented for GLL data in [Fig. 8])

After temperature correction, peak related to an-
nual periodicity in power spectrum appears to be sig-
nificantly reduced relative to nearby peaks.
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FIG. 7: GLL raw (black), pressure corrected (magenta)
and PT corrected (red) muon count time series for a se-
lected period.

Power spectra for P corrected data Power spectra for PT corrected data
x10° 10°

0,008
1

|
|
,‘ \
In
ha

0002 |
i
AN ,

o
AN LY
o VW Y WV /./\ Mansm .
5 10 15 2

Power
e
Power
8

A
5

S N A G W]
10 15 20

Frequency [d”] Frequency [d]

FIG. 8: Power spectra for pressure corrected and temper-
ature and pressure corrected data.

C. Neutron monitor correlation

Possible validation for correction procedure would
be agreement of pressure/temperature corrected muon
count time series with neutron monitor data. BAK-
SAN neutron monitor was selected as a possible ref-
erence [Fig. 9].

IIT. CONCLUSIONS

Corrections for temperature and pressure effect are
essential for muon data gathered at Belgrade LBL. At-
mospheric temperature profile for Belgrade seems to
be adequately modeled by GFS. Temperature correc-
tion utilizing integral method seems to give acceptable
results (while quality can still be further improved).
Also, other methods could be applied and results com-
pared. Muon flux data after pressure and temperature
corrections has increased sensitivity to periodic and
aperiodic effects of non-atmospheric origin. Prelimi-
nary comparison with neutron monitor data supports
this claim with more detailed correlation analysis to
follow in the future.
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Abstract. Dependence of the lead-210 activity concentration in surface air on meteorological variables and
teleconnection indices is investigated using multivariate analysis, which gives the Boosted Decision Trees method as
the most suitable for variable analysis. A mapped functional behaviour of the lead-210 activity concentration is further
obtained, and used to test predictability of lead-210 in surface air. The results show an agreement between the
predicted and measured values. The temporal evolution of the measured activities is satisfactorily matched by the
prediction. The largest qualitative differences are obtained for winter months.

Key words: lead-210, surface air, meteorological variables, teleconnection indices, multivariate analysis, wavelet

transform analysis

1. INTRODUCTION

Lead-210 is a naturally occurring radionuclide
with a half-life of 22.23 years. The main source of
210Ph in surface air is its radioactive parent radon-
222 that emanates from the soil. After formation,
210P]h attaches to aerosols whose fate is governed by
atmospheric circulation and removal processes.

A number of studies that looked into the 2:°Pb
activity concentrations at different measuring sites
have shown a uniform radionuclide distribution,
both in the vertical and horizontal. For example, [1]
showed no significant variations in the 2:°Pb activity
concentration at three locations over distance of
approximately 200 km, and still noted a case in
which the 21°Pb activity concentration rapidly
changed due to a passage of a cold front. Similarly,
[2] investigated differences in the 2°Pb activity
concentration between two measurement sites at a
distance of 12 km in the horizontal and of 800 m in
the vertical. Their results also showed that over
longer periods of time, the radionuclide was well
mixed within the atmosphere. Further, [3] found
good correlation between the 21°Pb activity
concentrations across two sites 100 km apart, which
were influenced by different local conditions,
including different prevalent winds.

On the other hand, the vertical profile of the
210Ph activity concentration in the atmosphere has
been shown to reflect the fact that the radionuclide

source is in the lowermost layer - surface air masses
are richer in 2°Pb than air masses from higher
altitudes, with the sharpest decrease in activity
concentration between the ground and an altitude of
3 km [4, 5]. Further, the 2:°Pb activity concentration
is higher in continental air masses than in air
masses originating over a body of water [2, 6, 7],
which results in the radionuclide activity
concentration variations in the horizontal, and also
explains temporal differences in a location under
influence of interchangeable winds of either
continental or maritime origin [2].

The above mentioned studies, however, did not
include an analysis of 2°Pb relation with large-scale
atmospheric circulation. The North Atlantic
Oscillation (NAO) index is one of the most
commonly used teleconnection indices to describe a
large-scale circulation pattern over the North
Atlantic Ocean and surrounding land masses [8].
The two oscillation phases of NAO induce changes
in large-scale circulation patterns [9], which further
reflect on local weather conditions especially over
eastern North America and across Europe, including
Serbia [10]. The Polar/Eurasia pattern [8] is another
teleconnection that has an impact on weather in
Europe [11]. Further, the East Atlantic/Western
Russia pattern [8] influences the amount of
precipitation in southeast part of Europe [12], and
can thus be a contributing factor in the amount of
210Ph in surface air.



In contrast to a very limited number of studies
looking into an influence of large-scale atmospheric
transport on the 21°Pb activity concentrations, a link
between local meteorological variables and the
radionuclide activities has been extensively
investigated [7, 13, 14, 15]. For example, to name
only a few: [16] showed a strong positive
relationship between the 2°Pb deposition and
precipitation; [17] found a positive correlation of
210Ph activity concentration with temperature, and
negative correlation with precipitation, relative
humidity and wind speed; [14] showed that washout
is the most significant mechanism of 21°Pb removal
from the atmosphere.

The goal of our analysis is to combine
meteorological data and large-scale atmospheric
transport patterns (quantified by teleconnection
indices) and treat the 2:°Pb concentration in surface
air as a result of their interplay. Different statistical
tools are employed to achieve this. On one hand, a
set of multivariate methods incorporated in the
Toolkit for Multivariate Analysis (TMVA) [18] is
used. It is complemented by a wavelet transform
spectral analysis [19]. A mapped functional
behaviour which is obtained in the analysis is then
used to test predictability of the 2°Pb activity
concentration in surface air.

2. DATASETS

In Belgrade, Serbia, at the Vinca Institute of
Nuclear Sciences, continual measurements of the
210Ph activity concentrations in surface air started in
1985. The monthly mean activity concentrations in
composite aerosol samples were determined on
High Purity Germanium detectors by standard
gamma spectrometry. The activity concentrations of
210Ph were determined using the gamma energy of
46.5 keV. A detailed description of the measurement
procedure is given in [15].

The meteorological daily data: minimum,
maximum and mean temperature, atmospheric
pressure, relative humidity, precipitation, sunshine
hours and cloud cover data for Belgrade, were
obtained from the European Climate Assessment &
Dataset (ECA&D) [20] and the Republic
Hydrometeorological Service of Serbia. In addition,
a temperature variable, which does not have a local
character, was included to investigate the extent to
which the local meteorological variables influence
the 219Pb activity concentration in the air. The
chosen variable was the Northern Hemispheric
mean monthly temperature anomaly over land
calculated from historical temperature records
(http://www.cru.uea.ac.uk/cru/data/temperature/C
RUTEM4-nh.dat visited on 10 March 2015). The
temperature anomaly was derived as a deviation
from a reference temperature value which, in this
data set, was taken as the mean over a reference
period 1961-1990. More details on the temperature
anomaly calculations can be found in [21, 22].

The data for eight teleconnection indices of
large-scale atmospheric circulation: North Atlantic
Oscillation (NAO), East Atlantic (EA), East
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Atlantic/Western Russia, Scandinavia (SCAND),
Polar/ Eurasia, Western Pacific (WP), East Pacific-
North Pacific (EP-NP), and Pacific/North American
(PNA) were obtained from the data archive of the
United States National Oceanic and Atmospheric
Administration’s  Climate  Prediction  Center
(http://www.cpc.ncep.noaa.gov/data/teledoc/teleco
ntents.shtml visited on 18 October 2013). A
description of the procedure used to identify the
Northern Hemisphere teleconnection patterns and
indices is given in [8]. The monthly values of
teleconnection indices since 1950 were available.

The temporal resolution of the input variables
differed: the 2°Pb activity concentrations and the
teleconnection indices, apart from NAO, were
available as monthly mean values. This resolution
implied a total number of data points that was
insufficient for MVA which inherently requires a
large number of points to determine the mapped
behaviour. To overcome this drawback, an
interpolation of the monthly measurements was
performed using Fast Fourier Transform smoothing
on monthly data (Fig. 1).
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Fig. 1 Fast Fourier Transform of the monthly 21°Pb activity
concentrations in surface air. The Fast Fourier Transform
curve gives interpolated daily 2:°Pb values which were used
in the MVA classification and regression analysis.

3. CALCULATIONS

3.1. Multivariate Analysis

Many multivariate methods and algorithms for
classification and regression are integrated in the
analysis framework ROOT [23], and the Toolkit for
Multivariate Analysis (TMVA) [18]. Multivariate
analysis is used to create, test and apply all available
classifiers and regression methods to single out one
method that is the most appropriate and yields
maximum information on the dependence of an
investigated variable on a multitude of input
variables. Thus, in TMVA there is no need to choose
a priori a method for the data classification and
regression — all of the techniques incorporated in
TMVA are tested and the most suitable one is
chosen for further analysis.



The TMVA package includes various techniques,
such as multi-dimensional likelihood estimation,
linear and nonlinear discriminant analysis, artificial
neural networks, support vector machine, and
boosted/bagged decision trees. All the techniques in
TMVA belong to the family of "supervised learning"
algorithms. They make use of training events, for
which the desired output is known, to determine the
mapping function that either describes a decision
boundary (classification) or an approximation of the
underlying functional behaviour defining the target
value (regression). All MVA methods see the same
training and test data.

The multivariate methods are compared within
the procedure in order to find one which, on the
basis of input variables, gives a result satisfactorily
close to the observed values of the output variable.
More details on calculation procedure are given in
[24].

In our analysis, the output variable was the
activity concentration of 2°Pb in surface air, while
the input variables were the nine meteorological
variables, one derived variable, and eight
teleconnection indices, adding to 18 input variables
in total. A multivariate method that gave the best
regression results in our study was the Boosted
Decision Trees method.

3.1.1. Boosted Decision Trees

Boosted Decision Trees (BDT) is a method in
which a decision is reached through a majority vote
on a result of several decision trees. A decision tree
consists of successive decision nodes which are used
to categorise the events in a sample, while BDT
represents a forest of such decision trees. The (final)
classification for an event is based on a majority
vote of the classifications done by each tree in the
forest, which ultimately leads to a loss of the
straightforward interpretation in a decision tree.
More detailed information on training in BDT can
be found in [24].

An importance of an input variable is measured
by a “variable rank”. In BDT, this measure is derived
by counting the number of times a specific variable
is used to split decision tree nodes, and then
weighting each split occurrence by the separation
gain-squared it achieved and by the number of
events in the node [18].

3.2. Wavelet Transform Analysis

Wavelet transform (WT) is a standard analytical
tool in investigation of time series with
nonstationarities at different frequencies [19]. In
WT analysis, a calculated global wavelet power
spectrum (which corresponds to Fourier power
spectrum) is smooth and can therefore be used to
estimate characteristic periods in the data sets. To
detect these characteristic periods, a standard peak
analysis was performed by searching the maximum
and saddle (for hidden peaks) points in the global
wavelet power spectra of the 21°Pb activities.

4. RESULTS AND DISCUSSION

The WT analysis showed a number of
characteristic periods in the 2©Pb activity
concentration in surface air (Fig. 2). The periods are
given by the time coordinates of the local maxima in
the 219Pb activity concentration power spectrum.
Three short characteristic periods were found, with
a seasonal one (at 2.6 months) most pronounced.
The annual cycle (at 11.8 months) was also evident,
as well as a longer period of approximately three
years (at 36.5 months). Apart from the annual cycle
[2, 14, 15], the other 2°Pb periodicities have not
been studied in detail.

210Pb

: .
10° - 10 100
months

Fig. 2 Power spectrum of the 21°Pb activity concentration in
surface air. Positions of the maximum and saddle points
are marked with the assigned values of characteristic time
in months.

To allow for the prominent annual cycle in the
210Ph activity concentration in surface air, another
input variable, called MonthDay, was introduced in
the analysis. The MonthDay variable is purely
mathematical — its values represent a sum of the
month number (1 to 12) and the day number in a
month divided by the total number of days in the
given month. For example, a MonthDay value for 10
January is 1+10/31. This variable has an annual
cycle and thus serves as a proxy of any contributing
variable which is not specified in the analysis but
also exhibits an annual cycle.

Prior to the multivariate analysis, the Pearson’s
linear correlation coefficients for the input variables
and 21°Pb activity concentrations were calculated
(Tab. 1) using the monthly means. The strongest
correlation was found with temperature anomaly.
However, that correlation was not significant at the
0.05 level. Statistically significant linear correlation
was obtained only for atmospheric pressure and
three teleconnection indices: EP-NP, East
Atlantic/Western Russia, and Polar/Eurasia.

The calculated correlation coefficients describe
the measure of linear correlation between the 21°Pb
activity concentrations and the input variables.
However, apart from linear, other types of
dependance between variables could exist. Each
method incorporated in the MVA gives its own
ranking (as one of the results), which does not
necessarily coincide with a ranking of another
method, or with the order given by the linear
correlation coefficients.
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Table 1. Pearson’s linear correlation coefficients () of the
input variables and the 2:°Pb activity concentration in
surface air, and the BDT variable ranking. The correlation
coefficients significant at the 0.05 level are given in bold.

Variable r BDT
rank
Temperature anomaly -0.47 1
Precipitation -0.22 18
Atmospheric pressure +0.21 15
EP-NP +0.19 6
Cloud cover -0.16 17
East Atlantic/Western Russia +0.14 8
Polar/Eurasia +0.12 7
NAO +0.10 4
SCAND +0.08 9
Mean temperature -0.08 11
Minimum temperature -0.08 12
Maximum temperature -0.07 14
Relative humidity +0.07 16
Sunshine hours -0.07 13
PNA +0.04 5
WP +0.03 3
EA +0.008 10
MonthDay value N/A 2

4.1. Regression Analysis

A result of MVA regression method training is an
approximation of the underlying functional
behaviour that defines the dependence of the target
value, the 21°Pb activity concentrations in our
analysis, on the input variables. This set of
calculations was based on the measurements
performed during the training period, which was
from 1985 to 2010 in our case. Predictability of the
210Ph activity concentration in surface air was tested
in the ensuing calculations, in which the
measurements for 2011 and 2012 were used.

The analysis indicated that the best regression
method, in which the output values (evaluated, or
predicted, 21°Pb activity concentrations) were closest
to the measured concentrations, was BDT. In an
ensemble of multivariate methods, the average
quadratic deviation between the evaluated and
measured values was the least for BDT (Fig. 3). The
BDT output deviation from the measurements over
the training period was close to zero for the majority
of data points (Fig. 4), which confirmed the good
quality of the regression method.

Average Quadratic Deviation versus Method for target 0 TMVA

o Training Sample, Average Deviation
o Training Sample, truncated Average Dev. (best 90%)
* Test Sample, Average Deviation

* Test Sample, truncated Average Dev. (best 90%)

Average Deviation = (Y. ( fuya - fuge) )"

10

Deviation from target

bt
¥
PDERS KNN ) FDA_GA [m SV BOT BDTG

Method

Fig. 3 Average quadratic deviation for multivariate
regression methods. The deviation was the least for BDT.
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Fig. 4 Difference between the BDT evaluated and the

measured 21°Pb activity concentrations. The colour bar on
the right gives the number of data points.

One of the results given by the BDT method is a
variable ranking (Table 1). Apart from temperature
anomaly (rank 1), all other meteorological variables
were ranked as less important than the
teleconnection indices. The influence of the large-
scale circulation is not well understood, but the local
210Ph activity concentration could be significantly
influenced by mesoscale and synoptic scale
variations in atmospheric pressure (as quantified by
the teleconnection indices). The local variations in
atmospheric pressure, on the other hand, could play
a minor role (low BDT rank in Table 1).

Similarly, a high rank obtained for temperature
anomaly (Table 1) may imply that the 21°Pb activity
concentration in surface air is to a certain extent
insensitive to relatively fast variations in local
temperature.

The high rank of the MonthDay variable could
indicate an existence of another contributing factor
with a strong annual cycle.

4.2. 219Pp activity concentration prediction

The final step in our analysis was an evaluation
of the 2°Pb activity concentration outside the
training period for which the mapped functional
behaviour was obtained. In other words, the input
variables for 2011 and the first half of 2012 were
used to calculate the output variable which was then
compared to the measured 2°°Pb activity
concentration over that period (Fig. 5).

The standard deviation of all the absolute and
relative differences between the BDT evaluated and
measured 21°Pb values were 0.64-104 Bq/m3 and
0.12, respectively.

The temporal evolution of the 21°Pb activity
concentration was satisfactorily captured by the
regression method (Fig. 5). However, the regression
was not able to quantitatively predict the observed
values in winter periods, when the radionuclide
activity concentration reached maximum values.
Thus, during January and February 2011, the
evaluated values were conspicuously higher than the
measured ones, while in November and December
of the same year, the evaluation first
underestimated and then overestimated the 2°Pb



activity concentration. It can, however, be argued
that the sum of the predicted 2°Pb activity
concentrations for these two months matched the
sum of the measured values. Furthermore, a local
maximum seen in February 2012 was satisfactorily

reproduced by the method.
— MVA evaluation
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Fig. 5 21°Pb activity concentration measured in surface air
(black line) and evaluated by MVA (blue line) during 2011
and the first half of 2012.

The above results may indicate that in winter
some additional processes play a key role in the
210Ph  activity concentration in surface air.
Emanation of radon-222, the parent radionuclide,
could be affected by soil conditions, such as snow
cover, soil temperature and moisture, and it could
thus induce changes in the 2°Pb source abundance.
Future choice of input variables should include
some soil parameters in an attempt to increase the
accuracy of the 21°Pb prediction in winter months.

Further assessments and refinements of the
prediction should also address the limitation given
by the temporal resolution of the measured 2°Pb
activity concentration in the air. The interpolation
of the monthly data performed to obtain daily values
(Fig. 1) could give rise to spurious relations between
the 21°Pb activity concentration and input variables,
which could reflect on the mapped functional
behaviour, and in turn, on the prediction of 2:°Pb in
surface air. A possible way to check the validity of
our method is to run the prediction using only the
measured monthly values, while still employing the
daily data in the training period. However, a
preferred approach to our method refinement would
be to use a more comprehensive database with the
measured 2°Pb activity concentration of higher
temporal resolution.

5. CONCLUSIONS

The dependence of the 2©°Pb activity
concentration in surface air on different
meteorological variables and indices of large-scale
circulation was investigated using multivariate
analysis.

Boosted Decision Trees was singled out as the
best regression method with the least average

quadratic deviation between the evaluated and
measured activity concentrations. The importance
variable ranking given by the BDT method implied a
greater influence of large-scale transport than of the
local meteorological variables.

The prediction of the 2©°Pb activity
concentrations showed an agreement with the
measurements, except in winter months when the
largest differences were obtained.
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BACKGROUND SPECTRUM CHARACTERISTICS OF THE HPGE DETECTOR LONG-TERM
MEASUREMENT IN THE BELGRADE LOW-BACKGROUND LABORATORY
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Abstract. The Belgrade low-level background laboratory, built in 1997, is shallow (25 m.w.e) underground space
(45m2) which is constantly ventilated with fresh air against radon. The muon intensity (about 3.5 times less than at
ground level), radon concentration (suppressed to averaged value of 15 Bqm-3), as well as gamma-ray background are
monitoring for more than eight years. After long-term measurement using the radiopure HPGe detector with 35%
relative efficiency, the measured data includes radionuclide concentration of detector surroundings, estimation of
background time variation due to radon and cosmic-rays as well as MDA values for typical samples of water matrix.

The detailed characteristics of gamma-ray background spectra are here presented.

Key words : Underground laboratory, Low-level background, long-term gamma-ray measurement

1. INTRODUCTION

Various experiments which strive for the detection
of very rare events require the lowest possible
background radiation which can be achieved only in a
deep underground laboratory. Some of recent the most
interesting are double beta-decay experiments, [1] and
dark matter searches, [2]. In any applied
measurements of low activities, a goal that is pursued
by all gamma spectroscopist is to lower the minimum
detectable activity (MDA) of their detection system
obtaining more statistical evidence in less time.

But, any long and even short-term gamma-ray
background measurement is subject to certain
temporal variations due to time variability of two
prominent contributors to background, cosmic-rays
and radon. The most of the low background
laboratories that deal with low activity measurements
have developed routine measurements of background.
The duration of these measurements may be from one
day to even a month and they are designed to produce
results with sufficiently low statistical errors for the
envisaged measurements. These measurements yield
only average values of the background, what in
principle may lead to systematic errors in later
measurements, especially of NORM samples.

The averaged values of the background, gamma
lines and continuum, nuclide concentrations or MDA
presenting a “personal card” of used detector system
for certain samples in any low-level background
laboratory, [3]. Here is attempt to present our low-
level background laboratory in a similar way. First of
all, the detailed description of the laboratories and
used detector system are described.

2. DESCRIPTION OF THE LABORATORIES AND
EQUIPMENT

The Belgrade underground low-level laboratory
(UL), built in 1997 and located on the right bank of the
river Danube in the Belgrade borough of Zemun, on
the grounds of the Institute of Physics. The overburden
of the UL is about 12 meters of loess soil, equivalent to
25 meters of water. It is equipped with ventilation
system which provides low radon concentration of
15(5) Bq/m3. The “passive” shield consists of 1 mm
thick aluminum foil which completely covers all the
wall surfaces inside the laboratory, including floor and
ceiling. As the active radon shield the laboratory is
continuously ventilated with fresh air, filtered through
one rough filter for dust elimination followed by active
charcoal filters for radon adsorption. The UL has an
area of 45m2 and volume of 135m3 what required the
rate of air inlet adjusted to 8ooms3/h. This huge
amount of fresh air contributes to greater temperature
variations and the long-term mean value of
temperature inside the UL is 19(4)°C. The rate of air
outlet (700m3/h) was adjusted to get an overpressure
of about 200 Pa over the atmospheric pressure, what
prevents radon diffusion through eventual
imperfections in the aluminum layer. Relative
humidity is controlled by a dehumidifier device, what
provides that the relative humidity in the underground
laboratory does not exceed 60%. The muon intensity
(which is about 3.5 times less than at ground level),
radon concentration and gamma-ray background are
monitoring for more than eight years. Comparative
background study is performing in the GLL (at ground
level) which is equipped with a Ge detector (13%
relative efficiency and not intrinsically low-
radioactivity level, named SGe) and a big plastic
scintillator (1m2, named BPS) in veto position. The
GLL is air-conditioned (average radon concentration of



50(30) Bq/m3) has an area of 3om2 and volume of
75m3. The Fig. 1 presents veto arrangement of the
HPGe detector (BGe, in 12cm lead shield) and big
plastic scintillator, inside the UL.

UL-Underground laboraton
,/ i L .'.

—

Germanium
detector

Fig. 1 Veto arrangement of the HPGe detector (BGe) and big
plastic scintillator inside the UL

3. DESCRIPTION OF DETECTOR SYSTEMS IN
THE UL

The low-level background detector system in the
UL includes an intrinsically low-radioactivity level p-
type Ge detector (35% relative efficiency, named BGe)
and another plastic veto scintillator (1m2, named BPS)
situated coaxially above the BGe detector. The BGe is a
GEM30 model (made by ORTEC) in LB-GEM-SV
cryostat configuration with magnesium end cap. The
energy resolution at 1332.5keV, measured by analog
data acquisition system, is 1.72keV, 0.65keV at 122keV
as well as the Peak to Compton ratio at 1332.5keV has
value of 68. The cylindrical lead shielding of the BGe,
with a wall thickness of 120 mm and an overall weight
of about 9ookg, was cast locally out of scratch
plumbing retrieved after the demolition of some old
housing. Radon monitoring inside the laboratories was
performed by radon monitor, model RM1029
manufactured by Sun Nuclear Corporation. The device
consists of two diffused junction photodiodes as a
radon detector, and is furnished with sensors for
temperature, pressure and relative humidity. A pair of
plastic scintillator detectors is used for CR muon
measurements at both laboratories. One of them is a
larger (100cmx100cmx5cm) detector (BPS), equipped
with four PMT directly coupled to the corners beveled
at 45°, made by Amcrys-H, Kharkov, Ukraine. The
other, a smaller 50cmx23cmx5cm plastic scintillator
detector, with a single PMT looking at its longest side
via a Perspex light guide tapering to the diameter of a
PMT, made by JINR, Dubna, Russia, and assembled
locally. The smaller detector may serve as a check of
stability of the muon time series obtained from the
larger detector, which is important for long term
measurements. Two flash analog to digital converters
(FADC), made by C.A.E.N (type N1728B), which
sample at 10 ns intervals into 214 channels were used
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to analyze spectra from Ge detectors as well as
corresponding BPS. User-friendly software was
developed to analyze the C.A.E.N data with the
possibility to choose the integration time for further
time-series analysis that corresponds to integration
time of the radon monitor. The performances of digital
acquisition system as well as software developed for
analysis were described in detail, [4].

4. THE RESULTS OF
MEASUREMENTS IN THE UL

Additional to intrinsically low-radioactivity level of
the BGe itself, environmental radioactivity is low, too.
The UL was built from low activity concrete about 12
Bq/kg of U-238 and Th-232, and of 23 Bq/kg and 30
Bq/kq of surrounding soil, respectively. Radioactivity
of aluminum wall-lining is negligible. Pb-210 activity of
used lead shield of 30Bq/kg is measured. After long-
term cosmic-ray, [5], radon concentration, [6] and
gamma-ray background measurements, no significant
long-term time variations of gamma background was
found, [7]. After several years of almost continuously
background measurements, the integral background
rate in the region from 40keV to 2700keV has mean
value of about 0.5 cps. The lines of Co-60 are absent in
the background spectrum, while the line of Cs-137 with
the rate of 1x1074 cps starts to appear significantly only
if the measurement time approaches one month.
Fukushima activities, though strongly presented in our
inlet air filters samples, did not enter the background
at observable levels, in spite of the great quantities of
air that we pump into the UL to maintain the
overpressure, and it seems that the double air filtering
and double buffer door system, along with stringent
radiation hygiene measures, is capable of keeping the
UL clean in cases of global accidental contaminations.
No signatures of environmental neutrons, neither slow
nor fast, are present in direct background spectra.

The Fig. 2 shows a characteristic shape of
background spectrum obtained in the UL after about 6
months of measuring, with distinctive Pb X-ray lines at
the beginning of the spectrum, annihilation line, and
lines from 4°K and 208T1 (2614.5keV) at the end of the
spectrum with a lot of post-radon lines between them.

BACKGROUND

Pb-X ANN

1000

Intensity

T T T T
[} 500 1000 1500 2000 2500 3000

Energy [keV]

Fig. 2 Background spectrum of the HPGe detector (BGe)
inside the UL after about 6 months of measuring

The table 1 in the third column presents gamma-
ray background values of typical spectrum measured in



the UL using the BGe in direct (no veto) mode. The
measurement time was about 6 months.

Table 1 The background characteristics of the BGe

inside the UL
Radionuclide/ MDA
. series (mBq)
Llr!e/ nuclea/r Intensity forq
region - 3 o1 X
(keV) reaction (103s1) 100ks
Water
matrix
40-2700 - 500 -
46.5 Pb-210/U-238 0.38(11) 1500
53.2 U-234 - 9400
63.3 Th-234 - 700
72.8 Pb-X-Keo 3.1(1) -
75 Pb-X-Ku 6.2(1) -
84.9 Pb-X-Kg: 4.2(1) -
87.3 Pb-X-Kg2 1.49(6) -
92.5 Th-234 - 100
143.8 U-235 - 20
163.4 U-235 - 110
200.3 U-235 - 100
238.6 Pb-212/Th-232 0.83(4) 40
242 Pb-214/U-238 0.20(2) -
205.2 Pb-214/U-238 0.71(4) 40
338.3 Ac-228/Th-232 0.15(2) -
351.9 Pb-214/U-238 1.26(5) 30
477.6 Be-7 - 40
510.8+511 T;;?%:{; 7.0(1)
583.2 Tl-208/Th-232 0.30(3) 56
609.2 Bi-214/U-238 1.08(5) 60
661.7 Cs-137 0.10(5) 9
727.3 Bi-212 - 200
— I -
803.3 Pb I?l())-(;(()%,n ) 0.11(2)
911.2 Ac-228/Th-232 0.25(2) 110
969 Ac-228/Th-232 0.11(2) 80
1001 Pa-234m - 1300
1120.4 Bi-214/U-238 0.28(3) -
1173.2 Co-60 - 19
1332.5 Co-60 - 11
1238.1 Bi-214/U-238 0.09(2) -
1460.8 K-40 3.27(9) 850
1764.6 Bi-214/U-238 0.49(3) 230
2103.7 2614'25085 /T1 0.13(2)
2204.2 Bi-214/U-238 0.15(2) -
2614.5 T1-208/Th-232 1.05(5) -

The fourth column of the same table presents
minimum detectable activity (MDA) calculated for
predicted measurement time of 100000 seconds
(approximately one day) for cylindrical sample
(volume of 120c¢ms3) situated on the top of the detector.
Efficiency calibration was obtained by GEANT4
simulation toolkit as well as experimentally using
appropriate standard. The difference between the two
efficiency calibration curves is less than 5% for sample
of water matrix, which MDA is here presented. MDA
values are calculated as MDA=Lp/(t x Eff x p), where
the Lp=2.71+4.65BY2 is detection limit. B is
background at the energy of gamma-ray line with

absolute detection efficiency Eff and emission
probability p. If the predicted measurement time t is
valued in seconds then MDA values have Bq unit. The
obtained MDA values are presented for water matrix
cylindrical samples in bottles with volume of 120c¢ma3.

With the BPS currently positioned rather high over
the detector top, at a vertical distance of 60cm from
the top of the lead castle, in order to allow for the
placing of voluminous sources in front of the vertically
oriented detector, the off-line reduction of this integral
count by the CR veto condition is only about 18%. Up
to a factor of two might be gained if the veto detector
were to be positioned at the closest possible distance
over the BGe detector. This configuration requires
some changes of the lead shield including introducing
a sliding lead lid. Such a new shielding and veto
configuration would be additionally reduce gamma-ray
background up to the same factor that corresponds to
factor of reduction expected for cosmic rays.

We do not insist on the lowering of statistical errors
which depend on background levels solely and are
difficult to reduce further with available means, but
rather emphasize its stability due to the low and
controlled radon concentration in the laboratory. This
is essential, especially in NORM measurements, and
makes our system virtually free of systematic errors as
compared to systems which operate in environments
where radon is not controlled. In that systems the
reduction of post-radon background activities is
achieved by flushing the detector cavity with liquid
nitrogen vapor, where the transient regimes during
sample changes and possible deposition of radon
progenies may introduce systematic uncertainties
which are difficult to estimate.

Acknowledgement: The paper is a part of the
research done within the projects Ol171002 and
1I143002.
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CORRELATIVE AND PERIODOGRAM ANALYSIS OF DEPENDENCE
OF CONTINUOUS GAMMA SPECTRUM IN THE SHALLOW UNDERGROUND LABORATORY
ON COSMIC RAY AND CLIMATE VARIABLES

Dimitrije Maleti¢, Radomir Banjanac, Dejan Jokovi¢, Vladimir Udovicic¢,
Aleksandar Dragié¢, Mihailo Savié, Nikola Veselinovi¢

Institute of Physics University of Belgrade, Serbia

Abstract. The continuous gamma spectrum, Cosmic ray intensity and climate variables; atmospheric
pressure, air temperature and humidity were continually measured in the Underground laboratory
of Low Background Laboratory in the Institute of Physics Belgrade. Same three climate variables for
outside air were obtained from nearby meteorological station. The obtained gamma spectrum,
measured using HPGe detector, is split into three energy ranges, low, intermediate and high ending
with energy of 4.4 MeV. For each of the energy intervals periodogram and correlative analysis of
dependence of continuous gamma spectrum on cosmic ray intensity and climate variables is
performed. Periodogram analysis is done using Lomb-Scargle periodograms. The difference of linear
correlation coefficients are shown and discussed, as well as the differences in resulting periodograms.

Key words: gamma spectroscopy, surface air, underground laboratory, correlative analysis, periodogram analysis.

1. INTRODUCTION

The low-level and cosmic-ray laboratory in the
Low-Background laboratory for Nuclear Physics in the
Institute of Physics Belgrade is dedicated to the
measurements of low activities and to the studies of
the muon and electromagnetic components of cosmic
rays at the ground level and at the shallow depth
under-ground, and in particular to the detailed studies
of the signatures of these radiations in HPGe
spectrometers situated shallow underground. The
ground level part of the laboratory (GLL), at 75 m
above sea level, is situated at the foot of the vertical
loess cliff, which is about 10 meters high. The
underground part of the laboratory (UL), of the useful
area of 45 m2, is dug into the foot of the cliff and is
accessible from the GLL via the 10 meters long
horizontal corridor, which serves also as a pressure
buffer for a slight overpressure in the UL (Fig.1). The
overburden of the UL is about 12m of loess soil,
equivalent to 25 meters of water. [1]

In the UL laboratory the gamma spectrum is
recorded using HPGe detector and fast ADC unit made
by CAEN, and analysed using software developed in
our laboratory. Besides HPGe measurements the air
pressure, temperature and humidity were recorded in
UL also. Values for temperature, pressure and
humidity of outside air was taken from publicly
available web site. The time period from which the

measurements were used in this analysis is from
beginning of December 2009 till end of April 2010.
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Figure 1. mCI‘OSS-SECtIOII of the low-level and
CR laboratory at IOP, Belgrade, 44°49'N, 20°28'E,
vertical rigidity cut off 5.3 GV.

Continuous Cosmic rays’ (CR) spectrum
measure-ments by means of a pair of small plastic
scintillators [(50x25x5)cm] started in the GLL and UL
back in 2002 and lasted for about 5 years. It agrees to
the spectrum of relatively shallow underground
laboratories worldwide [2]. These measurements
yielded the precise values of the integral CR muon flux
at the ground level and underground level laboratory,
at the location of Belgrade [3]. Different analyses of the
time series of these measurements have also been
performed [4, 5]. Since the UL is completely lined with
the hermetically sealed 1 mm thick aluminum lining,
and the ventilation system keeps the overpressure of 2
mbars of doubly filtered air, the concentration of radon
is kept at the low average value of about 10 Bq/ms3.
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Measurements and analysis of periodicy of gamma-
rays in underground laboratory had been reported
[6-7], and also for Radon measurements and
periodicity [8-9] including advanced Multivariate
Analysis tecniques [10-11].

Most recent research done in our laboratory
[12] addresses the question of determination of origin
of low energy gamma-rays detected by HPGe detector,
which are coming either from environmental radiation
or from CR. In this paper the correlative analysis is
used to address the same question of composition of
low-energy gamma-rays spectrum, thus giving us the
new approach to the research done in [12].

The correlative analysis in this paper was done
using Toolkit for Multivariate Analysis TMVA[13]
package as part of the ROOT[14] software, widely used
in analysis, especially for High Energy Physics
experiments. The TMVA was used for analysis
extensively in our laboratory, and it was the natural
choice to use the software for correlative analysis also.
Lomb-Scargle periodograms were produced using
software developed in Low-Background laboratory.

2. EXPERIMENTAL SETUP

In the UL 35% efficiency radiopure HPGe
detector, made by ORTEC, is used. The HPGe is
sourounded by 12 cm thick cylindrical lead castle.
Cosmic ray setup consists of a single [(100x100x5)cm]
plastic scintillator detector equipped with four PMTs
directly coupled to the corners beveled at 45°, made by
Amecrys-H of Kharkov, Ukraine. The signals from
HPGe detector and plastic scintillators give output to
fast ADC unit with four independent inputs each, made
by CAEN, of the type N1728B. CAEN units are versatile
instruments capable of working in the so-called energy
histogram mode, when they perform like digital
spectrometers, or/and in the oscillogram mode, when
they perform like digital storage oscilloscopes. In both
modes they sample at 10 ns intervals, into 214 channels.
The full voltage range is +1.1V.

CAEN units are capable of operating in the list
mode, when every analyzed event is fully recorded by
the time of its occurrence over the set triggering level,
and its amplitude, in the same PC, which controls their
workings. This enables to off-line coincide the events at
all four inputs, prompt as well as arbitrarily delayed,
with the time resolution of 10 ns, as well as to analyze
the time series not only of all single inputs, but also of
arbitrary coincidences, with any integration period
from 10 ns up. The flexible software that performs all
these off-line analyses is user-friendly and is entirely
homemade.

The preamplifier outputs of the PMTs of
detectors are paired diagonally, the whole detector
thus engaging the two inputs of the CAEN unit. The
signals from these inputs are later off-line coincided
and their amplitudes added, to produce the singles
spectra of these detectors. Offline coincidence allows
that the high intensity but uninteresting low energy
portion of the background spectrum of this detector
(up to some 3 MeV), which is mostly due to
environmental radiations, is practically completely
suppressed, leaving only the high energy-loss events
due to CR muons and EM showers that peak at about
10 MeV, as shown in Figure 2.
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Since event of HPGe gamma spectrum and
Cosmic rays consists of time-stamp and the amplitude,
off-line analysis is used to create time series of
arbitrary time window with selection of specific part of
gamma spectrum as well as the time series of Cosmic
ray flux in UL (Figure 3.). This enables that whole
gamma spectrum can be divided into energy ranges,
and analyze each energy range separately. The
spectrum separation is done on channel numbers, and
after the energy calibration, the energy ranges used in
our analysis are 180-440 keV, 620-1330 keV and 1800-
4440 keV. The full gamma spectrum is recorded in
range of 180-6670 keV. The part of gamma spectrum
of the HPGe is shown in Figure 4.
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Fig. 2. The sum spectra of two diagonals of big plastic
detectors in the UL and GLL .
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Fig. 3. The time series of the CR muon count of the big plastic
detector in the UL.
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Figure 4. Gamma spectrum of the HPGe detector in 12cm lead
castle in the Underground laboratory.



3. RESULTS AND DISCUSSIONS

The analysis starts with correlation analysis. The
software for correlative analysis is a part of TMVA
package. Hourly time series of variables, atmospheric
pressure P, temperature T, and humidity H for UL
(P_R, T_R, H_R), and outside (P,T,H) are used,
Cosmic ray time series (CR) as well as T (DT) and H
(DH) difference of UL and outside values make the
number of nine input variables. The table summarizing
the linear correlation coefficients is shown in Table 1.
We can see correlation between each input variable
and HPGe gamma spectrum for full energy range in
Table 1 also.

DH |[-10| 69 | -9 | -86 | 57 | -22/| 51 | -25 | -64 | 100

DT 71-98| 7 60 | -30 | 10 | -24 | 42 | 100 | -64

CR |-14| 42 |-65| 36 | -14 | -52 | 13 | 100 | 42 | -25

HR|-2[30]-44] -1 |42 |-59]|100| 13 | -24 | 51

PR |14[-13]80 ] -8 |-22]|100|-59 |-52| 10 | -22

TR | 1|43 |-16]|-41 100 | -22 | 42 | -14 | -30 | 57

H 10| -63|-15]100| -41 | -8 | -1 | 36 | 60 | -86

P 11| -9 | 100 | -15|-16 | 80 | -44 | -65 | 7 -9

T -6 [ 100 | -9 | 63| 43 | -13 | 30 | 42| -98 | 69

HPGe [100| 6 | 11 |10 | 1 |14 | 2 [-14] 7 [-10

HPGe
T
P
H
P R
R
CR

5 |
=

Table 1. Summary table of linear correlation coefficient for all
9 input variables’ 1 hour time series and 1 hour time series of
HPGe gamma spectrum for full energy range.

Correlation analysis was done also for three mentioned
energy ranges, the Table 2. summarizes the results.

180-6670 | 180-440 620-1330 | 1780-

keV keV keV 4440 keV
T -0.070 -0.045 -0.041 -0.096
P +0.111 +0.124 +0.033 | +0.010
H +0.106 +0.056 +0.047 +0.101
Tue +0.013 -0.029 +0.014 -0.012
Puc +0.149 +0.111 +0.091 +0.061
Huc -0.029 -0.068 -0.030 +0.028
CR -0.140 -0.179 -0.030 +0.036
Tue-T +0.076 +0.043 +0.046 +0.100
Hue-H -0.105 -0.083 -0.055 -0.072

Table 2. Linear correlation coefficients in % for full and
three narrower energy ranges.

All the correlation of HPGe gamma spectrum hourly
time series and input variables are not significant. The
biggest correlation coefficient with HPGe time series is
pressure time series measured underground followed
by Cosmic ray time series. It is interesting to notice the
change of correlation coefficients with HPGe for
atmospheric pressure and Cosmic rays time series.
While pressure correlation coefficients tend to drop
going towards higher gamma energies, Cosmic rays’
correlation coefficients are increasing from negative
sign to positive one. This observation is in agreement
with the fact that the Cosmic rays are contributing

more to the the gamma spectrum of higher energies, as
it was shown in [12]. Since Cosmic rays and pressure
are anti-correlated with correlation coefficient of -65%,
as can be seen in Table 1, increase in atmospheric
pressure will give negative correlation coefficient of
HPGe and Cosmic rays’ time series. This can be
explained by having in mind that Cosmic rays are
contributing insignificantly to gamma spectrum on
lower energies [12] behaving like constant in low
energy range, while increase in pressure increases the
air density, thus more gamma scattering events are
contributing to low energy gamma spectrum.

In the periodogram analysis the Lomb-Scargle
periodograms were produced for atmospheric variables
P, T, H and HPGe gamma spectrum. The periodograms
show only daily periodicity of T, H time series as
shown on figures 5 and 6. The P periodogram on
Figure 7. Shows expected daily and mid-daily
periodicity. It is noticeable that the periodogram for P
has lowest spectral powers, which means that
periodicity of P is less noticeable. Also, the unexpected
1/3 day periodicity is with low spectral power. The
periodogram analysis showed that there is no
significant periodicity in HPGe gamma spectrum time
series, as shown on Figure 8.
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Figure 5. Lomb-Scargle periodogram of air humidity.
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Figure 6. Lomb-Scargle periodogram of air temperature.
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Figure 7. Lomb-Scargle periodogram of air pressure.
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Figure 8. Lomb-Scargle periodogram of full and three
different energy range HPGe gamma spectrum time
series.

CONCLUSION

In the Underground laboratory of Low Background
Laboratory in the Institute of Physics Belgrade the
continuous HPGe gamma spectrum, Cosmic ray
intensity and climate variables were continually
measured in the period from beginning of December
2009 till the end of April 2010. The HPGe gamma
spectrum is split into three energy ranges, low,
intermediate and high. For each of the energy intervals
periodogram and correlative analysis of dependence of
continuous gamma spectrum on cosmic ray intensity
time series and climate variables time series is
performed. Periodogram analysis is done using Lomb-
Scargle periodograms. The correlation coefficient
between air pressure and Cosmic rays is -65%. The
correlation coefficients between HPGe gamma
spectrum and input variables are not significant. The
decrease of values of correlation coefficients of gamma
spectrum and air pressure is present. The increase of
values of correlation coefficients of gamma spectrum
and Cosmic rays is present also. Increase in
atmospheric pressure is resulting in negative
correlation coefficient between HPGe and Cosmic rays’
time series for low energy gamma spectrum. The more
significant contribution of Cosmic rays in high energy
gamma spectrum, as opposite to insignificant
contribution of Cosmic rays to low energy gamma
spectrum is evident. Lomb-Scargle periodograms
showed daily periodicity for air temperature and
humidity, and additional mid-daily periodicity for air
pressure. There is no noticeable periodicity for each of
energy ranges of gamma spectrum.
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Pressure and temperature effect corrections of atmospheric
muon data in the Belgrade cosmic-ray station

M Savi¢, D Maletié, D Jokovié, N Veselinovié, R Banjanac, V Udovici¢, A Dragic¢
Institute of Physics, University of Belgrade
Pregrevica 118, 11080 Belgrade, Serbia

E-mail: yokovic@ipb.ac.rs

Abstract. We present results of continuous monitoring of the cosmic-ray muon intensity at the
ground and shallow underground level at the Belgrade cosmic-ray station. The cosmic-ray
muon measurements have been performed since 2002, by means of plastic scintillation
detectors. The scintillator counts are corrected for atmospheric pressure for the whole period of
measurements and, as well, for vertical temperature profile for the period of the last six years.
The results are compared with other correction methods available. One-hour time series of the
cosmic-ray muon intensity at the ground level are checked for correlation with European
neutron monitors, with emphasis on occasional extreme solar events, e.g. Forbush decreases.

1. Introduction

The Belgrade cosmic-ray station, situated in the Low-level Laboratory for Nuclear Physics at Institute
of Physics, Belgrade, have been continuously measuring the cosmic-ray intensity since 2002. The
station is at near-sea level at the altitude of 78 m a.s.l.; its geomagnetic latitude is 39° 32' N and
geomagnetic vertical cut-off rigidity is 5.3 GV. It consists of two parts: the ground level lab (GLL) and
the underground lab (UL); the UL is located at a depth of 12 metres below the surface, i.e. 25 metre
water equivalent. At this depth practically only the muonic component is present. The cosmic-ray
muon measurements are performed by means of plastic scintillation detectors, a pair of which is, along
with instrumentation modules for data acquisition, placed in both the GLL and the UL. The set-up is
quiet flexible, as the scintillators could be arranged in different ways, which allows conducting
different experiments. The analyses of the measurements yielded some results on variations of the
cosmic-ray muon intensity and on precise values of the integral muon flux at the ground level and at
the depth of 25 m.w.e. [1,2,3,4].

2. Experimental set-up
The experimental set-up in both the GLL and the UL consists of a large plastic scintillation detector
(rectangular shape, 100cm x 100cm x Scm) and a data acquisition system (DAQ). The scintillator is
polystyrene based UPS-89, with four 2-inch photomultiplier tubes attached to its corners, so that each
PM tube looks at the rectangle diagonal. Preamplifier signals from two PM tubes looking at the same
diagonal are summed in one output signal, thus two output signals are led to the DAQ from each
scintillator.

The summed signals from the PM tubes on the same diagonal of the detectors are stored and
digitized by the DAQ, which is based on 4-channel flash analog-to-digital converters (FADC), made
by CAEN (type N1728B), with 100 MHz sampling frequency. The FADCs are capable of operating in
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the event-list mode, when every analyzed event is fully recorded by the time of its occurrence and its
amplitude. This enables the correlation of events, both prompt and arbitrarily delayed, at all four
inputs with the time resolution of 10 ns. Single and coincident data can be organized into time series
within any desired integration period. The FADCs can also be synchronized with each other for the
additional coinciding of the events in the GLL and the UL.

For both the GLL and the UL detector, two input channels on the corresponding FADC are reserved
for events recorded by each of detector's diagonals. The cosmic-ray events recorded by a single
diagonal are drown in the background. Coinciding of the prompt events from two diagonals within a
narrow time window gives the resulting experimental spectrum of the plastic scintillator, which is the
energy deposit (4F) spectrum of the cosmic-ray particles (figure 1). Interpretation of the experimental
spectra and their features as well as their calibration have been done using Geant4 based Monte Carlo
simulation [4,5]. The spectra peak at ~11 MeV and have the instrumental thresholds at ~4 MeV.
Comparing the spectra of the GLL detector and the UL detector one can notice the obvious difference
in their shape, especially in the low-energy part below ~6 MeV. This difference points to the
contribution of the cosmic-ray electrons and gammas (electromagnetic component) to the AE spectra
at the ground level, which is absent in case of the underground detector.
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Figure 1. The cosmic-ray 4E spectra of the GLL detector (top left) and the UL detector (top right).
Experimental and simulated AE spectra of the UL detector (bottom).



24th European Cosmic Ray Symposium (ECRS2014) IOP Publishing
Journal of Physics: Conference Series 632 (2015) 012059 doi:10.1088/1742-6596/632/1/012059

3. Results and discussion

The cosmic-ray intensity data are automatically processed, using a web-based “robot” developed for
this purpose, and published online at www.cosmic.ipb.ac.rs/muon_station. The online available data
are raw scintillator counts in time series with resolution of 5 min or 1 h. Time series of the raw data are
corrected for pressure and temperature effect; pressure corrections have been done for the whole data
taking period and temperature effect corrections have been done for the the time period of the last six
years.

3.1. Efficiency corrections

The first data corrections are related to detector assembly efficiency. As mentioned, the instrumental
thresholds cut the spectra at ~3 MeV. However, the thresholds may vary, thus changing the initial
spectrum and resulting in fluctuations of the integral spectrum count. Related to this, the necessary
correction has been done by means of constant fraction discriminator (CFD) function (figure 2); with
use of the CFD cut the spectrum fluctuations decreased significantly. The CFD is based on cut on
chosen height as a percentage of peak height where the spectrum is cut. The simulation tells us that,
for the underground detector, ~6% of muon events is also cut (figure 1).

§000 4 Constant fraction discriminator (CFD)

5000

Part of spectrum used in time series

4000+ Part of spectrum NOT used in time series

count

3000
30% of maximum

2000

1000 <

T v v . - : ]
0 500 1000 1500 2000
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Figure 2. Constant fraction discriminator (CFD) applied in efficiency corrections. The obtained
truncated spectrum is used for calculating time series.

The next step in the efficiency corrections is a correction of 5-min count values that are clearly
lower than a mean 5-min count in surrounding time intervals. This undershoot comes at the
beginning/end of runs, where events are not collected for all 5 min of measurement. The last and
smallest correction is a correction of fluctuations of spectrum due to fluctuation in amplification which
influence the cut on diagonals and efficiency of coincidence of two diagonals. We found that the CFD
cut is proportional to efficiency of coincidence.

3.2. Corrections for atmospheric pressure and for temperature
Significant part of variation of cosmic ray muon component intensity can be attributed to
meteorological effects. Here, two main contributors are barometric and temperature effect [6].
Barometric effect is caused by variation of the atmospheric mass above the detector. These pressure
corrections are done by finding the linear regression coefficient, using only International Quiet Days,
i.e. time series data from periods with more or less constant intensity of galactic cosmic rays, for
creation of the distribution of scintillator counts vs. atmospheric pressure. Atmospheric pressure data
are available due to on-site continuous measurement.
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Figure 3. Dependence of 5-min counts on atmospheric pressure.

The temperature effect is related to the variation of the atmospheric temperature profile. The effect
is two-fold, as it affects pion decay (positive contribution) as well as muon ionization losses and
possible decay (negative contribution). To correct for these effects, integral correction method was
applied [6,7]. The variation of the muon intensity due to temperature variations is calculated by using
the formula:

h

s1;= alh)-5T (h)-dh
0

where J/7 is the variation of the muon intensity due to the temperature effect, 67(%) is the variation of
the atmospheric temperature, which is calculated in reference to the mean temperature value for a

given time period (denoted by index M): UL (h)_T(h), where £ is atmospheric depth.

Temperature coefficient densities a(/) are calculated according to [6].

Available meteorological models make it possible to have hourly atmospheric temperature profiles
for 17 standard isobaric levels at the geographic position of the Belgrade muon station, necessary for
application of formula shown above. The procedure used here is as described in [7]. Temperature
profiles have been obtained from ftp://cr0.izmiran.rssi.ru/COSRAY!/FTP_METEO/blgd Th/, courtesy
of IZMIRAN laboratory.

3.3. Time series of the cosmic-ray intensity

In Figure 4 the count rate time series is shown for all corrections. First, the corrected count rate for
efficiency corrected data is shown. Also, the atmospheric pressure and combined atmospheric pressure
and temperature corrections time series of count rates are shown.

One-hour time series of the cosmic-ray muon intensity at the ground level are checked for
correlation with European neutron monitors (NM), with emphasis on occasional extreme solar events,
e.g. Forbush decreases.

In Figure 5 the comparison of time series of pressure corrected and pressure and temperature
corrected count rates for the Belgrade muon station and Jungfraujoch, Rome, Baksan and Oulu
neutron monitors is presented for Forbush candidate in March 2012. The count rates of neutron
monitors are shifted to be close to each-other for visibility. The count rate for the Belgrade station is
shown in percentages with additional shift down for visibility. The count rate drop for the neutron
monitors is clearly more pronounced than for Belgrade muon monitor.
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Figure 4. Time series of efficiency corrected, pressure corrected and pressure and temperature
corrected counts.
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Figure 5. Comparison of time series of pressure corrected and pressure and temperature corrected
count rates for the Belgrade muon monitor station and neutron monitors. Count rates are shifted for
comparison.

In Figure 6 the comparison of time series of pressure corrected count rates for the Belgrade muon
station Jungfraujoch, Rome, Baksan and Oulu neutron monitors is presented. The count rates of
neutron monitors are shifted to be close to each-other for visibility. The count rate for Belgrade station
is scaled in the way that the drop in count rate is similar to most of the stations (except Jungfraujoch,
which is at high altitude). The visual comparison shows the good correlation of the count rates of
Belgrade muon monitor and neutron monitors, previously noticed using correlative analyses of count
rates. The pressure corrected count rates from Belgrade muon monitor is only dataset used for visual
comparison, since neutron monitor data are also only pressure corrected. This was also observed
previously using correlative analyses of count rates.
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4. Conclusions

The results of continuous monitoring of the cosmic-ray muon intensity at the ground and shallow
underground level at the Belgrade cosmic-ray station are presented. The scintillator counts are
corrected for atmospheric pressure for the whole period of measurements and, as well, for vertical
temperature profile for the period of the last six years. The results are compared with other correction
methods available and showed excellent agreement. One-hour time series of the cosmic-ray muon
intensity at the ground level are checked for correlation with European neutron monitors, with
emphasis on occasional extreme solar events, e¢.g. Forbush decreases. As a result of correlative
analysis, the Forbush candidate in March 2012 is the best choice to be used for visual comparison
presented in this work. The comparison showed high correlation of the Belgrade muon monitor with
neutron monitors, especially geographically closer neutron monitors such as Rome NM. In some
specific time periods, like during the Forbush candidate in March 2012, we showed that our muon
measurement system has sensitivity comparable to European neutron monitors in this period, but still
not as efficient as NM with better geographical position (at high altitude), e.g. Jungfraujoch in the
Swiss Alps.
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Abstract. The Belgrade underground laboratory is a shallow underground one, at 25 meters of water equivalent. It is
dedicated to low-background spectroscopy and cosmic rays measurement. Its uniqueness is that it is composed of two parts,
one above ground, the other bellow with identical sets of detectors and analyzing electronics thus creating opportunity to
monitor simultaneously muon flux and ambient radiation. We investigate the possibility of utilizing measurements at the
shallow depth for the study of muons, processes to which these muons are sensitive and processes induced by cosmic rays
muons. For this purpose a series of simulations of muon generation and propagation is done, based on the CORSIKA air
shower simulation package and GEANT4. Results show good agreement with other laboratories and cosmic rays stations.

Belgrade Cosmic Rays Station

Cosmic rays are energetic particles from outer space that continuously bombard Earth atmosphere,
causing creation of secondary showers made of elementary particles. For last hundred years, after Hess’
discoveries, cosmic rays ( CR ) has been studied at almost every location accessible to research, from deep
underground to above atmosphere [1]. Low-level and cosmic-ray lab in Belgrade is dedicated to the
measurement of low activities and CR muon component. One of the objectives is also intersection of these two
fields, namely, muon—induced background in gamma spectroscopy. Belgrade lab is relatively shallow
underground laboratory [2] located at the right bank of river Danube on the ground of Institute of Physics in
Belgrade. It is located at near-sea level at the altitude of 78 m a.s.l. and its geographic position is 44° 51’ N and
longitude 20° 23’ E with geomagnetic latitude 39° 32’ N and geomagnetic vertical cut-off rigidity 5.3 GV. The
lab has two portions, ground level portion ( GL ) is situated at the foot of the vertical loess cliff. Other portion,
the underground level ( UL ) is dug into the foot of the cliff and is accessible from the GL via horizontal
corridor as can be seen at Fig.1. Working area of UL has three niches for independent experiments.
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FIGURE 1. Scheme of low-level and CR laboratory at Institute of Physics, Belgrade

The overburden of the UL is about 12 meters of loess soil, which is equivalent to 25 meters of water. The walls
are made of 30 cm thick reinforced concrete and covered with the hermetically sealed Al lining 1 mm thick, to
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prevent the radon from the soil to diffuse into the laboratory. The low-level laboratory is equipped with an air
ventilation system which keeps 2 mbar overpressure in the UL, in order to minimize radon diffusion through
eventual imperfections in the Al lining.

Experimental Set-up

The equipment of the lab consists of two identical set of detectors and analyzing electronics. One set is situated
in the GL and other in the UL. Each set is composed of gamma spectrometer and muon detectors. For muon
measurements a pair of plastic scintillator detectors is used. One of the detectors is small, 50 cm x 23 cm x 5 cm
plastic scintillator detector, with a single PMT looking at its longest side via a Perspex light guide tapering to the
diameter of a PMT, made by JINR, Dubna, Russia, and assembled locally. The other, larger one has dimensions
of 100 cm x 100 cm x 5 cm, equipped with four PMT directly coupled to the corners beveled at 45°,made by
Amcrys-H, Kharkov, Ukraine. The smaller detector may serve as a check of stability of the muon time series
obtained from the larger detector, which is important for long term measurements. It can also be used (in
coincidence with the larger detector ) for measurements of the lateral spread of particles in CR showers and
decoherence. Plastic scintillation detectors are also employed for active shielding of gamma spectrometers. In
the UL, a 35% efficiency radio-pure p-type HPGe detector, made by ORTEC, 12 cm thick cylindrical lead castle
is deployed around the detector. One of the set-ups is presented at Fig.2. Another HPGe detector, of 10%
efficiency, is placed in GL.

FIGURE 2. Detectors in the underground laboratory. Large scintillator detector is placed above HPGe and small scintillator
can change position.

Data acquisition system is identical both in UL and GL and it has two flash analog to digital converter (FADC),
one in each laboratory, made by CAEN (type N1728B). These are versatile instruments, capable of working in
two modes, energy histogram mode when performing as digital spectrometers or, in the oscillogram mode, when
they perform as digital storage oscilloscopes. In both modes, they sample at 10 ns intervals into 2'* channels in
four independent inputs. The full voltage range is +1.1 V. They are capable of operating in the list mode, when
every analyzed event is fully recorded by the time of its occurrence and its amplitude. This enables the
correlation of events, both prompt and arbitrarily delayed, at all four in puts with the time resolution of 10 ns.
Single and coincident data can be organized into time series within any integration period from 10 ns up. The
two N1728B units are synchronized, enabling coincidence/correlation of the events recorded in both of them.
The flexible software encompassing all above said off-line analyses is user-friendly and entirely homemade. The
preamplifier outputs of the PMT of the larger detectors are paired diagonally. Signals from these paired inputs
are later coincided off-line and their amplitudes added to produce the single spectra. This procedure suppress
low-energy portion of the background spectrum (up to some 3 MeV), mostly environmental radiation, leaving
only high-energy loss events due to CR muons and EM showers that peak at about 10 MeV, shown at Fig 3. The
output of the PMT of the smaller detector is fed to the third input of FADC. [3]
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FIGURE 3. The sum spectra of two diagonals of the large plastic detectors in the UL and GLL. For comparison, the spectra
are normalized for the peaks to coincide. Channel 650 corresponds to the muon energy loss of 10 MeV.

Simulation and Results

The experimental set-up is rather flexible, thus allowing different studies of the muon and
electromagnetic components of cosmic rays at the ground level and at the shallow depth underground. The
cosmic-ray muon flux in the underground laboratory has been determined from data taken from November
2008 till June 2013 ( there were some small gaps in recording data during this period ). These measurements
yielded the precise values of the integral cosmic ray muon flux at the location of Belgrade. Measured muon flux
is: 137(6) m™s™ at the ground level and 45(2) m™s™ at the underground level [4]. Different analyses of time
series of these measurements have also been performed. Interpretation and calibration of the experimental
spectra has been done using Monte Carlo simulation packages CORSIKA and Geant4 [5, 6]. CORSIKA
simulates extensive air showers generated by the primary cosmic-rays in interactions with air nuclei at the top of
the atmosphere. It gives spectra of the secondary cosmic-rays at the preferred observation level. These secondary
particles, their energy and momentum direction distribution, obtained by CORSIKA, are then used as an input
for the Geant4 based simulation of the detectors. In this simulation, particles first traverse through soil and
infrastructure of the UL lab before hitting the detector. Then the response of the plastic scintillation detectors is
simulated. For the UL scintillators, the simulated spectra are shown in Fig. 4.[7]

They agree very well with the experimental ones, except in the low-energy part where the
ambiental gamma radiation is mostly present and where the cuts are applied. We also used these simulation
packages to simulate different experimental set-ups and to obtain information about lower cut-of energy of
primary cosmic rays at our site and for single muons and muons in coincidence. Energy of the primary particles
from which detected muons originate increases for UL compared to GL but also for muons in coincidence
compared with single detected muons.

Experiment

Simulation

Energy [MeV]

FIGURE 4. Experimental vs simulated spectrum of large plastic scintillator detector at UL
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These measurements allow us to study fluctuations in muon flux intensity during the rising phase of
Solar Cycle 24 and to make five-minutes or one-hour time series of the flux. The scintillator counts are
corrected for atmospheric pressure for the whole period of measurements and, as well, for vertical temperature
profile for the period of last six years. The results are compared with other correction methods available. One-
hour time series of the cosmic ray muon intensity at the ground level are checked for correlation with European
neutron monitors ( NM ), with emphasis on occasional extreme solar events, e.g. Forbush decreases (FD ) in
order to investigate claims of influence of cosmic-rays on cloud formation and climate [8,9] In some specific
time periods, like during the FD in March 2012, we showed that our muon measurement system has sensitivity
comparable to European neutron monitors in this period, but still not as efficient as NM with better geographical
position (at high altitude), e.g. Jungfraujoch in the Swiss Alps.These results are presented at Fig. 5. Due to fact
that muons detected underground originate from primary particles with energy around and above the limit for
solar modulation time series from UL are less sensitive to these Solar events.

FIGURE 5. Time series for March 2012 recorded at NM at Jungfraujoch compared to time series obtained at Belgrade
cosmic-rays station
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Awards - RAD 2014 Conference and SEERAS S
ON

Symposium

The winners are awarded by not paying the conference fee for the next RAD Conference.
Moreover, a Certificate will be given to the winners at the next RAD Conference.

Since we had two events with a large number of participants and a lot of high-quality papers, we
have decided to give 5 awards — 2 for the best oral contributions, 1 for the best poster contribution
and 2 for the best student contributions (one for oral and one for poster).

Awards for the best oral contribution go to:

Jorge Sampaio
for the contribution:
J. Sampaio, M. Conceigéo Abreu, P. Sousa, Scatter fraction with simulations. revisiting radiation
scatter in x-ray imaging
and
Mikhail Zhukovsky
for the contribution:
M. Rogozina, M. Zhukovsky, A. Ekidin, M.Vasyanovich, Thoron decay products size distribution in
Monazite Storage Facility

Award for the best poster contribution goes to:

Dimitrije Maleti¢
for the contribution:
D. M. Maleti¢, V. I. Udovici¢, R. M. Banjanac, D. R. Jokovi¢, A. L. Dragic, N. B. Veselinovic, J.
Filipovi¢, Correlative and multivariate analysis of increased radon concentration in underground
laboratory

Awards for the best student contribution go to:

Karolina Krefft
for the contribution:
K. Krefft, B. Drogoszewska, J. Kamifiska, M. Juniewicz, G. Wotakiewicz, |. Jakacka, B. Ciesielski,
Application of EPR dosimetry in bone for verification of doses in radiotherapy patients
and
Ziyafer Gizem Portakal
for the contribution:
Z. G. Portakal, C. Tunali, A comparative treatment planning study of intensity modulated
radiotherapy and 3-d conformal radiotherapy for head & neck cancer

We congratulate to all the nominees and to all the awarded contributions and participants, and are
looking forward to see you at the next RAD Conference!

Nominations for:

| - Best oral contribution

1. T. Wysokinski, G. Okada, G. Belev, C. Koughia, A. Edgar, L. D. Chapman, J. Ueda, S.
Tanabe, S. Kasap, QA dosimetry for the biomedical imaging and therapy facility at CLSI

2. A. Y. Kilcar, F. Z. Biber Muftuler, H. Enginar, E. I. Medine, V. Tekin, P. Unak, A novel brain
imaging agent including Alzheimer's disease diagnosis potential: 9MTC-BIOQUIN-HMPAO

3. A. Esposito, B. Caccia, C. Andenna, GEANT4 simulation of a helical tomotherapy unit

4. G. Zauhar, S. Jurkovi¢, D. Smilovié Radojéi¢, D. Dobravac, Testing of ultrasound trasducers
by use of thermocromic tile

5. B. Obryk, P. Bilski, K. Hodyr, P. Mika, High-level TL dosimetry for high-temperature
environment

6. M. Cuiji¢, J. Petrovi¢, M. Bordevi¢, R. Dragovi¢, S. Dragovi¢, The radiological hazard due to

2/6/20, 11:03 PM

http://www.rad2014.elfak.rs/bestpapers.php
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HACTABHO HAYHHOM BERY OU3NYIKOI' PAKYJITETA
YHUBEPSBUTETA YV BEOI'PA/LY

[Tomro emo wa VI ceuunm Hyuno-nacrasunor Beha @usmakor dgaxyarera YHUBEP3U-
Teta y Beorpajy omapxkanoj 27. maprta 2019. rogune ojpehenu 3a wianose Komucuje 3a
IIPUIIPEMY U3BeITaja O JOKTOPCKOM pajy "MojesioBame yTunaja arMmocdepe Ha MUOHCKY
KOMITOHEHTY CEKYHIApPHOI KOCMUYKOT 3paderma’ u3 HaydHe obsiactu Pusmka jesrapa u
JecTuIa, kojy je kammmmar Muxanmo Casuh mpegao Pusnuakom dakynrery y Beorpasy,

rnogHocuMo ciemehn

PED®EPAT

1 OcHOBHU moJaI 0 KAaHANIATY

1.1 Bwuorpadcku nmogarm

Muxamno Casuh pobhen je 31.12.1975. roqune y Beorpany. dumnomupao je 2009. romuse
a zatuMm 2011. rogume 3aBpImoO U MacTep cryauje rogune Ha PusmdkoM QaxyaTeTy y
Beorpagy . Ucre rogune ynmcao je 1oKTopcke cTyauje Ha PusnmaroM hakynaTeTy YHUBED-
3utera y Beorpay.

Y nepuogy ox 2009. 1o 2011. rogune 6uo je 3amnocien Ha PusmdkoM GaKyaTETy Y
Beorpagy, rre je v okBupy kartenpe 3a Pu3nky je3rpa u IeCTHUIA JIPKAO PATYHCKE U eKC-
TepuMeHTaJTHE BexkOe 3 Hekosmko mpeameta. O 2011. roaume 3amocye je Ha UactutyTy
3a ¢usnky y Beorpajy kao wian Huckodoncke naboparopuje 3a HyKJIeapHy (DUIUKY.

Oz 2011. 1o 2014. roaune, kao wian Beorpajackor SHINE Team-a, 6uo je geo NA61 /-
SHINE omabopanuje. O 2015. roaume, kao wran beorpajgckor MICE Team-a, meo je
MICE xomabopariuje.

1.2 Hay4yHa aKTUBHOCT

Kao unan Huckodoncke j1aboparopuje 3a HyKjaeapHy (U3NKY, y OKBUPY Ipojekra OU
171002, "HyxkJ/teapte MeTo/1e HCTPasKuBambha PeTKUX jjorahaja n KOCMIYIKOT 3paderha’, pajin
Ha aHAJW3M YTUTAja aTMOCHEPCKUX MTapaMeTapa Ha MHOHCKY KOMIIOHEHTY CEKYHIAPHOT
KOCMHUYKOL 3pavera, Kao U Ha pobseMaruiiy epuKacHOCTH Mepema ucte. Jlao je 3Hadajan
JIONPUHOC U KOayTop je JiBa pajsia M21 kareropuje, jejnor pajga M22 u jennor paja M23
kateropuje. Pesynratu cy mpesenToBanu Ha Tpu MelyHaposHe KoHbepeHImje.

VY okeupy NA61/SHINE konabopanuje pajano je Ha aHaJIu3u IPOAYKIUje 6apuoOHCKUX
PE30HAHIIN, TIPOJLYKIUH TT0aTaka, ojapKasamy 1 Haareaamwy Time-Of-Flight (TOF) noa-
nerekropa, Kanubparnuju TOF momaraka, ojpKaBamby U pa3Bojy codTeepa 3a Kaaudpa-
1I1jy, PEKOHCTPYKIUjy 1 reoMeTpujy. ao je monpunoc u koayTop je Ha derupu pasa M21

KaTeropuje.



Y oxeupy MICE xonabopaliuje pajiio je Ha pa3Bojy AIUIMKAIje 3a BU3YeJIM3aIHjy
norabaja (EventViewer) caumibenux y oksupy MICE ekcniepumenta. /lao je jonpunoc u

KoayTop je Ha jejgunom pajy M23 kareropuje.

2 Omnuc npegaror pajga

2.1 OcHoBHEI nIOgAIN

Osa jucepranuja ypahena je mos pykoBojcrsoM jip JIumurpuja Masernha, Burer nayd-
oor capajunka WacturyTa 3a ¢usuky y beorpany. JAp Jdumurpuje Maneruh ucnymasa
yCJIOBE 338 MEHTOPCTBO OO3WUPOM JIa MMa BEJUKO UCKYCTBO Y Hajy»K0j 0OJIACTH MCTPaXKU-
Barba M TEXHHKaMa KOpHIMTheHWM y m3paau muceprarmje. OcuM MeHTopa, 3HaYajaH JI0-
PUHOC y pajiy u mybaukaiujama J1aan cy u octaan dianosu Huckodoncke taboparopuje
3a HykKJeapHy dusuky Mucruryra 3a dusuky y Beorpaiy, a mHapounto jap Ajekcajap
Iparuh, Bumu Hayuynu capajuuk ucruryra 3a ¢usuky y Beorpasy.

Jucepramnuja nma 148 crpana, He padyHajynu HaCJIOBHE U CTPaHE ca ONIITUM HHDOP-
MarjaMa, cajipKaj, JUTEpaTypy, Cliucak cjauka u tabena u duorpadujy. Texker cagpxku
66 cimka, 10 Tabema u 109 pedeperrn.

TekcT pucepTalije mojie/beH je Ha cejlaM IOrJIaB/ba, 0/ KOjUX IIPBO MIPEICTaB/ba YBOI.

Y JIpyroM TorJiaBjby HPeJCTaB/bEHU CYy U3BOPU M MEXaHU3MU yOp3amba, HEKe OCHOBHE
KapakTepUCTUKe (XeMUjCKU CacTaB, eHEePreTCKU CIIEKTap ¥ JIP.), [VIABHU MEXaHU3MU MO-
JlyJarije u acoIupae Bapujalije NHTEH3UTeTa MTPUMapPHOT KOCMUYIKOT 3paderma. 1akobhe,
OIIMCAHM Cy HEKUM OCHOBHH IIPOIECH Y OKBHUPY decTudHe (PU3UKe 3HATajHU 38 (hopMUpame
U Iporaraiyjy Kackaja CeKyHJIAPHOT KOCMHYKOT 3paderba, JaT je Iperyiej TJIaBHUX Ka-
pPaKTEepHUCTUKa, TIporaraliije OBUX Kackasa, Kao U HeKe 0COOMHe MHUOHCKE KOMITOHEHTE.

Y Tpehoj ryiaBu mpeCTaB/bEHN CYy PA3IMIUTH EMIUPUjCKHA U TEOPHUjCKU MO METEO-
poJIoIKKX edeKaTa Ha MUOHCKY KOMIIOHEHTY CEKYH/IAPHOI' KOCMUYKOD 3pavierha, MeTOIN
3a KOPEKIIN]y PA3BUjeHN HA OCHOBY JATHUX MOJIEJIA, KAO U PE3YATATH IPUMEHEe OBUX METOJIa
Ha moymaruMma MepeanM y Huckodonckoj raboparopuju.

YV deTBpTOM TOIJIAB/bY OIMCAaHA je EKCIIEPUMEHTaJIHA IOCTaBKa, popMaT U OCHOBHE
TEXHUKE TIPOIECUparha MEPEHUX M0JIaTaKa, Kao U U3BOPU U 0Opaja METEOPOJIONKIX Ta-
pameTapa HEONXOHUX 38 aHAJN3Y.

Y meToM TMOTJIaB/by YBOJM CE€ eMIMPUjCKa aHAJIN3a METEOPOJIONIKIX eeKaTa ITpuMe-
HOM TEXHUKE JIEKOMIIO3UIIM]e Ha OCHOBHE KOMIIOHEHTE W JIEMOHCTPUPaA €(PUKACHOCT OJII0-
Bapajyhe Kopekiuje.

VY 111eCcTOM TIOTJIABJBY C€ YBOJIM eMITHPHjCKa aHAIN3a METEOPOJIOKNAX edeKaTa MpuMe-
HOM METOJIa 38 MYJITUBAPHUjAHTHY perpecujy, umiaemerTupannx y TMVA makery y okBu-
py ROOT oxpy:kema 3a aHaInsy.

Ce,ILMO IIorJiaBJ/b€ IIPE/ICTaB/ba 3aK/bydaK KOjI/I CyMHDpa U IIOpeaud yBeaeHe METOIE.
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HEOreaR cmunnr-.u

Ha ocHoBy unaHa 29 3akoHa 0 onwTem ynpasHoM nocrynky («CnymbeHn rnacHuk
PC» 6poj 18/2016 u 95/2018), 1 unaHa 149 Cratyta YHusepauteta y Beorpagy - ®usuuror
akynTera, no saxtesy MUXAW/IA CABURA, mactep ¢u3uuapa, uzapaje ce cnepehe

YBEPEHE

MWXAW/IO CABWUR, mactep ¢usumuap, gaxa 4. jyna 2019. roguHe , oabpaxuo je
AOKTOPCRY AucepTauujy nog HasMeom

#»MOZLENOBARE YTULLAIA ATMOC®EPE HA MUOHCKY KOMIMOHEHTY CEKYHOAPHOT
KOCMMWYKOT 3PAYEHA"

npep, Komucujom Yrusepsutera y Beorpagy - ®Puanukor GakynTera, U TUme MCMyHMO cBe
ycnoee 3a npomoumjy y JJOKTOPA HAYKA —~ @U3MYKE HAYKE.

Yeepere ce U3gaje Ha IMUHM 3aXTEB, a CAYKK paay peryaucarsa npaea U3 pagHor
OAHOCa W BaXW A0 Nnpomouyje, ogHocHo Aobujarba AOKTOPCKE AUNAOME.

Yeepewe je ocnoboheHo nnahakba Takce.




Colloquium | dr Tijana Prodanovic https://personal.pmf.uns.ac.rs/tijana.prodanovic/a...

dr Tijana Prodanovic

Professor of astrophysics @ Physics Department, Faculty of Sciences

Colloquium

Welcome to Astronomy and Physics Colloquium/Seminar Page!

Colloquia are held on Fridays at 14h, at the lecture room VIl at the ground floor of the Physics
Department.

15. mart 2019. 14:00, amfiteatar VII, Departman za fiziku

Ap Mapko BojuHoBuh, UHCcTUTYT 3a $m3uky beorpapg;:

KBaHTHa rpaBuTaLMja — LUTa, Kako 1 3aLUTo

KoHcTpykuuja Teopuje kBaHTHe rpaBuTauumje (Kl npeacrasmba jesaH of HajbyHAaMEHTanHUjuX
npobnema MmojepHe Teopujcke Gusmke. Y oBOM npegasarby, 4ahemo yBoA 1 npernes pasHux
npucTyna oBoM npobaemy, ca KOHKPETHUM Ln/beM fa Ha jeJHOCTaBaH HauMH 06jacH1MMO (@) 3aLUTo
xohemo fa KBaHTyjemMo rpaBuTauujy, (6) wTa TayHo Ty Tpeba Aa ce KBaHTYje, 1 (B) Kako TO MOXe Aa
ce n3sege. MNpoanckytoBahemo pasHa peLleHa U HepelleHa NTaka Be3aHa 3a nctpaxmnsame Kr.

Ha kpajy hemo gedunHuncat jesaH KoHkpeTaH mogen KT, kao nayctpauyujy jeaHor o moryhumx

npuctyna nctpaxmseamy Kr.

**k*

23. novembar 2018. 14:00, amfiteatar V, Departman za fiziku

Prof. dr Dragutin Mihailovié, Poljoprivredni fakultet, Novi Sad:
Fizika u potrazi za skrivenim strukturama

Kao po nekom pravilu, razvoj fizike zastane ispred zida za koji su se fizicari uvek nadali da ¢e da se is-
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ristie se Ljapunovljevi eksponenti i Kolmogorovljeva kompleksnost. na kraju ¢e se ispitati ponasanje
sistema jednacina za prognozu temperature na povrsini i u dubljem sloju zemljiSta, proisteklog iz

jednacine energijskog bilansa.

PETAK 4. decembar 2015. 14:00, amfiteatar V, Departman za fiziku

MSc Arpad Toth,
Departman za fiziku, Novi Sad: Simulacija protoka krvi kroz aneurizmu ab-

dominalne aorte: nove mogucénosti

Klinicki kriterijum za predvidanje rupture aneurizme abdominalne aorte (AAA) baziran je samo na di-
jametru AAA. Ovaj kriterijum ne uzima u obzir kompleksne hemodinacike sile koje deluju na zid AAA
kao ni mehanicke osobine zida. U okviru naseg istrazivanja pokusali smo da krozcletiri primera AAA
dijagnostikovana kod muskaraca starijih od 65 godina pokazemo da trodimenzioni modeli krvnih su-
dova rekonstruisani na osnovu podataka dobijenih kompjuterizovanom tomografijom mogu dati
mnogo bolja predvidanja rupture AAA. Za matematicko modelovanje i simulacije koriS¢ena je racu-
narska dinamika fluida. Na ovaj nac¢in smo bili u moguénosti da pratimo dinamcko ponasanje pro-
toka krvi u trodimenzionom prostoru. Rezultati simulacija provereni su doplerskom ultrazvu¢nom
tehnikom. Validnost naSeg modela potvrdena je dobrim slaganjem za vrednosti brzina protoka krvi
dobijenih simulacijama i izmerenih doplerskom ultrazvu¢nom tehnikom. Nove informacije dali su
nam i proracuni Von Mises napona 5to je jos jedna od novih moguénosti u proceni potencijalne rup-
ture zida AAA.

PETAK 27. novembar 2015. 14:00, amfiteatar V, Departman za fiziku

dr Dimitrije Maleti¢,
Institut za fiziku, Beograd: Neutrinska i fizika kosmickog zracenja koriS¢enjem

relativistickih miona

U eksperimentima detekcije neutrina postoji problem slabe interakcije neutrina i detektora. Proces
jonizacionog hladjenja relativistickih miona, koji se po prvi put ispituje na eksperimentu MICE, u
Rutherford Appleton Laboratoriji u okolini Oksforda, Engleska, omogucice da se viSestruko poveca
broj neutrina na neutrinskim detektorima. Pored toga, proces jonizacionog hladjenja miona
omogucice razvoj kolajdera mnogo manjih dimenzija nego 5to su potrebne za ubrzanje elektrona ili
protona. Saradnici Instituta za fiziku iz Beograda ¢lanovi su MICE kolaboracije.

Izu€avanije fizike kosmickog zracenja, u Niskofonskoj laboratoriji Instituta za fiziku u Beogradu, ko-
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risti metod kontinualnog snimanja spektra i odbroja plasti¢nih scintilatora koji su indukovani pro-
laskom relativistickih miona kosmickog zra€enja kroz ove detektore. Prvenstveno se izucavaju
promene odbroja dobijenih prolaskom miona iz kosmickog zracenja i veza ovih promena sa ak-
tivnoS¢u Sunca. Beogradska mionska stanica je jedna od veceg broja svetskih stanica koja vrsi moni-
torisanje intenziteta kosmickog zracenja.

PETAK 20. novembar 2015. 14:00, amfiteatar V, Departman za fiziku

MSc Marko Pavlovié¢
Katedra za astronomiju, Matematicki fakultet, Beograd: Ubrzanje cestica na
udarnim talasima i njihov uticaj na hidrodinamicku i radio-evoluciju ostataka

supernovih

Ostaci supernove su objekti koji nastaju nakon eksplozije supernove. Materijal izbacen u eksploziji
nastavlja Zivot kroz interakciju sa okolnom medjuzvezdanom materijom hiljadama, pa ¢ak i do milion
godina nakon eksplozije. Ostaci supernovih su kosmicki akceleratori, predstavljaju glavne izvore
galaktickih kosmickih zraka. Ovi objekti ubrzavaju cestice do visokih energija u procesu koji nazi-
vamo difuzno ubrzanje. Koriscenjem superkompjutera i kompleksnih magnetohidrodinamickih
kodova, modeliramo ostatke supernovih i proucavamo njohovu hidrodinamicku i radio evoluciju.
Efikasno ubrzanje cestica na udarnih talasima modifikuje strukturu udarnog talasa i medjuzvez-
danog magnetnog polja. Evolutivne trake ostataka supernovih koristice buduci projekti kao sto su
SKA i ALMA, za procenu mnogih parametara samih ostataka ali i okolne medjuzvezdane sredine.

PETAK 13. novembar 2015. 14:00, amfiteatar V, Departman za fiziku

dr Slobodan Radosevic,
Departman za fiziku, Prirodno-matematicki fakultet, Novi Sad: Primena

lokalne SU(2) algebre na opis spinskih sistema - za ili protiv

Sistemi lokalizovanih spinova (feromagneti, antiferomagneti itd.) su danas zanimljivi iz mnogo bro-
jnih prakti¢nih i teorijskih razloga. Zbog toga je poZeljno imati teorijske alate koje omogucavaju pre-
cizno i pouzdano predvidanje njihovih termodinamickih karakteristika. Standardne metode koje se
baziraju na direktnoj analizi lokalne su(2) algebre, poput Monte-Karlo simulacija ili metoda jednacina
kretanja, poseduju fundamentalni nedostatak usled odsustva jasno definisanih interakcija u sistemu
Sto moze da dovede do pogresnih interpretacija dobijenih rezultata. Sa druge strane, metod efek-

tivnih lagranzijana se zasniva na sistematskom uracunavaniju interakcija izmedu Nambu-
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Hodgson, P
Ronald, K
Boyd, S

Witte, H
Popovic, M
Kaplan, D
Onel, Y

Li, D
Summers, D
Hanson, G

Booth, C
Kyberd, P

email
tsenov@phys.uni-sofia.bg

tangjy@ihep.ac.cn
lizhihui@scu.edu.cn

bonesini@mi.infn.it
Vittorio.Palladino@na.infn.it
antonio.debari@unipv.it
domizia.orestano@romag3.infn.it

chung.moses@gmail.com
F.Filthaut@science.ru.nl

maletic@ipb.ac.rs
jovana.nikolov@df.uns.ac.rs

Alain.Blondel@cern.ch
Maurizio.Vretenar@cern.ch

Paul.Kyberd@brunel.ac.uk
alan.grant@STFC.AC.UK
p.soler@physics.gla.ac.uk
j-.pasternak@imperial.ac.uk
gam@hep.ph.liv.ac.uk
j.cobb1@physics.ox.ac.uk
chris.rogers@STFC.AC.UK
p.hodgson@sheffield.ac.uk
k.ronald@strath.ac.uk
s.b.boyd@warwick.ac.uk

hwitte@bnl.gov
popovic@fnal.gov

kaplan@iit.edu
yonel@newton.physics.uiowa.edu
Dli@lbl.gov
summers@phy.olemiss.edu
gail.hanson@ucr.edu

C.Booth@sheffield.ac.uk
Paul.Kyberd@brunel.ac.uk
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Country
Bulgaria

China

ltaly

Netherlands

Serbia

Switzerland

UK

Institute

Sofia

IHEP

Sichuan

INFN Milano Bicocca

INFN Napoli
INFN Pavia

INFN Roma Il

NIKHEF

Belgrade

Novi Sad

DPNC, Geneva

CERN

Brunel Univ

Daresbury Lab

MICE Collaborator list

Name

R Tsenov 3
M Bogomilov
G Vankova-Kirilova

Jingyu Tang 6
Yingpeng Song

Weibin Liu

Meifen Wang

Weichai Yao

Jianping Dai

Zhihui Li 1

M Bonesini 5
R Bertoni

R Mazza

F Chignoli

S Banfi

V Palladino 1
A de Bari 1

D Orestano 2
L Tortora

F Filthaut 1

D Maletic 3
D Jokovic
M Savic

J Nikolov 3
N Jovancevic
D Knezevic

A Blondel 4
F Drielsma

Y Karadhzov

E Noah

M Vretenar 1

P Kyberd 20r3
H Nebrensky
Vacancy

A Grant 17
N Collomb

A Muir

G Stokes

S Giriffiths

| Mullacrane

A Gallagher

Number Comments

Grad. Student

Engineer
Engineer

Engineer

Technician
Technician
Technician

Grad. Student

Grad. student

February 2017



Country

Institute

Glasgow Univ

Imperial College

Liverpool Univ
Oxford Univ

RAL

MICE Collaborator list

Name Number Comments
T Hartnett

C Whyte

A Oates

P Warburton

P Owens

P Hindley

N Rimmer

D Abrams

A Moss

K Dumbell

P Soler 3

R Bayes

J Nugent Grad. student
J Pasternak 14

D Colling

P Dornan

K Long

S Alsari

G Barber

V J Blackmore

A Dobbs

A Kurup

J-B Lagrange

J Martyniak

S Middleton Grad. Student
M A Uchida

C Hunt Grad. Student
R Gamet 1

J Cobb (1) Retired
C Rogers 21 ISIS

A Nichols TD

B Anderson ISIS

C Brew PPD

C MacWaters TD

D Adams ISIS

E Capocci TD

J Tarrant D

J Govans PPD

J Boehm TD

M Tucker PPD

M Hughes ISIS

M Courthold TD

O Kirichek ISIS

P Barclay TD

R Down ISIS

R Hale ISIS

S Watson TD

T Stanley ASTeC
T Bradshaw TD

V Bayliss TD

February 2017



Country

USA

Institute

Sheffield Univ

Strathclyde

Warwick

Brookhaven

Fermilab

Illinois Inst Tech

lowa Univ

LBNL

Mississipi Univ

Riverside

MICE Collaborator list

Name

C Booth

E Overton
P Hodgson
S Wilbur

J Langlands

K Ronald
A Young
C Whyte
A Dick

S Boyd
P Franchini
J Greiss

H Witte
M. Palmer

M Popovic
D Bowring
A Bross

A Liu

D Neuffer

D Kaplan
P Snopok
Y Torun

D Rajaram
T Mohayai
V Suezaki

Y Onel

D Li

T Luo

A DeMello
A Lambert
S Virostek

D Summers
L Cremaldi
D Sanders

G Hanson
C Heidt

Number Comments

5

Grad. Student

Grad. Student

Grad. Student

May leave before end step IV

Grad. Student
Undergraduate

Engineer
Engineer
Engineer

Grad. Student

February 2017



-------- Forwarded Message --------
Subject: EUCARD-2 Transnational Access Funding
Date: Mon, 11 May 2015 07:30:59 +0000
From: roy.preece@stfc.ac.uk
To: maletic@ipb.ac.rs

Dear Dimitrije

The allocations panel for the Transnational Access to the ICTF at STFC have deliberated you
application for funding. The outcome has been to award you an amount of €-- for the period of 24
months.

The EuCARD-2 project is now half way through it’s lifetime. To enable the allocations panel to
effectively and efficiently grant the access funding to applicants I would like to be able to provide them
with up to date and accurate forecasts of how the money is being and will be spent during the allocation
period you have been granted. If you can provide me with your forecast of how the grant will be spent
over the 24 months of your allocation period I’d be grateful. The details I would be interested to see are
the number of people to visit, the number of days and the dates they will attend the ICTF.

There is the mid-term review in CERN for the project and I would like to be able to present the
spending profile that you will provide, if you can get the details to me by Wednesday 20th May I’d be
very grateful.

I look forward to seeing you at the Rutherford Appleton Laboratory soon.

Best regards

Roy



DECISIONS
OF THE 4 JOINT COORDINATION COMMITTEE
OF THE MINISTRY OF EDUCATION, SCIENCE AND TECHNOLOGICAL
DEVELOPMENT
OF THE REPUBLIC OF SERBIA
AND THE JOINT INSTITUTE FOR NUCLEAR RESEARCH
8t February 2017, Dubna-Belgrade

Participants from Serbia:

Dr. S. Petrovi¢ —Principal Research Fellow, Vin&a Institute of Nuclear Sciences,
Belgrade

Dr. Lj. Simi¢ — Principal Research Fellow, Institute of Physics, Belgrade

Dr. M. Anici¢ UroSevi¢ — Senior Research Associate, Institute of Physics, Belgrade
Dr. Dimitrije Maleti¢ — Senior Research Associate, Institute of Physics, Belgrade

Participants from JINR:

Prof. R. Lednicky — Vice Director

Prof. S. Pakuliak — Director of the University Centre

Dr. D. Kamanin — Deputy Chief Scientific Secretary

Dr. O. Culicov — Deputy Director, Frank Laboratory of Neutron Physics
Prof. V. Scuratov — Division Head, Laboratory of Nuclear Reactions

Mrs. Yu. Polyakova — Coordinator, Department of International Cooperation

On 8 February 2017, the session of the 4t Joint Coordination Committee (JCC) was

held as the video conference, the participants were present in JINR, Dubna, and in
Vinga Institute of Nuclear Sciences, Belgrade. During this meeting, the Committee
discussed the status and the main tasks of the cooperation, financial issues and the
next steps. The representatives from Serbia and JINR (hereinafter also referred to as
the “Parties”) recorded as follows.

1.

Prof. Lednicky made an introduction, and the Parties confirmed the list of JCC
members:

- D. Kamanin, S. Pakuliak and O. Culicov from the JINR side;

- S. Petrovi¢, D. Maleti¢ and M. Ani&i¢ UroSevi¢ from the Serbian side.

Prof. R. Lednicky as well as the State Secretary of Serbia will be considered as the
Heads of the Parties being available.

The parties endorsed the roadmap of the development of cooperation to submit it

" subsequently to the Government of Serbia.

The Parties agreed to hold the forthcoming celebration of 10 Years JINR-Serbia
cooperation on 15-17 March 2017 in Belgrade. The program will include participation
in Russia-Serbia EXPO, launching of the roadmap, round table with the minister,
lecture of JINR director at the Serbian academy of sciences etc. JINR will assign the
representative delegation including the directorate of the JINR Laboratories and the
project leaders, while Serbian part will provide with a program by 1 March 2017 and
secure a quorum. The celebration should attract attention to the wide perspectives of
the development of the cooperation between JINR and Serbian universities and
research organizations.

The parties concluded that it is necessary to foster the new cooperation lines (IT,
Radiobiology, gamma-activation). Both parties agreed to identify the respective
experts on new cooperation lines by celebration or during it.




Invitation to future MEMOs ...

Subject: Invitation to future MEMOs ...

From: "Long, Kenneth R" <k.long@imperial.ac.uk>

Date: 1/22/19, 5:48 PM

To: Maletic Dimitrije <maletic@ipb.ac.rs>, Kyberd Paul
<Paul.Kyberd@brunel.ac.uk>

CC: Dr Rogers Chris <Chris.Rogers@stfc.ac.uk>, Franchini Paolo
<p.franchini@warwick.ac.uk>

Dimitrije, Paul — Hi —

This is to invite you to future meetings of the MEMO — we meet once per month
on a Tuesday at 15:30 UK time. The reason for the invite is that we need to be
sure to address issues that arise related to the GRID processing as it affects
MICE.

| hope you don’t mind!
With best wishes ...

Ken

Kenneth Long
EMail: K.Long@Imperial. AC.UK
Mobile: work : +44-(0)7824 560302
home: +44-(0)7890-595138

1ofl 2/3/20, 11:26 PM



Wiki - MEMO - MICEmine
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MICE Experiment Management Office
Membership

e Spokesperson: K. Long (Chair)
e Deputy: A. Bross
e Experimental Integration Scientist: P. Hodgson
e Operations Coordinator: S. Boyd
e Physics Coordinator: C. Rogers
e Software and Computing Coordinator: D. Rajaram
e Co-opted:
o Project Manager: C. Whyte
o P. Kyberd, D. Maletic

Organisation

e MEMO organigram: MEMO.pdf

e Operations organigram: Ops.pdf

e Software and computing organigram: SWandC.pdf
e Physics and analysis organigram: Physics1.pdf

Mailing list
e mice-memo_at_jiscmail.ac.uk

Meetings:

e 2019: joint MEMO/MIPO -- or MEMO alone
0 2020-01-07
0 2019-07-23
0 2019-06-11
0 2019-03-12
0 2019-02-12
0 2019-01-22

2018

2017

2016

2015

2014

2013

Reviews:

e 2017: Tracker s/w review:
o Meetings:

m Meeting 1, 2017-04-27
Meeting 2, 2017-05-26
Meeting 3, 2017-06-19
Meeting 4, 2017-07-19
Meeting 5, 2017-08-02
Meeting 6, 2017-08-16
Meeting 7, 2017-09-08
Meeting 8, 2017-11-01

e 2016/17: Controls and monitoring review

Documents:

e 2016:
o MEMO 2016(01): MICE bimonthly project update 7
e 2015:
o MEMO 2015(01): Response to feedback from the RLSR panel and the MPB

Uplinks:
Back to Collaboration
Back to Governance

MEMO.pdf (17.6 KB) Long, Kenneth, 29 May 2014 22:48
Physics1.pdf (41.9 KB) Long, Kenneth, 29 May 2014 23:03
SWandC.pdf (40.2 KB) Long, Kenneth, 29 May 2014 23:05
Ops.pdf (82.6 KB) Long, Kenneth, 29 May 2014 23:12

http://micewww.pp.rl.ac.uk/projects/memo/wiki/Wiki

MICE Experiment Management Office
Membership
Organisation
Mailing list
Meetings:
Reviews:
Documents:
Uplinks:

2/3/20, 11:32 PM
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NUCLEAR TECHNOLOGY & RADIATION PROTECTION
Vol. XXXIII, 2018

List of Reviewers

Aleksandar Kandi¢, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Asghar Mesbahi, Tabriz University of Medical Sciences, Tabriz, Iran

Borislava Petrovi¢, Institute of Oncology, Sremska Kamenica, Serbia

Bosko Bojovi¢, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Branka Mihaljevi¢, Rudjer Boskovi¢ Institute, Zagreb, Croatia,

Costas J. Hourdakis, Greek Atomic Energy Commission (EEAE), Athens, Greece

Dejan Jokovi¢, Institute of Physics, University of Belgrade, Belgrade, Serbia

Desanka Suli¢, Faculty of Ecology and Environmental Protection,
Union — Nikola Tesla University, Belgrade, Serbia

Dimitrije Maleti¢, Institute of Physics, University of Belgrade, Belgrade, Serbia

Djordje Lazarevi¢, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Dragana Krsti¢, Faculty of Sciences, University of Kragujevac, Kragujevac, Serbia

Dragana Todorovi¢, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Dragoslav Nikezi¢, Faculty of Sciences, University of Kragujevac, Kragujevac, Serbia

Hosein Ghiasi, Tabriz University of Medical Sciences, Tabriz, Iran

Igor Celikovi¢, Vinéa Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Ivan Knezevi¢, Public Company 'Nuclear Facilities of Serbia', Belgrade, Serbia

Ivana Smiciklas, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Ivana Vukanac, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Jelena Ajti¢, Faculty of Veterinary Medicine, University of Belgrade, Belgrade, Serbia

Jelena Radovanovi¢, Faculty of Electrical Engineering, University of Belgrade,
Belgrade, Serbia

Jelena Staji¢, Faculty of Sciences, University of Kragujevac, Kragujevac, Serbia

Jelena Stankovi¢ Petrovi¢, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Joanna Domienik, Nofer Institute of Occupational Medicine, Lodz, Poland

Koviljka Stankovi¢, Faculty of Electrical Engineering, University of Belgrade,
Belgrade, Serbia

Ljiljana Gulan, University of PriStina, Kosovska Mitrovica, Serbia



Marija Jankovi¢, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Marija Sljivié-Ivanovié, Vin¢a Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Matthias Krause, University of Utah, Salt Lake City, Utah, USA

Maurice O. Miller, University of the West Indies, Kingston, Jamaica

Milan Pesi¢, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Milan Tani¢, Serbian Army, KruSevac, Serbia

Milica Vujkovi¢, Faculty of Physical Chemistry, University of Belgrade, Belgrade, Serbia

Milo§ Zivanovié, Vinéa Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Milutin Jevremovi¢, Public Company 'Nuclear Facilities of Serbia', Belgrade, Serbia

Mladen Nikoli¢, College of Applied Technical Sciences, Krusevac, Serbia

Nace Stojanov, Institute of Physics, University of Scopje, Scopje, North Macedonia

Nenad Stevanovi¢, Faculty of Sciences, University of Kragujevac, Kragujevac, Serbia

Nikola Vukeli¢, Faculty of Physical Chemistry, University of Belgrade, Belgrade, Serbia

Olivera Ciraj-Bjelac, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Petar BeliCev, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Peter Bossew, German Federal Office for Radiation Protection, Berlin, Germany

Predrag Kolarz, Institute of Physics, University of Belgrade, Belgrade, Serbia

Predrag Osmokrovi¢, Faculty of Electrical Engineering, University of Belgrade,
Belgrade, Serbia

Rodoljub Simovié, Vinc¢a Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Saga Cirkovié, Institute of Physics, University of Belgrade, Belgrade, Serbia

Sladjana Tanaskovi¢, Faculty of Pharmacy, University of Belgrade, Belgrade, Serbia

Srboljub Stankovi¢, Vinca Institute of Nuclear Sciences, University of Belgrade,
Belgrade, Serbia

Suzana Bogojevi¢, 'Karajovi¢' Institute, University of Belgrade, Belgrade, Serbia

Svetlana Strbac, ICTM, University of Belgrade, Belgrade, Serbia

Tasko Grozdanov, Institute of Physics, University of Belgrade, Belgrade, Serbia

Tatjana Jevremovic, University of Utah, Salt Lake City, Utah, USA

Venkat H. Deshraju, International Atomic Energy Agency, Vienna, Austria

Vesna Gershan, Faculty of Natural Sciences and Mathematics, Skopje, North Macedonia

Vladan Ljubenov, International Atomic Energy Agency, Vienna, Austria

Vladimir Markovi¢, Faculty of Sciences, University of Kragujevac, Kragujevac, Serbia

Vladimir Udovici¢, Institute of Physics, University of Belgrade, Belgrade, Serbia

Vladimir Vuki¢, Institute of Electrical Engineering Nikola Tesla, University of Belgrade,
Belgrade, Serbia

Zoran Mirkov, 'Karajovi¢' Institute, University of Belgrade, Belgrade, Serbia

Zoran Radovanovi¢, Faculty of Medicine, University of Belgrade, Belgrade, Serbia
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27-29 June 2017 Search... p
Europe/Belgrade timezone
Overview Timetable
Timetable
Contribution List Tue 27/06 =~ Wed 28/06  Thu 29/06 | All days
Registration Print PDF Full screen Detailed view Filter
Participant List Session legend
Tue 27/6
09:00 Analysis, software and computing
Chris Rogers, Durga Rajaram
10:00
D. Popovic, IPB 09:00 - 10:30
Coffee
10:30 - 11:00
11:00 Beam selection Christopher Hunt @ Tracker Edward Overton @
D. Popovic, IPB 11:00 - 11:20 | Z. Maric, IPB 11:00 - 11:20
Event viewer Mihailo Savic = LH2 Installation colin whyte
D. Popovic, IPB 11:20 - 11:40
EMR performance Francois Elie Rene Drielsma & Z. Maric, IPB 11:20 - 11:55
D. Popovic, IPB 11:40 - 12:00 SS Magnets Alan Bross
12:00 Cuts tool Mr Misha Fedorov @
D. Popovic, IPB 12:00 - 12:10
Z. Maric, IPB 11:55 - 12:15
Magnetic field map analysis Joe Langlands @
Operations Steven Boyd
D. Popovic, IPB 12:10 - 12:30
Z. Maric, IPB 12:15-12:35
Discussion
D. Popovic, IPB 12:30 - 13:00
13:00 Lunch
13:00 - 14:00
14:00 Welcome Aleksandar Bogojevic

D. Popovic, IPB

Introduction

D. Popovic, IPB

Recent results from MUCOOL

14:00 - 14:10

Kenneth Richard Long @
14:10 - 14:30

Alan Bross @

2/9/20, 7:34 PM
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27-29 June 2017 Search... jo)

Europe/Belgrade timezone

Overview Participant List

Timetable 27 participants

Contribution List

Registration First Name Last Name Affiliation

Participant List Alan Bross Fermi National Accelerator Lab. (US)
Alexandre Zaitsev NRC KI IHEP, Protvino
Azeez Adesina Akerekan
Chris Rogers Rutherford Lab
Christopher Hunt Imperial College
Colin Whyte mice
Daniel Kaplan lllinois Institute of Technology
David Neuffer Fermilab
Dejan Jokovi¢ Institute of Physics Belgrade
Dimitrije Maletic
Durga Rajaram lllinois Institute of Technology
Frangois Drielsma University of Geneva
Henry Nebrensky Brunel University
Janusz Martyniak Imperial College London
Jaroslaw Pasternak Imperial College London
John Cobb Oxford Unoversity
John Nugent University of Glasgow
Kenneth Richard Long Imperial College (GB)
Maurizio Bonesini Sezione INFN Milano Bicocca
Melissa Uchida Imperial College London

1of2 2/9/20, 7:27 PM
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The 48th Muon lonization Cooling Experiment (MICE) Collaboration Meeting will be held at the
Institute of Physics Belgrade, Serbia from 27th to 29th June 2017 inclusive

Registration 30 EUR Collaboration Dinner 25 EUR

Payment method: Bank transfer. Instructions bellow. Or in Belgrade upon arrival.

(as this meeting is being held in Belgrade, registration via the ISIS database is NOT required)

Some photos taken at the event:

http://147.91.87.151/foto/micecm48/

Starts 27 Jun 2017, 09:00 9 Institute of Physics Belgrade
Ends 29 Jun 2017, 18:00
Europe/Belgrade Pregrevica 118, 11080 Zemun-Belgrade

Republic of Serbia

GPS: 44.855121, 20.390716
http://www.ipb.ac.rs/index.php/en/
local contact: maletic@ipb.ac.rs

W) Instructions_EUR.doc
W) Instructions_USD.doc

Hotels we know:
Hotel Zlatnik, Theater Hotel Belgrade, IN Hotel Belgrade
Hotel Yugoslavia, Tulip Inn, Crowne Plaza Belgrade, Hyatt Regency Belgrade

Downtown hotels:
Palace, Majestic Hotel, Courtyard by Marriott

Many other options. Please chech online, for example on: Booking.com

: ) ) ) egister now
Registration for this event is currently open. 9

Help | Contact | Terms and conditions | URL Shortener -

2/9/20, 7:27 PM
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Onememwe JlpymrBa pusunvyapa Cponje
3a HAYYHA NCTPAKUBAaKka U BUCOKO 00pa3oBame

Oncenn Opessersa HUBO 1®C

bparucnas O6panosuh, npencennuk, obrat@ff.bg.ac.rs
I'opan ‘bophesuh, nornpeaceanuk, gorandj@junis.ni.ac.rs

1. Oncek 3a KBaHTHY M MaTeMaTH4Ky pusuky (7)
Munan Jlammanosuh, @D, npencenuuk, ygoq @afrodita.rcub.bg.ac.rs
Tatjana Bykosuh, @O, tanja37 @afrodita.rcub.bg.ac.rs
Muposey0 dyruh, [IM® Kparyjesan, dugic@kg.ac.rs
Henang Munojesuh, [IM® Humi, nenad81@pmf.ni.ac.rs
Munan [Tantuh, [IM® HoBu Cax, mpantic @df.uns.ac.rs
bpanucnas L{BetkoBuh, U®, branislav.cvetkovic @ipb.ac.rs
Hamu6op Yesnzouh, Bunua, cevizd @vinca.rs

2. Oncek 3a pusuky je3rpa, eJieMEHTAPHUX YeCTHIIA U OCHOBHHX HHTepakuuja (8)
[Terap Ayuh, @D, npenceanuk, adzic@ff.bg.ac.rs
WBanka boxxosuh-Jenncasunh, Buauya, ibozovic @vinca.rs
Hparosey6 Jumutpujeuh, [IM® Hum, ddrag@pmf.ni.ac.rs
Humutpuje Maneruh, U®, dimitrije.maletic @ipb.ac.rs
Josana Huxomos, IIM® Hosu Can, jovana.nikolov@df.uns.ac.rs
Boja PagoBanosuh @@, rvoja@ff.bg.ac.rs
CgerucnaB Casosuh, [IM® Kparyjesar, savovic @kg.ac.rs
Kosusbka Crankouh, ET®, kstankovic @etf.bg.ac.rs

3. Oxacek 3a acTpOHOMMjY M acTpopu3uKy (9)
Jlyka [Tonosuh, AO, npeacennuk, lpopovic @aob.bg.ac.rs
Becna bopka JoBanosuh, Bunua, vborka@vinca.rs
Hparan INajuh, [IM® Humi, dgaja@junis.ni.ac.rs
Mupocnas Muhuh, AO, micic @aob.rs
Tujana [Iponanosuh, IIM® Hosu Can, prodanvc @df.uns.ac.rs
Bramgumup Cpehkosuh, U®, vladimir.sreckovic @ipb.ac.rs
Cama Cumuh, [IM® Kparyjesai, ssimic@kg.ac.rs
3opuma [[BetkoBuh, AO, zcvetkovic@aob.bg.ac.rs
Kpuctuna Yajko, [IM® Hosu Cap,

4. Oncex 3a pu3NKy KOHAEH30BaHe MaTepHje U CTATUCTUUYKY pusuky (9)
AntyH banax, U®, npeaceanuk, antun @ipb.ac.rs , antun.balaz@scl.rs
Harama bubwuh, Buaua, natasabi @vinca.rs
Weuna bpagapuh, Bunua, bradaric @vinca.rs
Bnagumup Musbkosuh, @®, miljko@ff.bg.ac.rs
Munuia [TaBkoB XpBojeBuh, [IM® Hosu Can, milica@df.uns.ac.rs
JoBana I'ojanoBuh, ET®, jovana@etf.bg.ac.rs
Bophe CnacojeBuh, @D, djordjes @ff.bg.ac.rs




URGENT REPLY DUE: a MICE contribution of you...

Subject: URGENT REPLY DUE: a MICE contribution of yours at COOL 20177
From: Vittorio Palladino <palladin@na.infn.it>

Date: 8/24/17, 3:54 PM

To: Mariyan.Bogomilov@CERN.CH, P.Hodgson@SHEFFIELD.AC.UK, Maletic
Dimitrije <maletic@ipb.ac.rs>

CC: mauchida <m.a.uchida@imperial.ac.uk>, Ken Long
<K.Long@Imperial. AC.UK>, Daniel Kaplan <kaplan@iit.edu>

Dear Dimitrije, Mariyan, Paul,
would you be in condition to be one of the four champions

presenting MICE results at COOL 2017
https://indico-jsc.fz-juelich.de/event/48/ ?

If so, would you have a preference for one of the three abstracts
below?

The same three talks are being prepared for NuFact 2017 by C. Hunt,
J. Nugent and F. Drielsma. So your task would not be so difficult.
NB each of them will reharse his talk at the MICE VC of Sep 7.

Our fourth presentation at COOL 2017 will preceed these three and
will be a general introduction to MICE also in preparation (by Melissa)
for Sep 7.

Please reply literally as soon as possible.
Expecially if your answer had unfortunately to be negative.

Vittorio
for the MICE Speakers Bureau

>

> 2) Recent results from MICE on multiple Coulomb scatteing and energy
> |oss

>

> Multiple coulomb scattering and energy loss are well know phenomena
> experienced by charged particles as they traverse a material and

> energy loss is a similarly well studied phenomenon for particles in

> matter. However, from recent measurements by the MuScat

> collaboration, it is known that the available simulation codes,

> specifically GEANT4, overestimate the scattering of muons in low Z

> materials. This is of particular interest to the Muon lonization

> Cooling Experiment (MICE) collaboration which has the goal of
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COOL 2017 (18-22 September 2017) https://indico-jsc.fz-juelich.de/event/48/other-view...

iCal export More Europe/Berlin | English | Login

COOL 2017

from Monday, 18 September 2017 at 08:30 to Friday, 22 September 2017 at 18:00 (Europe/Berlin)

at Gustav-Stresemann-Institut, Bonn
Langer Grabenweg 68 D-53175 Bonn

Description News:

o Dieter-M6hl-Medal 2017 for Prof. Takeshi Katayama

o Dieter-M6hl-Medal 2017 for Dr. Markus Steck

o Dieter-Méhl-Award 2017 for Dr. Vsevolod Kamerdzhiev
e Conference Photos

Dear Colleagues,

we are delighted to invite you to join us for the 11th bi-annual COOL workshop on the 18th to 22nd of September 2017 at the
Gustav-Stresemann-Institute Bonn. This year's workshop will be touching on topics from all across the field of beam cooling,
including:

e electron cooling

o stochastic cooling

e muon cooling

e cooled beam dynamics

e new concepts and theoretical advancements in beam cooling
o facility status updates and beam cooling reviews

There will be lots of opportunity to gather and exchange thoughts, ideas and opinions in a relaxed environment. We would like to
invite anyone from the field, accelerator physicists, engineers and students, to participate in this year's event. There will be oral
presentatations, both invited and conrtributed, as well as poster sessions during the week. Conference Proceedings will be
published electronically on JACoW a couple of weeks after the workshop.

There will be an option for accommodation at the Gustav-Streseman-Institut. If you would like to reserve a room there please
indicate so during your registration. The price will be 73€ per person and night including breakfast. If you are arriving by car, there is
parking availabe at the rate of 8€ per day for hotel guests. The workshop will also feature a banquet to facilitate informal exchange
and gathering. Please let us know whether you would like to attend on the registration form.

The workshop fee will be 450€ per person. This will include the conference dinner as well as full board (lunch and dinner). It is to be
paid in advance electronically. After registration you will be contacted by Forschungszentrum Jiilich with instructions how to pay.
Both credit card payment as well as bank transfer will be possible.

For those colleagues who need to apply for a visa we are happy to provide a letter of invitation on request.
We hope to see you all in September.

The organisation committee.

Registration and abstract submission are now open.

Please register by September 8th. Abstracts are due September 8th and contributions to the proceedings must be submitted by
September 18th.

Conference fee announced: 450€
Hotel rate announced: 73€ per person and night

Material: | paper templates | | ~

Go to day
Monday, 18 September 2017

10:00 - 11:00 Registration
11:00 - 11:30 Coffee Break
11:30 - 12:50 Registration
13:00 - 14:00 Lunch Break

14:00 - 16:00 Muon |
Convener: Dieter Prasuhn

14:00 Welcome 20’
Speaker: Dieter Prasuhn

1of5 2/3/20, 11:23 PM



COOL 2017 (18-22 September 2017)

16:00 - 16:30
16:30 - 17:50

09:00 - 11:00

11:00 - 11:30
11:30 - 13:00

13:00 - 14:00
14:00 - 17:50

20f5

14:20 MICE muon ionization cooling - progress and first results 50’
Speaker: M.A. Uchida
Material: | gjides

15:10 Measurement of phase-space density evolution in MICE 50’
Speaker: D. Maletic
Material: | gjides A

Coffee Break

Muon Il

Convener: Yuhong Zhang

16:30  Recent results from the study of emittance evolution in MICE 40’
Speaker: M.A. Uchida
Material: Slides ﬁ

17:10 Recent results from MICE on multiple Coulomb scattering and energy loss 40’

Speaker: D. Maletic

Material: | glides

Tuesday, 19 September 2017

E-Cooling I / L-Cooling
Convener: Markus Steck

09:00 Low Energy Cooler for NICA Booster 40’
Speaker: Alexander Bubley
Material: Slides

09:40  Scaling Laser Cooling of lon Beams towards High Beam Energies 40’
Speaker: M.H. Bussmann
Material: | gjides

10:20 Electron cooling at COSY - status and perspectives 40’
Speaker: Vsevolod Kamerdzhiev
Material: | gjides

Coffee Break

E-Cooling Il

Convener: Jirgen Dietrich

11:30  The High Voltage cooler for NICA, Status and Ideas 30’

Speaker: Vladimir Borisovich Reva

slides | )

Material:

12:00 Model Development for the Automated Setup of the 2 Mev Electron Cooler Transport Channel 30’
Speaker: Arthur Johannes Halama
Material: | gjides

12:30  Status of the Turbine Concept for Relativistic electron coolers 30’

Speaker: Kurt Aulenbacher

Material: | slides

Lunch Break

Poster
14:00 Beam Tracking Studies of Electron Cooling in ELENA 3h50’
Speaker: Javier Resta-Lopez
14:00 Towards Laser Cooling of Relativistic A{16}0/{5+} lon Beams at the CSRe 3h50’
Speaker: Hanbing Wang
14:00 Muon Cooling Research at Fermilab 3h50'
Speaker: David Vincent Neuffer
14:00  Stochastic cooling theory based on Langevin equations 3h50'
Speaker: Nikolay Shurkhno
14:00 Emittance Measurement of Cooled Beams 3h50"

2/3/20, 11:23 PM
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Talk on bulk MC production at MPB ...

Subject: Talk on bulk MC production at MPB ...

From: Kenneth Long <k.long@imperial.ac.uk>

Date: 2/23/17, 9:06 AM

To: Dimitrije Maletic <maletic@ipb.ac.rs>

CC: Durga Rajaram <durga@fnal.gov>, Dr Chris Rogers
<Chris.Rogers@stfc.ac.uk>

Dimitrije,

| have been working on the agenda for teh next MICE Project Board (where we
report on the project to the funders). One issue that they have pressed us on in
the past is the MC processing. We're now OK with that thanks to your work to
make batch production on the grid.

Would you be willing to explain the way we do the processing and demonstrate
that this is not an issue for the MICE analysis? The talk will be at RAL on
07Marl?7.

| do hope you will be able to do this!

K

Kenneth Long
EMail: K.Long@Imperial. AC.UK
Mobile: work : +44-(0)7824 560302
home: +44-(0)7890-595138

1ofl 2/4/20, 12:29 AM



2017-03-07-Review - Governance - MICEmine

1of2

MICE Project Board and Resource Loaded Schedule Review, March 2017

Back

Documentation

* Resource Loaded Schedule Review:

o Resource Loaded Schedule, costs and risks to complete MICE
* MICE Project Board:

o MICE report to the MICE Project Board
e Funding Agency Committee:

o

http://micewww.pp.rl.ac.uk/attachments/8384/Common-Fund.pdf

e Supporting documents:
o Step IV Hydrogen Project Plan: 170307_MICE_LH2_system_plan.mpp

* Recent reviews:
o UK Cost-to-Completion Review
o Meeting 28th June 2016 - Agenda and Files can be found with this link

* Responses to "homework questions":
o Q1: MICE Muon Beam; simulation and tuning:
m Please give an example of a comparison between simulation and measured data through the beamline from the target to the

Back

EMR.

m What are the physicial quantities used in the comparison? (Phase-space plots and what else?)
m What are the parameters that are used in fitting the optics tuning data? (For example initial particle distribution, magnet

settings, absorber settings, et cetera?)

http://micewww.pp.rl.ac.uk/projects/governance/w...

m How are the multiple Monte Carlo and other simulations integrated together? Why are the interface locations where they are?
o Q1 Response: C. Rogers, P. Franchini, D. Rajaram: homework-question-1.pdf
o Q2: What is the capability of U.S. members of the MICE collaboration to take part in the 2017/02 cycle (from September 19 to October
27) if such a data-taking run occurs? What would be the optimum (approximate) distribution between shifters and hardware experts?
o0 Q2 Response: M. Palmer: MPB_Q2_Response.pdf

RLSR, MPB & FAC outline agendas - 07 & 08 March 2017

Venue: Conference Room 12/13, Building R68, RAL

Tuesday, 07 March 2017 and Wednesday, 08 March 2017

RLSR & MPB-11 outline agendas

09:00-09:20
09:20-10:00
10:00-10:15
10:15-12:15
10:15-10:55
10:55-11:20
11:20-11:55
11:55-12:15
12:15-13:00
13:00-13:30
13:30-15:00
13:30-13:55
13:55-14:20
14:20-14:40
14:40-15:00
15:00-15:15
13:30-15:00
15:15-15:45
15:45-16:15

07 March 2017

RLSR closed session - introduction
Project overview: 01-2017-03-07-Long.pptx
Coffee
RLSR presentations & questions
Project Manager's report: 02-2017-03-07-Whyte.pdf

Status of the liquid-hydrogen project: 03-2017-03-07-Bayliss.pdf
Completion of the US construction project: 04-2017-03-07-Bross.pptx
MICE project in the US; completion of efforts: 05-2017-03-07-Palmer.pptx
Lunch
RLSR closed session session--critical findings
MPB: Operations, software and computing
Commissioning and operation: 06-2017-03-07-Hodgson.pdf
Operation of the magnetic channel: 07-2017-03-07-Boehm.pdf
Bulk production of Monte Carlo: 08-2017-03-07-Maletic_v2.pptx
Software and computing overciew: 09-2017-03-07-Rajaram.pdf
Tea

MPB: MICE Muon Beam and MICE experiment

Tuning the MICE Muon Beam: 10-2017-03-07-Franchini.pdf

Detector performance: 11-2017-03-07-Overton.pdf

K. Long

C. Whyte
V. Bayliss
A. Bross

M. Palmer

P. Hodgson
J. Boehm
D. Maletic

D. Rajaram

P. Franchini

E. Overton

30' + 10°
15'

30' + 10'
20' + 5'
25'+ 10
15' + 5'

20' + 5'
20' + 5'
15"+ 5'
15' + 5'

25'+ 5!
25'+ 5!

2/3/20, 11:25 PM



File: /home/dime/Desktop/Reizbor VNS/doc/Prezentacije_MICE.txt

Page 1 of 2

Using the Grid For Data Analysis

Authors: Paul Keyberd, Maletic Dimitrije, Paolo Francini
Event date: Thursday, April 18, 2019 5:45:00 PM

MICE Video Conference 210

Hybrid MC Update

Authors: Maletic Dimitrije

Start Date: Thursday, December 06, 2018 4:25:00 PM
Event: MICE Video Conference 207

MC Batch Production Status

Authors: Maletic Dimitrije

Start Date: Friday, October 12, 2018 3:20:00 PM
Event: MICE CM52

MC Status

Authors: Maletic Dimitrije

Start Date: Wednesday, October 04, 2017 10:00:00 AM
Event: MICE CM48

Batch/MC

Authors: Maletic Dimitrije

Start Date: Monday, October 02, 2017 12:50:00 PM
Event: MICE CM49

MC Status

Authors: Maletic Dimitrije

Start Date: Thursday, June 29, 2017 10:00:00 AM
Event: MICE CM48

MC Production

Authors: Maletic Dimitrije

Start Date: Monday, February 13, 2017 6:00:00 PM
Event: MICE CM47

GRID MC Production

Authors: Maletic Dimitrije

Start Date: Thursday, July 28, 2016 3:20:00 PM
Event: MICE CM45

Energy Loss 2

Authors: Maletic Dimitrije

Start Date: Wednesday, March 30, 2016 5:30:00 PM
Event: MICE CM44

Batch MC

Authors: Maletic Dimitrije

Start Date: Wednesday, March 30, 2016 4:55:00 PM
Event: MICE CM44

Measurement of Energy Loss (2)

Authors: Maletic Dimitrije

Start Date: Thursday, October 29, 2015 10:20:00 AM
Event: MICE CM43

Energy Loss Measurement

Authors: Maletic Dimitrije

Start Date: Monday, June 22, 2015 1:10:00 PM
Event: MICE CM42



File: /home/dime/Desktop/Reizbor VNS/doc/Prezentacije_MICE.txt Page 2 of 2

Visit Computer Centre

Authors: Dordevic Milos,Maletic Dimitrije

Start Date: Sunday, November 11, 2012 1:00:00 PM
Event: Novi Sad University Students

Physics with the CMS ECAL
Authors: Maletic Dimitrije
Start Date: Thursday, October 29, 2009 11:30:00 AM

Event: Serbian and Montenegrin Teachers Programme 2009
Event Details



9. perierse 0 MPETX0AHOM U300py y 3Bambe

S —HEHCT™ 7 2 onrrewms
Penyomnnka Cpbuja AP~ } 7 T
. MUHHCTAPCTBO IIPOCBETE, T et 0 21D
' HAYKE M TEXHOJIOIIKOI PA3BOJA

Komucnja 3a cTMiamke HAYYHHX 3BAIbA

Bpoj:660-01-00042/543
26.03.2015. roagnne
beorpan

Ha ocnomy unana 22. crasa 2. wiana 70. ctas 6. 3akoHa O HayYHOHCTPaKHBAuKO]
nenarnocety ("Cryx6enu racHuk Pemy6muke CpGuje’, 6poj 110/05 u 50/06 — nenpaska u 18/10),
umana 2. crasa 1. u 2. Tauke 1 — 4.(upmwiosn) n unada 38. IIpapmiHuKa 0 NOCTYNIKY H HAYHILY
BPEHOBahba M KBAaHTHTATHRHOM HCKA3WMBay HAYYHOMCTPAKHBAYKUX Ppe3y.Tala HMCTPakuBayda
("Cnyx6enu rnacuuk Perry6nuke Cpouje”, 6poj 38/08) u 3axreBa KojH je 1OHEO

Uncinuinyin 3a pusuxy y beozpady

Komucuja 3a cTHIamke HAydHHX 3Baba HA CeHUIH ojipxano] 26.03.2015. ropune, noHena je

OMJIYKY
O CTUIABY HAYYUHOT 3BAIbLA

Ap Aumuiupuje Manewuh
CTHYE HAYYHO 3BAFbE
Buwu nayunu capaonux

s obractr IpUPOJHO-MATEMATUIKUX HAYKa - q)mm{a

O b P A3 J OXEDBE
HUncinwmnyiu 3a gousuxy 'y Beozpady

yTBpAMO je mpeaior 6poj 1437/1 ox 28.10.2014. rogune Ha cenuuiy HayyHor Beha Mucruryra
u noaHeo 3axtes KoMucHjM 3a cTHIae HaydHUX 3Bama O6poj 1455/1 ox 12.11.2014. rogune 3a
MOHOIIERhe OMTYKE O HCIYEHOCTH YCJIOBA 3a CTHIAILEe HaydyHOr 3Bama Bumu way4uu
capaonux.

Kowmrcuja 3a cTHI@E HAYYHUX 3Bama j€ 10 MPETXOAHO MPHOAB/EEHOM MO3UTHBHOM
MULbeRY MatugHor Hayusor onfopa 3a (pM3UKY Ha cepHMIM oapsxkaHo] 26.03.2015. roanme
pazMaTpana 3aXTEB M YTBpPIMJIA Ja MMEHOBaHK WCIyHara ycnose n3 unana 70. cras 6. 3akoHa o
HayyHOMCTpakuBauko] menatnoctn ("CiymxOenu rnacuuk PenyGmuke Cpbuje”, 6poj 110/05 u
50/06 — ucnipasxa u 18/10), umana 2. crasa 1. u 2. tauxe 1 — 4.(mpuno3n) u unana 38. [Ipasunnuxa
0 MOCTYNKY W HAYMHY BpPEJHOBarmba ¥ KBAHTHTATHBHOM HCKa3HBaby HAyYHOUCTPAKMBAYKIX
pesyarata ucrtpaxusada ("CiyxOenu rnackuk Pemybmuke Cpbuje", Opoj 38/08) sa cruuare
HAYYHOT 3Barba Buuiu nayunu capaonuk, 1a je onIyduila Kao y H3pEUn 0BE OIIYKE.

JIoHOIIIEHmEM 0BE OAIYKE HMEHOBAHK CTHYE CBa IPABA KOja My HA OCHOBY Ibe [10 3aKOHY
MpUNANajy.

OUIyKY JOCTABUTH TIOJJHOCHOILY 3aXTeBa, HWMEHOBAHOM M apxusd MuHHCTapeTBa
POCBETE, HAYKE M TEXHOJIOIIKOT pa3goja y beorpay.

A :i\'::-"'u
MPEJCEAHHK KOMUCHJIE “APIKABHI CEKPETAP
Jp Adexeanjiap Bean
: 3

Hp Cranucnasa Cromuh-I'pyju4uh,

HAYYHH CaBETHUK




