Hay4anom Behy HcTuTyTa 3a pu3smnKy

Beorpag, 15. maj 2019. roaune

IIpeamer: MoJsba 3a mokpeTame MOCTyNKa 3a pen300p y 3Bame MCTPaKuBav

capaJgHUK

MOJIB A

C ob3upom Jia ucIymaBaM KpUTEpHjyMe IporrcaHe of crpane MuHUCTApCTBa MPOCBeTe,
HayKe 1 TEeXHOJIOIIKOI' pa3Boja 3a pen300p y 3Baibe NCTPazKuBad capaJHuK, Mojnm Hay4ano
Behe NMHcTuTyTa 3a U3NKy Aa MOKPEHe MOCTYIIaK 3a MOj pen3dop y HaBeIeHO 3Barbe.

Y npuiiory JgocTaBibaM:

1.

MUILBEIHE PYKOBOUOIA TIPOjEKTa ca IPEJJIOTOM KOMUCHje 3a Pen300p y 3BaIbe;

. KpaTKy cTpy4Hy ouorpadujy;

. KpaTakK IIperJjie/l Hay49He aKTUBHOCTH;

crmcak 00jaB/beHUX PAJIOBa U JPYTUX ITyOJIUKAII]a;

. Kolije 00jaB/beHNX paJjioBa U JIPYrux IyOJMKaImja;

. YBEDEIHE O IIOoCJIeAhEM OBEPEHOM U YIIMCaAHOM CEMECTPY Ha JOKTOPCKUM CTy,ZLI/IjaMa;

oyKy Beha maydyrmx o0jacTé MPUPOIHO-MATEMATHYKUX HayKa YHUBEP3UTETA Yy
Beorpajty o npuxsaramy mpejjora TeMe JJOKTOPCKe JucepTaliuje.

C mormrroBameM,

Hcon  Prapaiobutc

\YAA4

yman Bynparosuh




Hayynom Behy UncTuTyTa 32 pusuky y beorpany

beorpan, 15. maj 2019. rogune

Ipenmer: Munubeme pykoBoauona npojexra o penzoopy Aymana Byaparosuha
y 3Balb€ HCTPAKMBAY CAPATHUK

Hyman Bynparouh je 3anocnen y JlabopaTopuju 3a mpuUMEHY padyHapa y HaylH, y
okBupy LleHTpa M3y3eTHUX BPEAHOCTH 3a M3ydyaBame KOMIUIEKCHUX cuctema MHCTHTyTa
3a ¢usuky y beorpagy u aHraxoBaH je Ha TIPOjEeKTY OCHOBHHX HCTPaKUBAHKbA
MuHuncTapcTBa IpOCBETE, HAyKe W TEXHOJOMKOT pa3Boja Permyomuke Cpouje OH171017,
noj Ha3suBoM "Mopenupame M HyMEpUYKE CHMYJIALMje CIIOKEHUX BUIICUECTHUHUX
¢bus3nukux cucrema". Ha momeHyTOM MpOjeKTy pajay Ha TeMaMma M3 MpoydaBama 0CoOrMHa
nunonHuX bo3e-AjHIITajH KOHICH3aTa U pa3B0jy HyMEPUUYKUX METOA 33 FbUXOB OIHC IO
pykoBozacTBoM Ap AuTyHa banaxa. C 003upom n1a ucnymaBa cBe NMpeaBul)eHe yclioBe y
ckiaany ca [IpaBWIIHMKOM O TMIOCTYNKY, HA4WHY BpEIHOBamba W KBAaHTHTATUBHOM
HCKa3MBalky HAYYHOMCTPAXKUBAUKUX pe3ynTata uctpaxkusaya MIIHTP, carnacan cam ca
MOKpeTameM MocTymnka 3a pen3oop Jymana Byaparosuha y 3Bame ucTpakuBau capagHuK.

3a cacrtaB Kommucuje 3a pen3dop [ymana Bynparosuha y 3Bame HCTpakuBad capajHUK
npeaiaKeM:

(1) np Autyn banax, Hayunu caBeTHUK, IHCTUTYT 3a ¢usuky y beorpany

(2) np NBana Bacuh, Bumm Hayunu capagauk, UHcTuTyT 32 dusuky y beorpany

(3) akagemuk Munan lammanoBuh, penosau npodecop ®usnuxor dakynrera
Yuusepsurera y beorpany

PykoBoaunai mpojexra

AZ/ ~ Yotold-

y/ ap AnTyH banax
Hay4HU CaBETHHUK



Kparka ouorpadmuja
Ilymana Byaparosmha

Hyman Bynaparosuh je poben 3. wmaja
1980. romune y Cpemckoj Mwurposurm.
Ocnosny mxkoy “/locurej O6pagoBuh” 3a-
Bpmmo je y Ilyrwnmuma, a ['mvuaazujy
“CreBan Ilysuh” y Pymm. OcnoBHE cTYy-
nuje je noxahao na @usmakom dakyarery
Yuusepsurera y beorpasy na cmepy [Ipn-
MerbeHa (pU3nKa u MHOOPMATHKA y IME€pPU-
omy ox 1999. mo 2005. rogmnue. Toxom
cTyauja j1obmo je crurenguje Munucrap-
crBa Hayke Pemybsimke Cpbuje u Biase
Peny6nuke Cpbuje, kao m narpamy “1000
Hajoos/pux crymenara y Cpouju’ Hopserike
ambacajie y Beorpajay. /lumiomupao je
2005. roauHe ca TpocedHoM oreHoM 9.62.
Hummomcku paj mox HasuBoMm “‘Mepeme
edbekTHBHE TpaHCBEp3aJHE eMUTAHCE jOH-
CKOI' CHOIIA” yPaJINo je T0J PyKOBOJICTBOM
npod. jap Nsana Annuuna.

Y nepuogy oz 2006. 10 2008. romuue Gopasuo je y LIEPH-y (ZKenesa) kao capajnux
na ®II6 mpojekrnma SEE-GRID-2 (SEE-GRID elnfrastructure for regional eScience) u
EGEE-II (Enabling Grids for E-sciencE).

Hokropcke crynuje na cmepy Pusnka jesrpa u dectuna Ha Puznakom daxyarera ¥ Hu-
BepsuTeTa y beorpajy je ynucao 2012. rojune, a o1 pykKoBojcTBoM Jp AuTyHa Bamaxa
paJii Ha TeMaMa Be3aHUM 3a YJITPax/aJiHe KBAHTHE racoBe W Ha Pa3BOjy HYMEPUUKUX
MeTO/Ia 3a MapaJieslHe PadyHapCKe CUCTEME.

Hyman Bynparosuh je 3amocien y Uucturyty 3a ¢dusuky y Beorpajay kao ucrtpa-
KuBad capajnuk y Jlaboparopuju 3a mpumeny padyHapa y Hayium HarumonajHor mnenTpa
U3y3eTHUX BPEIHOCTH 3a U3ydaBaibe KOMILIEKCHUX cucteMa. [lopes mpojekTa oCHOBHEMX
ncrpaxkusamba OH171017 kojum pykoBomu ap Autyn Bamax, 1eTMMUYIHO je aHTa)KOBaH U
na narerpucanom npojekty MNN43007, y okBupy moTmpojekTa KOjuM PyKOBOH JIp AJiek-
canjap borojesuh. V okBupy melhyHapojme capajiibe aHraykoBaH je Ha XopuzoHT 2020
npojekry SMARTCHAIN ( Towards Innovation - driven and smart solutions in short food
supply chains).

Ot mperxoaOr m3bopa y 3Bame lyman Bynparosuh je objaBuo 2 paja xareropuje
M21a, 1 caommrere M33 u 2 caonmrema Kareropuje M34.




Kparak mnipersien Hay4uHe aKTUBHOCTU
ymana Byaparosuha

Hyman Byparosuh je 3amiodeo ¢Boj HCTpaXKUBAYIKK PaJl 10/ MEHTOPCTBOM JIp AHTYHA
Banaxka 2012. romune na Mucruryry 3a pusuky y Beorpasuy y JIaboparopuju 3a npumeny
pauyHapa y naynu. CryneHT je mokTopckux cryauja Ha Ousuakom dakynarery YHUBEp-
sauteta y Beorpaiy ma cmepy Pusmka je3rpa u 4ecTUIla, a pajy Ha TeMaMa Be3aHUM 3a
yJITpax/ja/iHe KBaHTHE TacoBe.

HerpazkuBadyku paJji je 3amodeo pas3BojeM HyMepUdKe CHMYyJIalfje 3a U3padyHaBarbe
CTAIMOHAPHUX U HECTAIlMOHAPHUX, BPEMEHCKHU 3aBUCHUX periema 1'poc-Ilntaescku jes-
HaUYWHE — jeJJHaYMHE KOja Ommcyje cBojcTBa Bose-AjHINTajH KOHJIEH3aTa HA HUCKUM TEM-
neparypama. Cumysnaruja omoryhasa mpomnaramnujy ['poc-Ilurtaescknu jeqnadunsne y mma-
TUHAPHOM W PeaJlHOM BpeMeny, a Oasupana je Ha Kpenk-Hwukosconosoj meromu. Kon-
JIeH3aT je Moryhe pasmarpaTh jeHONMEH3UOHATHO, TBOIMMEH3NOHAIHO, ITUINHIPUIHO-
CUMETPUYHO, CHEPHO-CUMETPUIHO U MOTIIYHO aHU30TPONHO y Tpu numensuje. Caka oIl-
11ja je napaJjejn3oBaHa U ONTUMHU30BaHa 3a PaJi Ca HEKOJIUKO IOIYJIAPHUX KOMIIajJIepa.

Cranmgapana 'poc-IlnTaeBcku jeapnadunna je HeJlmHeapHa TapIrjaaHa audepeHiyjarHa
jemHaunHa Koja ommcyje Bose-AjHINTajH KOHIEH30BaHe CHCTEMe ca KPATKOJIOMETHOM WH-
TEPaKINjOM y TEOPHUjH CPeber T0Jba. Y KOJUKO aTOMHU WHTEPAryjy W JyTrOJIOMETHOM
JUTIOJTHOM WHTepakimjoM, ['poc-IlnTaeBckn jenadnna mocTaje mapryjasHa HHTErPaIHO-
nudepennujaina jegnadnna. yman Byaparosuh je yduecTBoBao y pa3Bojy KOMILIEKCHOT
aJITOPUTMa 3a pelllaBaibe OBAKBe je/IHaYnHE.

PazBujene anropurme yman Bynparosuh je npumenno 3a pasmarparse mojaBe Pa-
paJiejeBux Tajaca y Ksasu jemnogummMensuonasnuM 22Cr u 4Dy Boze-Ajumrajn KoHieH-
3aTuMa. lajlacHe I'yCTHHE WH/IYKOBaHE ITEPUOIMYHOM MOJIYJIAIMjOM IIOTEHIja/IHe jaMe
pa3mMaTpao je HyMepUUKNM U ['aycoBUM BapHjallmoHNM METOaMa.

Posencsajr necrabunnoct y 194Dy Boze-Ajuimnraju konjgen3aTuMa ycies jakux Marier-
HUX JIAIIOJIHUX MOMeEHaTa aToMa oMoryhasa pa3maTparbe KBaHTHHX depoduryuia. YKo-
JIMKO Ce KOHTaKTHA MHTEePaKIMja HATJIO CMarby (HIIp. M3HEHA/HOM IIPOMEHOM jadrHe Mar-
HETHOT [0Jba Y KOM Ce KOHJIEH3aT Hajla3M) TAKO JIa JIUIOJI-UIO] WHTePAKIINja TTOCTaHe
JIOMUHAHTHA, MOXKe johu 1o dopmupama ypehernx crpykrypa y dopmu Karbuia (Ha-
sk Ha kKpucrase). Kako ['poc-IluraeBcku jemnaunna ne Moxe Ja objacHu HacTaHak Po-
3€HCBajI HECTAOMJIHOCT, MTOTPEOHO jy je MPOIIUPUTU TPOYECTUIHUM WHTEPAKIIMjaMa WJIn
KBaHTHUM dayKTyarujama. lyman Byaparosuh je ygecTBoBao y pa3Bojy OBOT IPHUCTYIIA.

On nperxognor u3bopa y 3Bame Jlyman Byaparosuh je objaBmo 2 paja Kareropuje
MZ21a, 1 caonmreme M33 n 2 caonmrema kateropuje Ma34.



Crmcak pajoBa
ymana Byaparosuha

Pa,Z[OBI/I HaKOH IIpeTXOoJHOor 1/1360pa Y 3Bambe

PanoBu y mehynapoauum yaconucuma ndysetrHux Bpemuoctu (M21a)

1. Luis E. Young-S., P. Muruganandam, S. K. Adhikari, V. Loncar, D. Vudragovic,
and A. Balaz, OpenMP GNU and Intel Fortran programs for solving the time-
dependent Gross-Pitaevskii equation, Comput. Phys. Commun. 220, 503 (2017).

2. Luis E. Young-S., D. Vudragovic, P. Muruganandam, S. K. Adhikari, and A. Balaz,
OpenMP Fortran and C' programs for solving the time-dependent Gross-Pitaevskii
equation in an anisotropic trap, Comput. Phys. Commun. 204, 209 (2016).

Panosu y mehynapoguum gaconucuma (M23)

1. D. Vudragovic, L. Ilic, P. Jovanovic, S. Nickovic, A. Bogojevic, and A. Balaz,
VI-SEEM DREAMCLIMATE Service, Scal. Comput. Pract. Exp. 19, 215 (2018).

Caoniurema ca Mehynapoguux ckymnosa iramiiana y meianau (M33)

1. D. Vudragovic, P. Jovanovic, and A. Balaz, VI-SEEM virtual research environment,
The 10th RO-LCG Conference, Sinaia, Romania, 26-28 October 2017.

Caomninrema ca MehyHapoguux ckymnosa inraMmiiana y ussony (M34)

1. V. Loncar, D. Vudragovic, S. K. Adhikari, and A. Balaz, Parallel solvers for
dipolar Gross-Pitaevskii equation, The 6th International School and Conference on
Photonics, Belgrade, Serbia, 28 August - 1 September 2017.

2. V. Loncar, D. Vudragovic, A. Balaz, and A. Pelster, Rosensweig instability due
to three-body interaction or quantum fluctuations?, DPG Spring Meeting 2016,
Hannover, Germany, 29 February - 4 March 2016.

PanoBu npe nperxosHor n3dbopa y 3Bambe

Panosu y mehynapoauum yaconucuma usysernux Bpemuoctu (M21a)

1. R. K. Kumar, Luis E. Young-S., D. Vudragovic, A. Balaz, P. Muruganandam,
and S. K. Adhikari, Fortran and C programs for the time-dependent dipolar Gross-

Pitaevskii equation in an anisotropic trap, Comput. Phys. Commun. 195, 117
(2015).

2. D. Vudragovic, 1. Vidanovic, A. Balaz, P. Muruganandam, and S. K. Adhikari,
C' Programs for solving the time-dependent Gross-Pitaevskii equation in a fully
anisotropic trap, Comput. Phys. Commun. 183, 2021 (2012).
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3. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Charged-particle
multiplicities in pp interactions at \/s=900 GeV measured with the ATLAS detector
at the LHC, Phys. Lett. B 688, 21 (2010).

4. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Search for new
particles in two-jet final states in 7 TeV proton-proton collisions with the ATLAS
detector at the LHC, Phys. Rev. Lett. 105, 161801 (2010).

PanoBu y BpxyHckuMm mehynapoaaum gaconucuma (M21)

1. B. P. Marinkovic, V. Vujcic, G. Sushko, D. Vudragovic, S. Djordjevic, S. Ivanovic,
M. Nesic, D. Jevremovic, A. V. Solov’yov, and N. J. Mason, Development of collisio-

nal data base for elementary processes of electron scattering by atoms and molecules,
Nucl. Instrum. Meth. B 354, 90 (2015).

2. A. Balaz, I. Vidanovic, D. Stojiljkovic, D. Vudragovic, A. Belic, and A. Bogojevic,
SPEEDUP code for calculation of transition amplitudes via the effective action
approach, Commun. Comput. Phys. 11, 739 (2012).

3. A. Balaz, O. Prnjat, D. Vudragovic, V. Slavnic, 1. Liabotis, E. Atanassov, B. Ja-
kimovski, and M. Savic, Development of Grid e-Infrastructure in South-FEastern
Furope, J. Grid Comput. 9, 135 (2011).

4. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Search for quark
contact interactions in dijet angular distributions in pp collisions at \/s=7 TeV
measured with the ATLAS detector, Phys. Lett. B 694, 327 (2011).

5. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Performance of
the ATLAS detector using first collision data, J. High Energy Phys. 9, 056 (2010).

PanoBu y ucrakayrum mehynapoaaum yaconucuma (M22)

1. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Studies of the
performance of the ATLAS detector using cosmic-ray muons, Eur. Phys. J. C 71,
1593 (2011).

2. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Measurement of
inclusive jet and dijet cross sections in proton-proton collisions at 7 TeV centre-of-
mass enerqy with the ATLAS detector, Eur. Phys. J. C 71, 1512 (2011).

3. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Readiness of the
ATLAS liquid argon calorimeter for LHC collisions, Eur. Phys. J. C 70, 723 (2010).

4. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Drift time
measurement in the ATLAS liquid argon electromagnetic calorimeter using cosmic
muons, Eur. Phys. J. C 70, 755 (2010).

5. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., The ATLAS inner
detector commissioning and calibration, Eur. Phys. J. C 70, 787 (2010).

6. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., The ATLAS
simulation infrastructure, Eur. Phys. J. C 70, 823 (2010).
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7. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Commissioning of
the ATLAS muon spectrometer with cosmic rays, Eur. Phys. J. C 70, 875 (2010).

8. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., Readiness of the
ATLAS tile calorimeter for LHC collisions, Eur. Phys. J. C 70, 1193 (2010).

Panosu y mehynapoauum yaconucuma (M23)

1. G. Aad, B. Abbott, J. Abdallah, ... D. Vudragovic, and et al., The ATLAS
experiment at the CERN large hadron collider, J. Instrum. 3, S08003 (2008).

2. D. Fassouliotis, C. Kourkoumelis, Z.Roupas, and D. Vudragovic, The ATLAS
student event challenge, CERN-ATL-COM-OREACH 2007, 001 (2007).

3. Lj. Simic, N. Vranjes, D. Reljic, D. Vudragovic, and D. S. Popovic, WW production
and triple gauge boson couplings at ATLAS, Acta Phys. Pol. B 38, 525 (2007).

Caomnmnrema ca Mmehynapoguux ckymnosa iramiiana y meianau (M33)

1. J. Lappalainen, D. Vudragovic, A. Balaz, F. Ruggieri, R. Barbera, R. Lovas,
G. Stoitsis, and K. Kastrantas, Federating computation and storage resources to
support agricultural science communities, EFITA-WCCA-CIGR conference, Turin,
Italy, 24-27 June 2013.

2. V. Slavnic, B. Ackovic, D. Vudragovic, A. Balaz, A. Belic, and M. Savic, Grid
site monitoring tools developed and used at SCL, SEE-GRID-SCI User Forum 2009,
Istanbul, Turkey, 9-10 December 2009.

3. V. Slavnic, B. Ackovic, D. Vudragovic, A. Balaz, and A. Belic, Operational Grid
tools developed at SCL, SEE-GRID-SCI User Forum 2009, Istanbul, Turkey, 9-10
December 2009.

4. D. Vudragovic, A. Balaz, V. Slavnic, and A. Belic, Serbian participation in Grid
computing projects, NEC 2009, Varna, Bulgaria, 7-14 September 2009.

5. O. Prnjat, A. Balaz, T. Gurov, M. Kon-Popovska, I. Liabotis, G. Neagu, B. Ortakaya,
C. Sener, and D. Vudragovic, National Grid initiatives set-up and monitoring
guidelines, The first EELA-2 conference, Bogota, Colombia, 25-27 February 2009.

6. N. Vranjes, Lj. Simic, D. Reljic, D. Vudragovic, and D. S. Popovic, WW Pro-
duction at the LHC in NLO Simulations, 6th international conference of the Balkan
physical union, Istanbul, Turkey, 22-26 August 2006.

Caomnmnrema ca MehyHapoguux ckymnosa iraMmiiana y ussoxay (M34)

1. D. Vudragovic, and A. Balaz, Faraday waves in dipolar Bose-Finstein condensates,
The 19th Symposium on Condensed Matter Physics - SFKM 2015, Belgrade, Serbia,
7-11 September 2015.

2. D. Vudragovic, and A. Balaz, Faraday waves in dipolar Bose-FEinstein condensates,
The 5th International School and Conference on Photonics, Belgrade, Serbia, 24-28
August 2015.
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3. V. Loncar, D. Vudragovic, A. Balaz, and A. Pelster, Faraday waves in dipolar
Bose-FEinstein condensates, DPG Spring Meeting 2015, Heidelberg, Germany, 23-27
March 2015.

4. D. Vudragovic, V. Slavnic, I. Spasojevic, V. Nedovic, and A. Balaz, AgINFRA
- a data infrastructure to support agricultural scientific communities: promoting

data sharing and development of trust in agricultural sciences, 12th Congress of
Nutrition, Belgrade, Serbia, 31 October 2012.

5. N. Manouselis, C. Thanopoulos, A. Balaz, D. Vudragovic, V. Nedovic, and I. Spa-
sojevic, AgINFRA - a data infrastructure to support agricultural scientific communi-
ties: promoting data sharing and development of trust in agricultural sciences, 6th
Central European Congress on Food, Novi Sad, Serbia, 23-26 May 2012.

Caomninrema ca CKyIloBa HAIMOHAJHOT 3HaYaja mramnana y meiauaun (M63)

1. D. Vudragovic, A. Balaz, A. Belic, C. Kourkoumelis, D. Fassouliotis, and S. Voura-
kis, Hybrid Pupil’s Analysis Tool for Interactions in ATLAS, MIPRO 2010, Opatia,
Croatia, 24-28 May 2010.

2. D. Vudragovic, A. Balaz, A. Belic, and A. Bogojevic, QSPEEDUP: Quasi-MC
Implementation of the SPEEDUP Path Integral Code, INFOTEH 2010, Jahorina,
Bosnia and Herzegovina, 17-19 March 2010.

3. D. Vudragovic, V. Slavnic, A. Balaz, and A. Belic, WMSMON - GLite WMS
Monitoring Tool, MIPRO 2009, Opatia, Croatia, 25-29 May 2009.

4. D. Vudragovic, A. Balaz, V. Slavnic, and A. Belic, Dwarf - the Framework
for Authorized YUM/APT Repositories Management, INFOTEH 2009, Jahorina,
Bosnia and Herzegovina, 18-20 March 2009.

Momnorpadcka cryauja/morsiasibe y Kibus3u M1l niam pag y TeMarckoMm 360p-
uuky Bojgeher mehynapoanor 3uagaja (M13)

1. D. Vudragovic, and A. Balaz, Science gateway for the Serbian condensed matter
physics community, Science gateways for distributed computing infrastructures, Ed.
Peter Kacsuk, p. 209-220, Springer (2014).

2. O. Prnjat, A. Balaz, D. Vudragovic, I. Liabotis, C. Sener, B. Marovic, M. Kozlo-
vszky, and G. Neagu, SEE-GRID elnfrastructure for regional eScience, Data driven
e-Science, Eds. S. C. Lin and E. Yen, p. 91, Springer (2011).

Momnorpadcka cryauja/morsiasibe y Kibusu M12 niaum pajg y TeMarckoMm 360p-
uuky Bogeher mehynapoanor 3uavaja (M14)

1. D. Stankovic, P. Jovanovic, A. Jovic, V. Slavnic, D. Vudragovic, and A. Balaz,
Implementation and Benchmarking of New FFT Libraries in Quantum ESPRESSO,
High-performance computing infrastructure for South East Europe’s research co-
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We present Open Multi-Processing (OpenMP) version of Fortran 90 programs for solving the Gross-
Pitaevskii (GP) equation for a Bose-Einstein condensate in one, two, and three spatial dimensions,
optimized for use with GNU and Intel compilers. We use the split-step Crank-Nicolson algorithm
for imaginary- and real-time propagation, which enables efficient calculation of stationary and non-
stationary solutions, respectively. The present OpenMP programs are designed for computers with multi-
core processors and optimized for compiling with both commercially-licensed Intel Fortran and popular
free open-source GNU Fortran compiler. The programs are easy to use and are elaborated with helpful
comments for the users. All input parameters are listed at the beginning of each program. Different output
files provide physical quantities such as energy, chemical potential, root-mean-square sizes, densities, etc.
We also present speedup test results for new versions of the programs.

New version program summary

Program title: BEC-GP-OMP-FOR software package, consisting of: (i) imagld-th, (ii) imag2d-th,
(iii) imag3d-th, (iv) imagaxi-th, (v) imagcir-th, (vi) imagsph-th, (vii) real 1d-th, (viii) real2d-th, (ix) real3d-
th, (x) realaxi-th, (xi) realcir-th, (xii) realsph-th.

Program files doi: http://dx.doi.org/10.17632/y8zk3jgn84.2

Licensing provisions: Apache License 2.0

Programming language: OpenMP GNU and Intel Fortran 90.

Computer: Any multi-core personal computer or workstation with the appropriate OpenMP-capable
Fortran compiler installed.

Number of processors used: All available CPU cores on the executing computer.

Journal reference of previous version: Comput. Phys. Commun. 180 (2009) 1888; ibid. 204 (2016) 209.
Does the new version supersede the previous version?: Not completely. It does supersede previous Fortran
programs from both references above, but not OpenMP C programs from Comput. Phys. Commun. 204
(2016) 209.

Nature of problem: The present Open Multi-Processing (OpenMP) Fortran programs, optimized for use
with commercially-licensed Intel Fortran and free open-source GNU Fortran compilers, solve the time-
dependent nonlinear partial differential (GP) equation for a trapped Bose-Einstein condensate in one
(1d), two (2d), and three (3d) spatial dimensions for six different trap symmetries: axially and radially
symmetric traps in 3d, circularly symmetric traps in 2d, fully isotropic (spherically symmetric) and fully
anisotropic traps in 2d and 3d, as well as 1d traps, where no spatial symmetry is considered.

Solution method: We employ the split-step Crank-Nicolson algorithm to discretize the time-dependent
GP equation in space and time. The discretized equation is then solved by imaginary- or real-time
propagation, employing adequately small space and time steps, to yield the solution of stationary and
non-stationary problems, respectively.
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Reasons for the new version: Previously published Fortran programs [ 1,2] have now become popular tools
[3] for solving the GP equation. These programs have been translated to the C programming language [4]
and later extended to the more complex scenario of dipolar atoms [5]. Now virtually all computers have
multi-core processors and some have motherboards with more than one physical computer processing
unit (CPU), which may increase the number of available CPU cores on a single computer to several tens.
The C programs have been adopted to be very fast on such multi-core modern computers using general-
purpose graphic processing units (GPGPU) with Nvidia CUDA and computer clusters using Message
Passing Interface (MPI) [6]. Nevertheless, previously developed Fortran programs are also commonly used
for scientific computation and most of them use a single CPU core at a time in modern multi-core laptops,
desktops, and workstations. Unless the Fortran programs are made aware and capable of making efficient
use of the available CPU cores, the solution of even a realistic dynamical 1d problem, not to mention the
more complicated 2d and 3d problems, could be time consuming using the Fortran programs. Previously,
we published auto-parallel Fortran programs [2] suitable for Intel (but not GNU) compiler for solving the
GP equation. Hence, a need for the full OpenMP version of the Fortran programs to reduce the execution
time cannot be overemphasized. To address this issue, we provide here such OpenMP Fortran programs,
optimized for both Intel and GNU Fortran compilers and capable of using all available CPU cores, which
can significantly reduce the execution time.

Summary of revisions: Previous Fortran programs [ 1] for solving the time-dependent GP equation in 1d, 2d,
and 3d with different trap symmetries have been parallelized using the OpenMP interface to reduce the
execution time on multi-core processors. There are six different trap symmetries considered, resulting in
six programs for imaginary-time propagation and six for real-time propagation, totaling to 12 programs
included in BEC-GP-OMP-FOR software package.

All input data (number of atoms, scattering length, harmonic oscillator trap length, trap anisotropy,
etc.) are conveniently placed at the beginning of each program, as before [2]. Present programs introduce
a new input parameter, which is designated by Number_of_Threads and defines the number of CPU
cores of the processor to be used in the calculation. If one sets the value 0 for this parameter, all available
CPU cores will be used. For the most efficient calculation it is advisable to leave one CPU core unused for
the background system’s jobs. For example, on a machine with 20 CPU cores such that we used for testing,
it is advisable to use up to 19 CPU cores. However, the total number of used CPU cores can be divided into
more than one job. For instance, one can run three simulations simultaneously using 10, 4, and 5 CPU
cores, respectively, thus totaling to 19 used CPU cores on a 20-core computer.

The Fortran source programs are located in the directory src, and can be compiled by the make
command using the makefile in the root directory BEC-GP-OMP-FOR of the software package. The
examples of produced output files can be found in the directory output, although some large density
files are omitted, to save space. The programs calculate the values of actually used dimensionless
nonlinearities from the physical input parameters, where the input parameters correspond to the identical
nonlinearity values as in the previously published programs [1], so that the output files of the old
and new programs can be directly compared. The output files are conveniently named such that their
contents can be easily identified, following the naming convention introduced in Ref. [2]. For example,
a file named <code>-out.txt, where <code> is a name of the individual program, represents
the general output file containing input data, time and space steps, nonlinearity, energy and chemical
potential, and was named fort.7 in the old Fortran version of programs [1]. A file named <code>-
den.txt is the output file with the condensate density, which had the names fort.3 and fort.4
in the old Fortran version [1] for imaginary- and real-time propagation programs, respectively. Other
possible density outputs, such as the initial density, are commented out in the programs to have a
simpler set of output files, but users can uncomment and re-enable them, if needed. In addition, there
are output files for reduced (integrated) 1d and 2d densities for different programs. In the real-time
programs there is also an output file reporting the dynamics of evolution of root-mean-square sizes
after a perturbation is introduced. The supplied real-time programs solve the stationary GP equation,
and then calculate the dynamics. As the imaginary-time programs are more accurate than the real-time
programs for the solution of a stationary problem, one can first solve the stationary problem using the
imaginary-time programs, adapt the real-time programs to read the pre-calculated wave function and
then study the dynamics. In that case the parameter NSTP in the real-time programs should be set to
zero and the space mesh and nonlinearity parameters should be identical in both programs. The reader
is advised to consult our previous publication where a complete description of the output files is given
[2]. A readme. txt file, included in the root directory, explains the procedure to compile and run the
programs.

We tested our programs on a workstation with two 10-core Intel Xeon E5-2650 v3 CPUs. The
parameters used for testing are given in sample input files, provided in the corresponding directory
together with the programs. In Table 1 we present wall-clock execution times for runs on 1, 6, and 19
CPU cores for programs compiled using Intel and GNU Fortran compilers. The corresponding columns
“Intel speedup” and “GNU speedup” give the ratio of wall-clock execution times of runs on 1 and 19 CPU
cores, and denote the actual measured speedup for 19 CPU cores. In all cases and for all numbers of CPU
cores, although the GNU Fortran compiler gives excellent results, the Intel Fortran compiler turns out to
be slightly faster. Note that during these tests we always ran only a single simulation on a workstation at a
time, to avoid any possible interference issues. Therefore, the obtained wall-clock times are more reliable
than the ones that could be measured with two or more jobs running simultaneously. We also studied
the speedup of the programs as a function of the number of CPU cores used. The performance of the
Intel and GNU Fortran compilers is illustrated in Fig. 1, where we plot the speedup and actual wall-clock
times as functions of the number of CPU cores for 2d and 3d programs. We see that the speedup increases
monotonically with the number of CPU cores in all cases and has large values (between 10 and 14 for 3d
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programs) for the maximal number of cores. This fully justifies the development of OpenMP programs,
which enable much faster and more efficient solving of the GP equation. However, a slow saturation in
the speedup with the further increase in the number of CPU cores is observed in all cases, as expected.
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Fig. 1. (a) Speedup for 2d and 3d programs compiled with the Intel (I) and GNU (G) Fortran compilers as a function of the number of CPU cores, measured on a workstation
with two Intel Xeon E5-2650 v3 CPUs. (b) Wall-clock execution time (in seconds) of 2d and 3d programs compiled with the Intel (I) and GNU (G) Fortran compilers as a

function of the number of CPU cores.

Speedup with 19 cores

0

200 400 600 800 1000
Number of x grid points

Fig. 2. Speedup of real2d-th program, compiled with the Intel Fortran 90 compiler and executed on 19 CPU cores on a workstation with two Intel Xeon E5-2650 v3 CPUs, as
a function of the number of spatial discretization points NX=NY.

Table 1

Wall-clock execution times (in seconds) for runs with 1, 6, and 19 CPU cores of different pro-
grams using the Intel Fortran (ifort)and GNU Fortran (gf ortran) compilers on a workstation
with two Intel Xeon E5-2650 v3 CPUs, with a total of 20 CPU cores, and the obtained speedups
for 19 CPU cores.

# of cores 1 1 6 6 19 19 19 19

Fortran Intel GNU Intel GNU Intel GNU Intel GNU
time time time time time time speedup  speedup

imag1d 52 60 22 22 20 22 2.6 2.7
imagcir 22 30 14 15 14 15 1.6 2.0

imagsph 24 30 12 15 12 14 24 2.1
realld 205 345 76 108 62 86 33 4.0
realcir 145 220 55 73 48 59 3.0 3.7
realsph 155 250 57 76 46 61 34 2.7
imag2d 255 415 52 84 27 40 9.4 10.4
imagaxi 260 435 62 105 30 55 8.7 7.9
real2d 325 525 74 107 32 50 10.1 10.5
realaxi 160 265 35 49 16 24 10.0 11.0
imag3d 2080 2630 370 550 200 250 104 10.5

real3d 19500 26000 3650 5600 1410 2250 138 116
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The speedup tends to increase for programs in higher dimensions, as they become more complex and
have to process more data. This is why the speedups of the supplied 2d and 3d programs are larger than
those of 1d programs. Also, for a single program the speedup increases with the size of the spatial grid, i.e.,
with the number of spatial discretization points, since this increases the amount of calculations performed
by the program. To demonstrate this, we tested the supplied real2d-th program and varied the number
of spatial discretization points NX=NY from 20 to 1000. The measured speedup obtained when running
this program on 19 CPU cores as a function of the number of discretization points is shown in Fig. 2. The
speedup first increases rapidly with the number of discretization points and eventually saturates.
Additional comments: Example inputs provided with the programs take less than 30 minutes to run on a
workstation with two Intel Xeon E5-2650 v3 processors (2 QPI links, 10 CPU cores, 25 MB cache, 2.3 GHz).

© 2017 Elsevier B.V. All rights reserved.
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We present new version of previously published Fortran and C programs for solving the Gross-Pitaevskii
equation for a Bose-Einstein condensate with contact interaction in one, two and three spatial dimensions
inimaginary and real time, yielding both stationary and non-stationary solutions. To reduce the execution
time on multicore processors, new versions of parallelized programs are developed using Open Multi-
Processing (OpenMP) interface. The input in the previous versions of programs was the mathematical
quantity nonlinearity for dimensionless form of Gross-Pitaevskii equation, whereas in the present
programs the inputs are quantities of experimental interest, such as, number of atoms, scattering length,
oscillator length for the trap, etc. New output files for some integrated one- and two-dimensional densities
of experimental interest are given. We also present speedup test results for the new programs.

New version program summary

Program title: BEC-GP-OMP package, consisting of: (i) imagld, (ii) imag2d, (iii) imag3d, (iv) imagaxi,
(v) imagcir, (vi) imagsph, (vii) real1d, (viii) real2d, (ix) real3d, (x) realaxi, (xi) realcir, (xii) realsph.
Catalogue identifier: AEDU_v4_0.

Program Summary URL: http://cpc.cs.qub.ac.uk/summaries/AEDU_v4_0.html

Program obtainable from: CPC Program Library, Queen’s University of Belfast, N. Ireland.

Licensing provisions: Apache License 2.0

No. of lines in distributed program, including test data, etc.: 130308.

No. of bytes in distributed program, including test data, etc.: 929062.

Distribution format: tar.gz.

Programming language: OpenMP C; OpenMP Fortran.

Computer: Any multi-core personal computer or workstation.

Operating system: Linux and Windows.

RAM: 1 GB.

Number of processors used: All available CPU cores on the executing computer.

Classification: 2.9, 4.3, 4.12.

Catalogue identifier of previous version: AEDU_v1_0, AEDU_v2_0.

Journal reference of previous version: Comput. Phys. Commun. 180 (2009) 1888; ibid. 183 (2012) 2021.

Does the new version supersede the previous version?: No. It does supersedes versions AEDU_v1_0 and
AEDU_v2_0, but not AEDU_v3_0, which is MPI-parallelized version.
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Nature of problem: The present OpenMP Fortran and C programs solve the time-dependent nonlinear
partial differential Gross-Pitaevskii (GP) equation for a Bose-Einstein condensate in one (1D), two (2D),
and three (3D) spatial dimensions in a harmonic trap with six different symmetries: axial- and radial-
symmetry in 3D, circular-symmetry in 2D, and fully anisotropic in 2D and 3D.

Solution method: The time-dependent GP equation is solved by the split-step Crank-Nicolson method by
discretizing in space and time. The discretized equation is then solved by propagation, in either imaginary
or real time, over small time steps. The method yields the solution of stationary and/or non-stationary
problems.

Reasons for the new version: Previously published Fortran and C programs [ 1,2] for solving the GP equation
are recently enjoying frequent usage [3] and application to a more complex scenario of dipolar atoms [4].
They are also further extended to make use of general purpose graphics processing units (GPGPU) with
Nvidia CUDA [5], as well as computer clusters using Message Passing Interface (MPI) [6]. However, a
vast majority of users use single-computer programs, with which the solution of a realistic dynamical
1D problem, not to mention the more complicated 2D and 3D problems, could be time consuming.
Now practically all computers have multicore processors, ranging from 2 up to 18 and more CPU cores.
Some computers include motherboards with more than one physical CPU, further increasing the possible
number of available CPU cores on a single computer to several tens. The present programs are parallelized
using OpenMP over all the CPU cores and can significantly reduce the execution time. Furthermore, in the
old version of the programs [ 1,2] the inputs were based on the mathematical quantity nonlinearity for the
dimensionless form of the GP equation. The inputs for the present versions of programs are given in terms
of phenomenological variables of experimental interest, as in Refs. [4,5], i.e., number of atoms, scattering
length, harmonic oscillator length of the confining trap, etc. Also, the output files are given names which
make identification of their contents easier, as in Refs. [4,5]. In addition, new output files for integrated
densities of experimental interest are provided, and all programs were thoroughly revised to eliminate
redundancies.

Summary of revisions: Previous Fortran [1] and C [2] programs for the solution of time-dependent GP
equation in 1D, 2D, and 3D with different trap symmetries have been modified to achieve two goals.
First, they are parallelized using OpenMP interface to reduce the execution time in multicore processors.
Previous C programs [2] had OpenMP-parallelized versions of 2D and 3D programs, together with the
serial versions, while here all programs are OpenMP-parallelized. Secondly, the programs now have input
and output files with quantities of phenomenological interest. There are six trap symmetries and both in
C and in Fortran there are twelve programs, six for imaginary-time propagation and six for real-time
propagation, totaling to 24 programs. In 3D, we consider full radial symmetry, axial symmetry and full
anisotropy. In 2D, we consider circular symmetry and full anisotropy. The structure of all programs is
similar.

For the Fortran programs the input data (number of atoms, scattering length, harmonic oscillator trap
length, trap anisotropy, etc.) are conveniently placed at the beginning of each program. For the C programs
the input data are placed in separate input files, examples of which can be found in a directory named
input. The examples of output files for both Fortran and C programs are placed in the corresponding
directories called output. The programs then calculate the dimensionless nonlinearities actually used in
the calculation. The provided programs use physical input parameters that give identical nonlinearity
values as the previously published programs [1,2], so that the output files of the old and new programs
can be directly compared. The output files are conveniently named so that their contents can be easily
identified, following Refs. [4,5]. For example, file named <code>-out.txt, where <code> is a name of the
individual program, is the general output file containing input data, time and space steps, nonlinearity,
energy and chemical potential, and was named fort.7 in the old Fortran version. The file <code>-den.txt
is the output file with the condensate density, which had the names fort.3 and fort.4 in the old Fortran
version for imaginary- and real-time propagation, respectively. Other density outputs, such as the initial
density, are commented out to have a simpler set of output files. The users can re-introduce those by
taking out the comment symbols, if needed.

Table 1

Wall-clock execution times (in seconds) for runs with 1, 6 and 20 CPU cores with different programs using the Intel
Fortran ifort (F-1, F-6 and F-20, respectively) and Intel C icc (C-1, C-6 and C-20, respectively) compilers using a
workstation with two Intel Xeon E5-2650 v3 CPUs, with a total of 20 CPU cores, and obtained speedups (speedup-
F = F-1/F-20, -speedupC = C-1/C-20) for 20 CPU cores.

F-1 F-6 F-20 speedup-F C-1 C-6 C-20 speedup-C
imag1d 32 26 26 1.2 45 28 27 1.7
imagcir 15 15 15 1.0 21 15 15 14
imagsph 12 12 12 1.0 19 12 10 1.9
realld 194 84 72 2.7 304 110 98 3.1
realcir 132 62 57 23 182 78 64 2.8
realsph 119 68 67 1.8 191 76 61 3.1
imag2d 190 66 52 3.7 394 77 33 119
imagaxi 240 74 56 43 499 113 55 9.1
real2d 269 70 47 57 483 96 35 13.8
realaxi 132 37 25 5.3 237 51 22 10.8
imag3d 1682 472 366 4.6 2490 545 202 123

real3d 15,479 3494 2082 7.4 22,228 4558 1438 15.5
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Fig. 1. (a) Speedup of the C and Fortran (F) imag3d programs as a function of the number of CPU cores, measured in a workstation with two Intel Xeon E5-2650 v3 CPUs.
The speedup for the run with N CPU cores was calculated as the ratio between wall-clock execution times with one and N CPU cores. (b) Wall-clock time of the same runs
as a function of the number of CPU cores.

Also, some new output files are introduced in this version of programs. The files <code>-rms.txt are
the output files with values of root-mean-square (rms) sizes in the multi-variable cases. There are new
files with integrated densities, such as imag2d-den1d_x.txt, where the first part (imag2d) denotes that
the density was calculated with the 2D program imag2d, and the second part (den1d_x) stands for the 1D
density in the x-direction, obtained after integrating out the 2D density |¢(x, y)|? in the x-y plane over
y-coordinate,

o0
mot = [ e P (1)
—0Q

Similarly, imag3d-den1d_x.txt and real3d-den1d_x.txt represent 1D densities from a 3D calculation ob-
tained after integrating out the 3D density |¢(x, ¥, z)|* over y- and z-coordinate. The files imag3d-
den2d_xy.txt and real3d-den2d_xy.txt are the integrated 2D densities in the x-y plane from a 3D calcu-
lation obtained after integrating out the 3D density over the z-coordinate, and similarly for other output
files. Again, calculation and saving of these integrated densities is commented out in the programs, and
can be activated by the user, if needed.

In real-time propagation programs there are additional results for the dynamics saved in files, such
as real2d-dyna.txt, where the first column denotes time, the second, third and fourth columns display
rms sizes for the x-, y-, and r-coordinate, respectively. The dynamics is generated by multiplying the
nonlinearity with a pre-defined factor during the NRUN iterations, and starting with the wave function
calculated during the NPAS iterations. Such files were named fort.8 in the old Fortran versions of programs.
There are similar files in the 3D real-time programs as well.

Often it is needed to get a precise stationary state solution by imaginary-time propagation and then
use it in the study of dynamics using real-time propagation. For that purpose, if the integer number NSTP
is set to zero in real-time propagation, the density obtained in the imaginary-time simulation is used as
initial wave function for real-time propagation, as in Refs. [4,5]. In addition, at the end of output files
<code>-out.txt, we have introduced two new outputs, wall-clock execution time and CPU time for each
run.

We tested our programs on a workstation with two 10-core Intel Xeon E5-2650 v3 CPUs, and present
results for all programs compiled with the Intel compiler. In Table 1 we show different wall-clock execu-
tion times for runs on 1, 6 and 20 CPU cores for Fortran and C. The corresponding columns “speedup-F”
and “speedup-C” give the ratio of wall-clock execution times of runs on 1 and 20 CPU cores, and denote
the actual measured speedup for 20 CPU cores. For the programs with effectively one spatial variable, the
Fortran programs turn out to be quicker for small number of cores, whereas for larger number of CPU cores
and for the programs with three spatial variables the C programs are faster. We also studied the speedup
of the programs as a function of the number of available CPU cores. The performance for the imag3d For-
tran and C programs is illustrated in Fig. 1(a) and (b), where we plot the speedup and actual wall-clock
time of the imag3d C and Fortran programs as a function of number of CPU cores in a workstation with two
Intel Xeon E5-2650 v3 CPUs, with a total of 20 CPU cores. The plot in Fig. 1(a) shows that the C program
parallelizes more efficiently than the Fortran program. However, as the wall-clock time in Fortran for a
single CPU core is less than that in C, the wall-clock times in both cases are comparable, viz. Fig. 1(b). A
saturation of the speedup with the increase of the number of CPU cores is expected in all cases. However,
the saturation is attained quicker in Fortran than in C programs, and therefore the use of C programs could
be recommended for larger number of CPU cores. For a small number of CPU cores the Fortran programs
should be preferable. For example, from Table 1 we see that for 6 CPU cores the Fortran programs are faster
than the C programs. In Fig. 1(a) the saturation of the speedup of the Fortran program is achieved for ap-
proximately 10 CPU cores, when the wall-clock time of the C program crosses that of the Fortran program.

Additional comments:

This package consists of 24 programs, see Program title above. For the particular purpose of each program,
please see descriptions below.

Running time:

Example inputs provided with the programs take less than 30 min in a workstation with two Intel Xeon
Processors E5-2650 v3, 2 QPI links, 10 CPU cores (25 MB cache, 2.3 GHz).
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Program summary (i), (v), (vi), (vii), (xi), (xii)
Program title: imag1d, imagcir, imagsph, real1d, realcir, realsph.

Title of electronic files in C: (imag1d.c and imag1d.h), (imagcir.c and imagcir.h), (imagsph.c and imagsph.h),
(realld.c and real1d.h), (realcir.c and realcir.h), (realsph.c and realsph.h).

Title of electronic files in Fortran 90: imag1d.f90, imagcir.f90, imagsph.f90, real1d.f90, realcir.f90,
realsph.f90.

Maximum RAM memory: 1 GB for the supplied programs.
Programming language used: OpenMP C and Fortran 90.
Typical running time: Minutes on a modern four-core PC.

Nature of physical problem: These programs are designed to solve the time-dependent nonlinear partial
differential GP equation in one spatial variable.

Method of solution: The time-dependent GP equation is solved by the split-step Crank-Nicolson method
by discretizing in space and time. The discretized equation is then solved by propagation in imaginary
time over small time steps. The method yields the solution of stationary problems.

Program summary (ii), (iv), (viii), (x)

Program title: imag2d, imagaxi, real2d, realaxi.

Title of electronic files in C: (imag2d.c and imag2d.h), (imagaxi.c and imagaxi.h), (real2d.c and real2d.h),
(realaxi.c and realaxi.h).

Title of electronic files in Fortran 90: imag2d.f90, imagaxi.fo0, real2d.f90, realaxi.f90.
Maximum RAM memory: 1 GB for the supplied programs.

Programming language used: OpenMP C and Fortran 90.

Typical running time: Hour on a modern four-core PC.

Nature of physical problem: These programs are designed to solve the time-dependent nonlinear partial
differential GP equation in two spatial variables.

Method of solution: The time-dependent GP equation is solved by the split-step Crank-Nicolson method
by discretizing in space and time. The discretized equation is then solved by propagation in imaginary
time over small time steps. The method yields the solution of stationary problems.

Program summary (iii), (ix)

Program title: imag3d, real3d.

Title of electronic files in C: (imag3d.c and imag3d.h), (real3d.c and real3d.h).
Title of electronic files in Fortran 90: imag3d.f90, real3d.f90.

Maximum RAM memory: 1 GB for the supplied programs.

Programming language used: OpenMP C and Fortran 90.

Typical running time: Few hours on a modern four-core PC.

Nature of physical problem: These programs are designed to solve the time-dependent nonlinear partial
differential GP equation in three spatial variables.

Method of solution: The time-dependent GP equation is solved by the split-step Crank-Nicolson method
by discretizing in space and time. The discretized equation is then solved by propagation in imaginary
time over small time steps. The method yields the solution of stationary problems.

© 2016 Elsevier B.V. All rights reserved.
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VI-SEEM DREAMCLIMATE SERVICE
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Abstract. Premature human mortality due to cardiopulmonary disease and lung cancer is found in epidemiological studies to
be correlated to increased levels of atmospheric particulate matter. Such negative dust effects on the human mortality in the North
Africa — Europe — Middle East region can be successfully studied by the DREAM dust model. However, to assess health effects
of dust and its other impacts on the environment, a detailed modelling of the climate for a period of one year in a high-resolution
mode is required. We describe here a parallel implementation of the DREAM dust model, the DREAMCLIMATE service, which is
optimised for use on the high-performance regional infrastructure provided by the VI-SEEM project. In addition to development
and integration of this service, we also present a use-case study of premature mortality due to desert dust in the North Africa —
Europe — Middle East region for the year 2005, to demonstrate how the newly deployed service can be used.

Key words: DREAM model, dust effects, human mortality, VI-SEEM project, application service

AMS subject classifications. 68W10, 68M14, 68N30

1. Introduction. Exposure to airborne mineral dust particles can significantly influence human health.
Atmospheric dust particles are primarily driven by mesoscale and synoptic processes, and may be present in high
concentrations near the sources and carried over long distances while having adverse health effects. Drought and
desertification, as climate-related changes and human activities such as changes in land use, affect potential dust
sources of fine particulate matter in arid areas. Therefore, numerical modelling with sufficiently high resolution
of the processes of the atmospheric dust cycle that drive dust emissions and transport is a useful approach to
assessment of the potential health effects of exposure to dust.

The previously developed Dust REgional Atmospheric Modeling (DREAM) system [1] is a component of
a comprehensive atmospheric model designed to simulate and predict the atmospheric cycle of mineral dust
aerosols. The DREAM provides a climatology of dust based on long-term re-analysis of the model. It is widely
used by the research and operational dust forecasting communities in more than 20 countries, including its
recent use in a series of NASA-funded projects [2, 3, 4, 5] dealing with health aspects of dust suspended in
the air. The Institute of Physics Belgrade group, which is a partner in the Sand and Dust Storm Warning
Advisory and Assessment System (SDS-WAS) project of the World Meteorological Organization, uses DREAM
to provide daily dust forecasts to the SDS-WAS model inter-comparisons and validation activities. Also, it is
used for investigation on how fine particulate matter contributes to air pollution in North Africa — Europe —
Middle East region.

To assess health effects of dust in the region and other dust impacts on the environment, it is usual to
consider at least a one-year modelling climatology for the given region. In this case this was achieved by
solving the DREAM model in a high-resolution mode with the horizontal grid resolution of 15 km. Such a
high resolution model is capable to accurately describe the behaviour of small-scale dust sources in the desert
areas (Sahara, Middle East), as well as the mesoscale atmospheric conditions. However, due to numerical
complexity it requires a parallelised version of the DREAM code, which we created and optimised for usage on
high-performance computing infrastructures available today.
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In parallel to development of the DREAM model, a number of initiatives were crucial for enabling high-
quality climate research in the region. This was achieved by providing e-Infrastructure resources, application
support and training through the VI-SEEM project [6], funded by the EU H2020 programme. The project
brings together regional e-Infrastructures in order to build capacity and better utilise synergies, as well as to
provide improved service within a unified virtual research environment for several inter-disciplinary scientific
user communities. The overall aim is to offer a user-friendly integrated e-Infrastructure platform for regional
cross-border scientific communities in climatology, life sciences, and cultural heritage. This includes integration
of computing, data, and visualisation resources, as well as services, models, software solutions and tools. The
VI-SEEM virtual research environment provides the support to scientists in a full lifecycle of collaborative
research.

By efforts of the DREAM code developers and the VI-SEEM support team, the DREAM model was
successfully refactored and tuned for usage on high-performance computing infrastructures in a form of the
DREAMCLIMATE service, presented here. Section 2 briefly describes the DREAM model, which is capable of
producing results in the required high-resolution mode for a one year period. The DREAMCLIMATE service
is presented in detail in Section 3, while Section 4 describes produced datasets and main results. By using
an order of magnitude finer DREAM model grid than available before, we perform a detailed analysis of dust
impacts to public health.

2. DREAM model. Premature human mortality due to cardiopulmonary disease and lung cancer is found
in epidemiological studies to be correlated to increased levels of atmospheric particulate matter, in particular
to long-term exposure to particulate matter with an aerodynamic diameter smaller than 2.5 ym. In order to
estimate the premature mortality caused by the long-term exposure to airborne desert dust, we use results of
the DREAM gridded model dust climatology of fine particulate matter and dust concentrations. This analysis
follows the previous study [7] that indicates that there is a large number of premature deaths by cardiopulmonary
disease and a significant number of deaths by lung cancer, mostly in the dust belt region neighbouring Sahara
and Middle East deserts.

The DREAM model is developed as an add-on component of a comprehensive atmospheric model and
is designed to simulate and/or predict the atmospheric cycle of mineral dust aerosols. It solves a coupled
system of the Euler-type partial differential nonlinear equations for dust mass continuity, one equation for each
particle size class, which is one of the governing prognostic equations in an atmospheric numerical prediction
model [8, 9, 10]. The DREAM model takes into account all major processes of the atmospheric dust cycle.
During the model simulation, calculation of the surface dust emission fluxes is made over the model cells
declared as deserts. A viscous sub-layer parameterisation regulates the amount of dust mass emission for a
range of near-surface turbulent regimes. Once injected into the air, dust aerosols are driven by the atmospheric
dynamics and corresponding physical quantities: by turbulence in the early stage of the process, when dust is
lifted from the ground to the upper levels; by winds in later phases of the process, when dust travels away from
the sources; and finally, by thermodynamic processes, rainfall and land cover features that provide wet and dry
deposition of dust over the Earth surface.

The model is implemented as a bundle of Fortran programs and libraries. These components are divided into
three groups: the preprocessing system, the model operational system, and post-processing and visualisation
tools. The preprocessing consists of two phases. The first is the setup in which the simulation domain, model
configuration and interpolation of terrestrial data are defined. These parameters are mostly hard-coded and any
change to parameters in this phase requires recompilation. The second stage of preprocessing is interpolation of
the meteorological input data from the global meteorological model to the current simulation domain, as well as
a setup of initial boundary conditions for the dust model. The model operational system is the main component,
and it runs the numerical integration program. Post-processing and visualisation tools include GrADS [11] with
conversion from Arakawa E-grid to geo-referenced grid and plots.

The code is predominantly written in the style of the Fortran 77 standard. Some of the more pressing con-
straints of the standard were the lack of support for dynamic memory allocation and command line arguments.
These two constraints required for a number of parameters to be hard-coded. As a consequence, this limited
the number of users who could use the application independently, and the number of parallel tests that could be
ran at once. Recompilation also requires a deep technical knowledge of the implementation itself, which reduces
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usability and dissemination of the model.

3. DREAMCLIMATE service. Within the framework of the VI-SEEM project, the DREAM model
was successfully re-factored and tuned for usage on high-performance computing infrastructures. The DREAM-
CLIMATE service was developed and deployed using the VI-SEEM infrastructure modules. Configuration of
the considered physical system is separated from the source code of the application, and all relevant parameters
are grouped into a single configuration file. Such an improved configuration approach enabled more user-friendly
way to configure various model setups, without the need for each user to dive into the code and technical details
of the implementation. This also enables multiple users to run their model instances independently. Important
additional improvements include significant reduction of the disk-space consumption, as well as standardisation
of its usage through an environment-module approach.

Configuration files follow the format of the Python configuration parser, which is a convenient, flexible, and
powerful way for parsing configuration files. It uses simple INI style configuration syntax, i.e., a text file with
a basic structure composed of sections, properties, and values. Parameters are divided into sections which are
designated by square brackets. Within one section, each parameter is specified in a separate line and its name
and value are delimited by the equals sign. In-line comments are also permissible and corresponding lines begin
with a semicolon. In addition to this, a support for variable interpolation is included as well.

The DREAM processing stages remain similar to the original version of the code, and consist of the pre-
processing, the model operational processing, and the post-processing phase. Majority of changes are related to
reducing the complexity of configuration in the setup stage of preprocessing. In a typical use-case, a user begins
the simulation project by loading the environment module for the DREAMCLIMATE service, which sets the
environment paths for the commands used to initialise and prepare the DREAM model simulation. Afterwards,
by invoking the dreamclimate_init script the default configuration file is created in the working directory and
files needed for a configuration of the local simulation instance are created in the .dreamclimate subdirectory.
After the parameters are set in the configuration file, the dreamclimate _reconfig script is called to execute the
setup stage, which encapsulates recompilation of the components, depending on the parameters changed. The
resulting binaries, which are used to run simulation, are placed in the .dreamclimate/bin directory. This step
isolates each user’s simulation instance from others and enables multiple instances to work without interference.
The next step in this stage generates and interpolates vegetation and soil texture for the forecast domain, by
calling the gt30mounth, gt30source, gt30vegetadirect, textdeta, and texteta components.

After the setup, preprocessing continues by invoking the dreamclimate_preproc script whose role is to
prepare input data for the Eta model grid. This script invokes the following components:

e climsst — horizontal grid (IMT, JMT) Eta model indexing from the SST as a function of the month,

e anecw — horizontal grid (IMT, JMT) Eta model indexing from global initial data,

e pusiWRF — set of the vertical variables and vertical interpolation of the pressure to sigma surfaces,

e const — conversion of the initial fields in Eta model coordinates from 2D horizontal (IMT, JMT)
indexing to 1D (IMJM), definition of dummy initial boundary soil moisture and temperature values,
and calculation of the constants needed for the 1D version of the soil model,

e dboco — creation of the boundary condition files,

e gfdlco2 — interpolation of the transmission functions grid, for which the transmission functions have
been pre-calculated, to the grid structure.

This preprocessing step produces binary files interpolated to the model grid (i.e., Arakawa E-grid) in
the output directory specified in the configuration file. All the routines of the model itself, which describe
atmospheric processes including the dust cycle, are built into the main executable file. This is a parallel MPI
program that runs the simulation and is submitted to the job scheduling system using the job description
script, which is automatically generated earlier in the setup stage. The post-processing includes the conversion
of the main GrADS output file from the Arakawa E-grid to the GrADS grid. These steps are handled by the
dreamclimate_post-process script.

Many of the configuration parameters in the generated configuration file have sensible default values, to
minimise the need for users to search through lengthy lists of output file locations. The domain parameters of
interest for configuring the model itself, inside the ALLINC section, are:

e TLMOD - longitude of the centre point of the domain,
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TPHOD — latitude of the centre point of the domain,
WBD — western boundary of the domain with respect to the centre point (always less than 0),
SBD - southern boundary of the domain with respect to the centre point (always less than 0),
DLMD - longitudinal model grid resolution,
DPHD - latitudinal model grid resolution,
DTB — time step of the model, which depends on DLMD and DPHD values by means of the Couranf-
Friedrichs-Lewy (CFL) criteria,
e LM — the number of vertical levels.

Another set of commonly changed model parameters are dimensions of the model grid. These are grouped

in the PARMETA section of the configuration file:
e IM — the number of mass grid points along the first row, essentially half of the total number of grid
points in the west-east direction, due to the horizontal staggering of mass and wind points,
e JM — the number of rows in the north-south direction.
These parameters also influence the number of processes and the topology of the MPI parallel execution.

The rest of the parameters in the configuration file specify paths for input, output and intermediate files.
With these paths defined during configuration, a significant reduction in disk space usage was achieved, as the
data files no longer need to be copied together with the code, and no longer have to be in fixed relative locations.

The DREAMCLIMATE service is deployed during the first VI-SEEM development access call at the PARA-
DOX high-performance computing cluster [12], hosted by the Scientific Computing Laboratory, Center for the
Study of Complex Systems of the Institute of Physics Belgrade. This cluster is part of the VI-SEEM infrastruc-
ture, and consists of 106 working nodes. Working nodes (HP ProLiant SL250s Gen8) are configured with two
Intel Xeon E5-2670 8-core Sandy Bridge processors, at a frequency of 2.6 GHz and 32 GB of RAM. The total
number of CPU-cores available in the cluster is 1696, and each working node contains an additional GP-GPU
card (NVIDIA Tesla M2090) with 6 GB of RAM. The peak computing power is 105 TFlops. The PARADOX
provides a data storage system, which consists of two service nodes (HP DL380p Gen8) and 5 additional disk
enclosures. One disk enclosure is configured with 12 SAS drives of 300 GB each (3.6 TB in total), while the
other four disk enclosures are configured each with 12 SATA drives of 2 TB (96 TB in total), so that the cluster
provides around 100 TB of storage space. Storage space is distributed via a Lustre high-performance parallel
file system that uses Infiniband QDR interconnect technology, and is available on both working and service
nodes.

Although the DREAMCLIMATE code is a copyright-protected software, it can be obtained for research
purposes with the permission of the principal investigator (S. Nickovi¢). Therefore, the DREAMECLIMATE
service source code is only internally available at the VI-SEEM code repository [13], as well as a module at
the PARADOX cluster software repository. Transfer of the software to third parties or its use for commercial
purposes is not permitted, unless a written permission from the author is received.

4. Produced datasets and results. Using the DREAMCLIMATE service at PARADOX during the
first VI-SEEM call for production use of resources and services, we produced a dataset with the aerosol optical
thickness and surface dust concentration for the one-year period. We selected the year 2005 for this analysis,
which serves as an example and demonstrates usability of DREAMCLIMATE service. The dataset covers wide
region of North Africa, Southern Europe and Middle East in 30 km horizontal resolution with 28 vertical levels,
and is made publicly available via the VI-SEEM data repository [14].

In addition to this initial dataset, we also produced a dataset with a higher resolution of 15 km for the same
region and period of time. The global mean DREAMCLIMATE-modelled dust concentration for year 2005 is
presented in Fig. 4.1.

Using the human health impact function introduced in Refs. [15, 16], we can relate the changes in pollutant
concentrations to the changes in human mortality, and estimate the global annual premature mortality due to
airborne desert dust. For this, we use as a baseline the mortality rate estimated by the World Health Orga-
nization (WHO) Statistical Information System on the country-level based on the International Classification
of Diseases 10th Revision (ICD-10) classification, and regional data from the WHO Global burden of disease
for countries with no data. Population statistics we used for the year 2005 is based on the United Nations
Department of Economic and Social Affairs (UNDES 2011) database, while gridded global population numbers
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Fic. 4.1. Calculated mean dust concentrations in ug/m?’, obtained from the DREAMCLIMATE model. The model integration
area covers region of North Africa, Southern Europe and Middle East, with 15 km horizontal resolution in 28 vertical levels for
the year 2005.

TABLE 4.1
Total CPD and LC premature mortalities for the threshold concentrations between 0 and 10 ,ug/m?’.

Baseline concentration

(in pg/m?) 0 5.0 7.5 10
CPD premature mortality

(in thousands) 765 615 567 524
LC premature mortality

(in thousands) 14.8 10.2 9.1 8.4

are taken from the Columbia University Center for International Earth Science Information Network (CIESIN)
database. We used the population cohort of 30 years and older in the health impact function.

Applying the health impact function to the considered population, the DREAM model output suggests
a significant contribution of desert dust to premature human mortality. For the global background of dust
concentration of 7.5 ug/ m® i.e., threshold below which no premature mortality occurs, the estimated premature
mortality (per grid cell) by cardiopulmonary disease (CPD) and lung cancer (LC) is illustrated in Fig. 4.2. In
total, around 570,000 premature deaths in the model domain are predicted to occur during a one-year period,
as a negative consequence of dust. According to our results, top five countries with the highest induced CPD-
mortality in the year 2005 are: Egypt with 74,000; Iraq with 67,000; Iran with 50,000; Nigeria with 46,000;
Sudan with 45,000. On the other hand, top five countries with the highest induced LC-mortality in the same
year are: Iraq with 1,200; Iran with 900; Sudan with 800; Egypt with 800; Uzbekistan and Turkey with 500
premature deaths each.

We also investigated the sensitivity of our results on the value of the threshold concentrations, which is
above assumed to be 7.5 pg/ m”. Table 4.1 gives the obtained total CPD and LC premature mortalities for the
threshold concentrations between 0 and 10 ug/ m®. This analysis is presented to showcase capabilities of the
model and the developed DREAMCLIMATE service, and can be efficiently used to study desired regions and
time periods if the required input data are provided.

5. Conclusions. Using the VI-SEEM project infrastructure and services, we have successfully re-factored
the DREAM atmospheric model. We have developed and implemented the DREAMCLIMATE service, which
is tuned for usage on high-performance computing infrastructures available today. In order to demonstrate a
typical use-case, we have produced a dataset with the aerosol optical thickness and surface dust concentration
for the one-year period for the wide region of North Africa, Southern Europe and Middle East. We have used
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Fic. 4.2. Estimated global premature mortality per grid cell by cardiopulmonary disease (top) and lung cancer (down) due to
the long-term exposure to desert dust with an aerodynamic diameter smaller than 2.5 um, calculated by the VI-SEEM DREAM-
CLIMATE service.

both the 30 km and the 15 km horizontal resolution, with 28 vertical levels. To showcase how results of the
DREAMCLIMATE service can be applied, using the human health impact function and calculated global fine
particulate matter concentrations, we have estimated the premature mortality caused by the long-term exposure
to airborne desert dust with an aerodynamic diameter smaller than 2.5 pm for the year 2005 in the considered
region. The results show that the large total number of premature deaths (around 570,000) in the model domain
is mainly due to cardiopulmonary disease, but a significant number of deaths is also caused by lung cancer. The
model also shows high sensitivity of the results on the threshold concentration, which is a significant parameter
of relevance to public health.
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In the last decade, a number of initiatives were crucial for enabling high-quality
research in both South-East Europe and Eastern Mediterranean region. This was
achieved by providing e-Infrastructure resources, application support and training in
these two areas. VI-SEEM project brings together these e-Infrastructures to build
capacity and better utilize synergies, for an improved service provision within a unified
virtual research environment for the inter-disciplinary scientific user communities in
those regions. The overall aim is to provide user-friendly integrated e-Infrastructure
platform for regional cross-border scientific communities in climatology, life sciences,
and cultural heritage. This includes linking computing, data, and visualization resources,
as well as services, models, software and tools. The VI-SEEM virtual research
environment provides the scientists and researchers with the support in a full lifecycle
of collaborative research: accessing and sharing relevant research data, using it with
provided codes and tools to carry out new experiments and simulations on large-scale
e-Infrastructures, and producing new knowledge and data. The VI-SEEM consortium
brings together e-Infrastructure operators and scientific communities in a common
endeavor that will be presented in this talk. We will also point out how the audience
may benefit from this newly created virtual research environment.

Underlying e-Infrastructure of the VI-SEEM project consists of heterogeneous
resources - HPC resources - clusters and supercomputers with different hardware
architectures, Grid sites, Clouds with possibility to launch virtual machines (VMs) for
services and distributed computing, and storage resources with possibility for short and
long-term storage. The heterogeneous nature of the infrastructure presents
management challenges to the project's operational team, but is also an advantage for
the users because of its ability to support different types of applications, or different
segments of the same application. These are modern, state-of-the-art technologies for
computing, virtualization, data storage and transfer.

Efficient management of the available computing and storage resources, as well
as interoperability of the infrastructure is achieved by a set of operational tools. Static
technical information, such as name, geographical location, contact and downtime
information, list of service-endpoints provided by a particular resource center within the
infrastructure etc., is manually entered and made available through the VI-SEEM GOCDB
database. Based on this information, project monitoring system is able to automatically
trigger execution of monitoring service probes, and to enable efficient access to results
of the probes via a customized monitoring web portal. Using standardized metrics, the
VI-SEEM accounting system accumulates and reports utilization of the different types of

RO-LCG 2017, Sinaia, Romania, 26-28 October 2017
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resources. User support and service-related problems are resolved mainly through the
helpdesk system, but via a technical mailing list as well. The VI-SEEM source code
repository contains all codes developed within the project, while the technical wiki
collects technical documentation, know-hows, best practices, guidelines, etc.

A solid but flexible IT service management is one of the keystones of the
foundation for the service-oriented design. The specifics of the federated environment,
such as the one found in the VI-SEEM consortium, impose requirements for service
management tools that cannot be met using common off-the-shelf solutions. Hence,
special care is taken in the design and the implementation of easy to use, custom
solutions that are tailor-made for the scientific communities. Our application-level and
data services are managed through the VI-SEEM service portfolio management system.
It has been developed to support the service portfolio management process within the
project as well as to being usable for other infrastructures, if required. The main
requirements for the creation of this tool have been collected from the service
management process design, and it is designed to be compatible with the FitSM service
portfolio management.

The VI-SEEM authentication and authorization infrastructure relies on the Login
service. It enables research communities to access VI-SEEM e-Infrastructure resources
in a user-friendly and secure way. More specifically, the VI-SEEM Login allows
researchers whose home organizations participate in one of the eduGAIN federations to
access the VI-SEEM infrastructure and services using the same credentials they are
using at their home institutions. Furthermore, the VI-SEEM Login supports user
authentication through social identities, enabling even those users who do not have a
federated account at home institutions to be able to seamlessly access the VI-SEEM
services without compromising the security of the VI-SEEM infrastructure.

The provided infrastructure resources and services are mainly used through the
development access, as well as through the calls for production use of resources and
services. The VI-SEEM development access facilitates the development and integration
of services by the selected collaborating user communities: climatology, life sciences,
and cultural heritage. In this process, applications are given access to the infrastructure
and necessary computational resources for a six-month period, during which application
developers are expected to develop and integrate relevant services. The calls for
production use of resources and services target specific communities and research
groups that have already began development of their projects. These calls are intended
for mature projects, which require significant resources and services to realize their
workplans. Therefore, a significant utilization of the VI-SEEM resources comes from the
calls for production use of resources and services, and an order-of-magnitude smaller
utilization comes from the development access.

RO-LCG 2017, Sinaia, Romania, 26-28 October 2017
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Parallel solvers for dipolar Gross-Pitaevskii equation
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We present serial and parallel semi-implicit split-step Crank-Nicolson algorithms for solving the dipolar
Gross-Pitaevskii equation [1, 2], used for study of ultracold Bose systems with the dipole-dipole interaction.
Six parallel algorithms will be presented: C implementation parallelized with OpenMP targeting single shared
memory system [3], CUDA implementation targeting single Nvidia GPU [4], hybrid C/CUDA implementation
combining the two previous approaches, and their parallelizations to distributed memory systems using MPI
[5]. We first give an overview of the split-step Crank-Nicolson method and describe how the dipolar term is
computed using FFT, which forms the basis of all presented algorithms. We then move on to describing the
concepts used in each of the parallel implementations, and finally present a performance evaluation of each
algorithm. In our tests OpenMP implementation demonstrates a speedup of 12 on a 16-core workstation,
CUDA version has a speedup of up to 13, hybrid version has a speedup of up to 16, while the MPI
parallelization yields a further speedup of 16 for the OpenMP/MPI version, speedup of 10 for the CUDA/MPI
version, and speedup of 6 for the hybrid version.
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Ferrofluids show unusual hydrodynamic effects due to the magnetic
nature of their constituents. For increasing magnetization a classical
ferrofluid undergoes a Rosensweig instability and creates self-organized
ordered surface structures or droplet crystals.

In the experiment we observe a similar behavior in a sample of ultra-
cold dysprosium atoms, a quantum ferrofluid. By controlling the short-
range interaction with a Feshbach resonance we can induce a finite-
wavelength instability due to the dipolar interaction.

Subsequently, we observe the spontaneous transition from an unstruc-
tured superfluid to an ordered arrangement of droplets by in situ imag-
ing. These patterns are surprisingly long-lived and show hysteretic be-
havior. When transferring the sample to a waveguide we observe mu-
tually interacting solitary waves. Time-of-flight measurements allow
us to show the existence of an equilibrium between dipolar attraction
and short-range repulsion. In addition we observe interference between
droplets.

In conclusion, our system shows both superfluidity and translational
symmetry breaking. This novel state of matter is thus a possible can-
didate for a supersolid ground state.

Q 17.2 Tue 11:30 001
Rosensweig instability due to three-body interaction or quan-
tum fluctuations? — Vviapmmir Loncar!, Dusan Vubpracoviél,
e ANTUN BaLaz!, and AXEL PELsTER? — !Scientific Computing Lab-
oratory, Institute of Physics Belgrade, University of Belgrade, Serbia
— 2Physics Department and Research Center OPTIMAS, Technical
University of Kaiserslautern, Germany

In the recent experiment [1], the Rosensweig instability was observed
in a 164Dy Bose-Einstein condensate, which represents a quantum fer-
rofluid due to the large atomic magnetic dipole moments. After a
sudden reduction of the scattering length, which is realized by tuning
the external magnetic field far away from a Feshbach resonance, the
dipolar quantum gas creates self-ordered surface structures in form of
droplet crystals. As the underlying Gross-Pitaevskii equation is not
able to explain the emergence of that Rosensweig instability, we ex-
tend it by both three-body interactions [2-4] and quantum fluctuations
[5]. We then use extensive numerical simulations in order to study the
interplay of three-body interactions as well as quantum fluctuations on
the emergence of the Rosensweig instability.
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The stability, elementary excitations, and instability dynamics of dipo-
lar Bose-Einstein condensates depend crucially on the trap geometry.
In particular, dipolar condensates in a pancake trap with its main plane
orthogonal to the dipole orientation are expected to present under
proper conditions a roton-like dispersion minimum, which if softening
induces the so-called roton instability. On the contrary, cigar-shape
traps are expected to present no dispersion minimum, and to undergo
phonon (global) instability if destabilized. In this talk we investigate by
means of numerical simulations of the non-local non-linear Schrédinger
equation and the corresponding Bogoliubov-de Gennes equations the
stability threshold as a function of the trap aspect ratio, mapping the
crossover between phonon and roton instability. We will discuss in
particular how this crossover may be observed in destabilization ex-

Location: e001

periments to reveal rotonization.

In a second part, motivated by recent experiments on droplet forma-
tion in Stuttgart, we introduce large conservative three-body interac-
tions, and study how these forces affect the destabilization dynamics.
‘We will discuss the ground-state physics of the individual droplets, and
the crucial role that is played by the interplay between internal droplet
energy, external center-of mass energy of the droplets, and energy dis-
sipation in the nucleation of droplets observed in experiments.

Q174 Tue 12:00 €001
Lattice Physics with Ultracold Magnetic Erbium — eSimoN
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bruck, Austria — Z2Institut fiir Quantenoptik und Quanteninforma-
tion, Osterreichische Akademie der Wissenschaften, 6020 Innsbruck,
Austria — 3Institut fiir Theoretische Physik, Universitiat Innsbruck,
Technikerstrafte 21A, 6020 Innsbruck, Austria

Strongly magnetic atoms are an ideal systems to study many-body
quantum phenomena with anisotropic and long-range interactions.
Here, we report on the first observation of the manifestation of mag-
netic dipolar interaction in extended Bose-Hubbard (eBH) dynamics
by studying an ultracold gas of Er atoms in a three-dimensional optical
lattice. We drive the superfluid-to-Mott-insulator (SF-to-MI) quan-
tum phase transition and demonstrate that the dipolar interaction
can favor the SF or the MI phase depending on the orientation of
the atomic dipoles. The system is well described by the individual
terms of the eBH Hamiltonian. This includes the onsite interaction,
which, additional to the isotropic contact interaction, can be tuned
with the dipole-dipole interaction by changing the dipole orientation
and the shape of the onsite Wannier functions. We find for the first
time the presence of the nearest-neighbor interaction between two adja-
cent particles. Future work will investigate dipolar effects with erbium
molecules and fermions as well as spin physics in our lattice system.
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Strong-wave-turbulence character of non-thermal fixed
points in Bose gases — eIsara CHaNTEsaNA''23 and THomas
GaseENzER?3 — llnstitut fiir Theoretische Physik, Ruprecht-Karls-
Universitdt Heidelberg, Philosophenweg 16, 69120 Heidelberg, Ger-
many — 2Kirchhoff Institut fiir Physik, INF 227, 69120 Heidelberg,
Germany — 3ExtreMe Matter Institute EMMI, GSI Helmholtzzen-
trum fiir Schwerionenforschung GmbH, Planckstrafe 1, 64291 Darm-
stadt, Germany

Far-from equilibrium dynamics of a dilute Bose gas is studied by means
of the two-particle irreducible effective action formalism. We investi-
gate the properties of non-thermal fixed points predicted previously,
which are related to non-perturbative strong wave turbulence solu-
tions of the many-body dynamic equations. Instead of using a scaling
analysis, we study the Boltzmann equation of the scattering integral
by means of direct integration equation for sound waves. In this way
we obtain a direct prediction of the scaling behaviour of the possible
fixed-point solutions in the context of sound-wave turbulence. Impli-
cation for the real-time dynamics of the non-equilibrium system are
discussed.
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Evidence of Non-Thermal Fixed Points in one-dimensional

Bose gases — oSEBASTIAN ErNED24 ROBERT BUCKER?,
WoLrcaNG RosrINGER?, Tuomas Gasenzerb?3, and Jora
ScHMIEDMAYER? — lInstitut fiir Theoretische Physik, Ruprecht-

Karls-Universitdt Heidelberg, Philosophenweg 16, 69120 Heidelberg,
Germany — 2ExtreMe Matter Institute EMMI, GSI Helmholtzzen-
trum fiir Schwerionenforschung GmbH, Planckstrae 1, 64291 Darm-
stadt, Germany — 3Kirchhoff-Institut fiir Physik, INF 227, 69120 Hei-
delberg, Germany — *Vienna Center for Quantum Science and Tech-
nology (VCQ), Atominstitut, TU Wien, Vienna, Austria

This work investigates the rapid cooling quench over the dimensional-
and quasicondensate-crossover. Analyzing experiments performed at
the Atominstitut, we study the relaxation of such a far-from equilib-
rium system. The early stage of condensate formation is dominated
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