
Београд, 21. априла 2017. 
 
 
 
 

Научном већу Института за физику у Београду 
 
 
 

МОЛБА ЗА РЕИЗБОР У ЗВАЊЕ 
НАУЧНИ САРАДНИК 

 
 

Молим Научно веће Института за физику, Прегревица 118, 11080 Земун-Београд, да 
одобри покретање поступка за реизбор др. Анђелије Илић, научног сарадника, у звање научни 
сарадник. 

У прилогу су дати биографија кандидата, мишљење руководиоца пројекта ИИИ 45003, 
спискови и фотокопије научних радова и саопштења на научним скуповима, списак цитата, 
попуњена табела са квантитативним критеријумима, копија дипломе о стеченом научном 
степену доктора наука, као и одлука о претходном реизбору у звање научни сарадник. 

 

С поштовањем, 
 
 
 
 

Кандидат, 

 
________________________________ 

др. Анђелија Илић, научни сарадник 

 
  



Београд, 21. априла 2017. 
 
 
 
 

Научном већу Института за физику у Београду 
 
 
Предмет: Мишљење руководиоца пројекта за реизбор др Анђелије Илић у звање научни 
сарадник 
 
 

Др Анђелија Илић је запослена у Институту за физику од 1. новембра 2014. године. На 
пројекту интегралних и интердисциплинарних истраживања ИИИ 45003, „Оптоелектронски 
нанодимензиони системи - пут ка примени“, ангажована је од 1. јануара 2013. године. Бави се 
примењеном физиком и примењеном електромагнетиком, укључујући прорачуне 
електромагнетских поља различитих структура, анализу динамике честица и јонских снопова 
у сложеним пољима, развој нумеричких метода, примене нових материјала у електротехници, 
акцелераторске технологије и интеракцију електромагнетских поља са биолошким системима. 
Са обзиром на то да др Илић испуњава све услове за реизбор у звање предвиђене 
Правилником ο поступку и начину вредновања и квантитативном исказивању 
научноистраживачких резултата Министарства просвете, науке и технолошког развоја, 
сагласан сам са покретањем поступка и предлажем реизбор др Анђелије Илић у звање научни 
сарадник. 

 

 

С поштовањем, 
 
 

Руководилац пројекта ИИИ 45003, 

 
__________________________________ 

др. Небојша Ромчевић, научни саветник 
  



др Анђелија Илић, 
научни сарадник 
 

Биографија 
 

Др Анђелија Илић је рођена 18. јуна 1973. године у Београду. Основну школу „Браћа 
Рибар“ (сада „Краљ Петар Први“) завршила је 1988. године, као ђак генерације и носилац 
диплома „Вук Караџић“, „Михаило Петровић Алас“ и „Никола Тесла“. Средњу школу 
„Математичка гимназија“ завршила је 1992. године, као изузетна ученица и носилац дипломе 
„Вук Караџић“. Тада уписује Електротехнички факултет (ЕТФ) Универзитета у Београду, где 
се одлучује за Одсек за Електронику, Телекомуникације и Аутоматику, а као смер студија 
бира Електронику. Дипломирала је 1998. године, са просечном оценом 9,05 и оценом 10 на 
дипломском раду из области рачунарских телекомуникација. Ментор тезе под насловом 
„Комбиновани поступак синхронизације рама и заштитног кодовања за DS3 формат 
дигиталног преноса“ је проф. др Душан Драјић. 

По дипломирању, од 1999. до 2001. године, др Илић је била ангажована као асистент у 
настави на предметима Основи Електротехнике и Електромагнетика на Електротехничком 
факултету Универзитета у Београду. Тада је отпочела и постдипломске студије. Била је 
ангажована на микроталасним мерењима у оквиру пројекта карактеризације диелектричних и 
магнетских материјала. Наредне две и по године је провела у Сједињеним Америчким 
Државама, где је 2002. године уписала постдипломске студије на University of Massachusetts 
Dartmouth (North Dartmouth, MA). Магистрирала је у јануару 2004. године са просечном 
оценом 3,88 (од могућих 4,00). Магистарску тезу „Optimal Large-Domain Hexahedral Meshing 
for Higher Order Finite Element Modeling in Electromagnetics“ је урадила и одбранила под 
руководством проф. др Бранислава Нотароша. Током студија је радила као Research Assistant 
на пројекту финансираном од стране National Science Foundation (NSF), у оквиру кога је 
развила методу и софтвер за аутоматизацију генерисања прорачунских мрежа за метод 
коначних елемената вишег реда. Стечена диплома магистра техничких наука је 
нострификована на Електротехничком факултету у Београду 2004. године. 

Почев од 2004. године, др Илић је била запослена у Лабораторији за физику 010 
Института за нуклеарне науке „Винча“. Наредних осам година се највише бавила анализом 
динамике јонских снопова, помоћу софтвера за анализу транспорта и убрзавања честица који 
је сама развила, и различитим применама у области акцелераторске физике. Била је укључена 
на пројекте Министарства просвете, науке и технолошког развоја: АИ Тесла 122473/111247, 
ОИ 151005, ИИИ 45006. Докторску дисертацију насловљену „Оптимално убрзавање честица у 
вишенаменским изохроним циклотронима“ одбранила је 12. октобра 2010. године на 
Електротехничком факултету Универзитета у Београду. Израдом тезе је руководила др Јасна 
Ристић-Ђуровић из Института за нуклеарне науке „Винча“, а ментор тезе је био проф. др 
Владимир Петровић са Електротехничког факултета. Између осталог, предложена је метода 
оптимизације убрзавања честица у изохроном циклотрону, која се истовремено одликује 



веома високом тачношћу и релативно кратким временом израчунавања по једном скупу 
почетних услова. У звање научни сарадник изабрана је 25. маја 2011. године. 

Након доктората, др Илић наставља истраживања у области акцелераторске физике и 
технологије, али се окреће и проналажењу нових тема и праваца истраживања којима ће се 
такође бавити. У јануару 2013. године почела је да ради на пројекту ИИИ 45003, чији 
руководилац, др Небојша Ромчевић, је научни саветник Института за физику. У јануару 2013. 
године је прешла из Института „Винча“ у Иновациони центар Електротехничког факултета у 
Београду, а од 1. новембра 2014. године је запослена у Институту за физику у Београду. У 
периоду од 2010. године на даље, заједно са колегама са пројекта, др Илић је била изузетно 
активна и дала значајан допринос приликом формирања мултидисциплинарног тима чије 
језгро сада чине три сарадника Института за физику и три професора Медицинског факултета 
Универзитета у Београду. 

У периоду од 16. септембра 2013. године до 16. јула 2014. године, др Илић је била 
ангажована као пост-докторски истраживач у Групи за истраживања бежичних 
телекомуникација на University of Westminster, London, UK. Како је у питању била 
универзитетска размена преко EUROWEB програма, тема истраживања није била ограничена 
програмом. У договору са проф. др Ђурађем Будимиром, др Илић је отпочела истраживање 
могућности употребе нових дводимензионих материјала у уређајима за примене у области 
милиметарских и субмилиметарских таласа. Добијени су одлични први резултати, чиме је 
отворен нов правац даљег истраживања и успостављена је сарадња која ће се и даље 
наставити. 

Након избора у звање научни сарадник др Илић je као први аутор публиковала седам 
радова у часописима са SCI листе, једно предавање по позиву штампано у изводу, два рада са 
међународног научног скупа штампана у целини, рад у часопису националног значаја и једно 
техничко решење категорије М84 . Од тога, два рада категорије М21 , објављена у IEEE 
Transactions on Nuclear Science, се ослањају на истраживања везана за тему доктората. 
Преосталих пет радова, категорија М21 , М22 , и М23 , отварају истраживачке правце којима се 
др Илић није раније бавила. Др Илић је коаутор бројних других радова у часописима и 
саопштења на конференцијама. 

  



др Анђелија Илић, 
научни сарадник 
 

Преглед научне активности 
 

Научно-истраживачки рад кандидаткиње је у области примењене физике и примењене 
електромагнетике. Рад укључује прорачуне електромагнетских поља различитих структура, 
анализу динамике честица и јонских снопова у сложеним пољима, развој нумеричких метода 
у физици и електромагнетици, примене нових материјала у електротехници, акцелераторску 
физику, интеракцију електромагнетских поља са биолошким системима, као и развој и 
оптимизацију иновативних уређаја за различите намене. 

У периоду после избора у звање научног сарадника, издвајамо пет тема и праваца 
истраживања који говоре о самосталности кандидаткиње у научном раду и оригиналности 
њеног приступа решавању проблема. Затим ћемо укратко изложити најважније резултате 
осталих публикација и доприносе кандидаткиње у тим радовима. 

У публикацији број 6, категорије М21 , кандидаткиња је развила нову методу за прецизно 
израчунавање параметара статичке равнотежне орбите честице у задатом магнетском пољу 
изохроног циклотрона. Поређење нове методе са највише коришћеном методом у литератури 
сведочи о потпуном слагању резултата за бетатронске учестаности и о чак нешто мањим 
одступањима у прорачуну орбиталних учестаности. Корак интеграције у временском домену 
се одређује на основу максималног дозвољеног одступања позиције и импулса у једном 
кораку. Језгро нове методе чини оптимизациони критеријум који узима у обзир симетричност, 
затвореност и центрираност статичке равнотежне орбите, коришћењем параметара орбите у 
неколико контролних тачака дуж пута интеграције. Кандидаткиња је развила ову методу 
током рада на докторској дисертацији и она је уграђена као помоћна процедура у софтвер за 
налажење оптималних убрзавајућих равнотежних орбита циклотрона. У другом делу рада број 
6 наводе се различити проблеми где је од значаја тачно израчунавање статичких равнотежних 
орбита и где је истраживачки тим чији члан је и кандидаткиња имплементирао нову методу. 

У публикацији број 7, категорије М21, кандидаткиња је анализирала интеракцију 
електромагнетских таласа са покретним срединама користећи се методом коначних 
елемената. Извела је потребне математичке изразе за Лоренцове трансформације између 
референтног система из кога долази талас и референтног система везаног за покретну 
средину. На основу развијених израза саставила је нов алгоритам и нов софтвер заснован на 
методи коначних елемената вишег реда, што је, према претраживању постојеће литературе, 
први пример употребе пуноталасне (full-wave) методе у фреквенцијском домену за решавање 
проблема овог типа. Тренутно развијена метода и софтвер намењени су решавању 
једнодимензионих (1-D) проблема. Поређење резултата добијених новом методом са 
аналитичким решењима (где је то било могуће) показало је изузетно добро слагање и брзу 
конвергенцију нумеричког решења са повећањем броја непознатих. У новој методи коначних 



елемената вишег реда, конвергенција се може постићи повећањем редова полиномске 
апроксимације поља (p-рафинирање) и/или повећањем броја елемената на основу уситњавања 
меша (h-рафинирање). У оквиру истраживачког рада у овој области извршена је и студија 
фактора који ограничавају домен примене нове методе и разлога који до тога доводе. 

У раду број 2, категорије М21, кандидаткиња је предложила и детаљно анализирала нови 
тип фреквенцијски подесивих таласоводних резонатора за примене на субмилиметарским 
учестаностима. Овај ново отворени правац истраживања, који се бави могућностима и 
ограничењима реализације нових типова уређаја за примене у опсегу милиметарских, 
субмилиметарских и терахерц таласа, започет је у периоду од септембра 2013. године до јула 
2014. године, када је кандидаткиња била ангажована као пост-докторски истраживач на 
University of Westminster, London, UK. Прелиминарни резултати рада на овој теми приказани 
су у раду број 23, док је у раду број 2 осим нове идеје у вези са веома актуелном темом дата и 
аналитичка припрема са великим бројем новоизведених израза, извршен је велики број 
нумеричких симулација са поређењем резултата и указано је на детаље и инжењерске 
компромисе у дизајну и фабрикацији. Због сложености структура и губитака који се не могу 
занемарити, коришћени су комерцијални софтверски алати за пуноталасну електромагнетску 
(ЕМ) анализу, Wipl-D и HFSS, засновани на методи момената и методи коначних елемената, 
респективно. Добијена је добра фреквенцијска подесивост, од око 5%, у односу на централну 
учестаност резонатора. 

У склопу мултидисциплинарне сарадње са колегама са Медицинског факултета (УБ), 
кандидаткиња је иницирала да се уместо описа појединачног случаја магнетног низа, којим је 
произведено статичко магнетско поље за потребе биомедицинских експеримената, обради 
генерални случај дводимензионог (2-D) низа перманентних магнета. Овим се бави рад број 22, 
категорије М22. У оквиру тог рада, кандидаткиња је извела комплетне аналитичке изразе у 
затвореној форми који у потпуности дефинишу магнетску индукцију у свакој тачки изнад 
низа магнета, за произвољан случај. На основу изведених израза написала је софтвер који 
аналитички израчунава магнетску индукцију тих низова и процењује средње параметре поља 
у експерименталној запремини. Софтвер се већ у датој форми, или евентуално уз додатак 
алгоритма оптимизације, може користити за дизајн експерименталних уређаја који обезбеђују 
жељену магнетску индукцију. Као прелиминарно истраживање у том смеру, кандидаткиња је 
испитала утицај варирања геометријских параметара низа и коришћеног магнетског 
материјала на магнетску индукцију и вертикални градијент индукције који је могуће 
остварити. Резултате је публиковала у радовима број 31 и 47, категорија М33 односно М52. 
Из рада на овој теми проистекло је и техничко решење под редним бројем 62, категорије М84. 
Дводимензиони низови магнета имају различите практичне примене, које укључују 
микросензоре и микроактуаторе, синхроне планарне моторе са сталним магнетима, и 
аутоматско склапање микро-компоненти. 

У раду под редним бројем 1 (2017. година), кандидаткиња је показала како се додатном 
оптимизацијом параметара комбинованог магнета, са засебно подесивом скретном и 
фокусирајућом функцијом, могу ефикасније остварити жељене перформансе. Овај рад се 



ослања на истраживање из 2013. године, када је др Ристић-Ђуровић предложила принцип 
засебног подешавања функција магнета употребом два закренута дипола. Оптимизација је 
сада проширена увођењем додатних параметара, чиме је омогућено приближавање од 
концептуалног дизајна уређаја ка магнету који би исплативије и ефикасније одговорио на 
постављене захтеве пројектовања. Приступ дизајну комбинованих магнета и оптимизацији 
њихових параметара који је кандидаткиња дефинисала је генералне природе и може се 
користити као општа процедура за дизајн ових магнета. Тиме се одређују опсези параметара 
који могу дати жељене перформансе, и процењују вредности скретне и фокусирајуће 
функције које се могу истовремено остварити. На конкретном примеру који је анализиран у 
раду број 1 и у претходном истраживању под бројем 5, задати захтеви су остварени двоструко 
краћим магнетом уз пажљиво обликовање полова. Магнетомоторне силе потребне за 
остваривање жељених профила поља су значајно испод максимално дозвољених. Релативно 
мала густина струје по попречном пресеку оставља довољно толеранције за практично 
извођење намотаја, узимајући у обзир облик намотаја и канала за хлађење. 

Седми рад у коме је кандидаткиња први аутор, рад број 13, категорије М21, проистекао је 
из рада на докторској дисертацији и бави се испитивањем и побољшањем ефикасности 
акцелерације у вишенаменским изохроним циклотронима. Испитана је спрега координата 
фазног простора, зависност параметара фазних елипси од енергије јона и фазног одступања 
јона, утицај координата фазног простора, а посебно десинхронизације у односу на фазу 
радиофреквентног система и радијалне децентрираности убрзавајуће орбите, на ефикасност 
убрзавања. 

Осим наведених тема, које углавном одсликавају области рада кандидаткиње, она се 
такође бави и математичким моделовањем у електромагнетици, што је у овом изборном 
периоду резултовало радом број 14, категорије М21. У том раду је показано како се и до пет 
пута мања грешка нумеричког прорачуна радарског попречног пресека расејача може добити 
одговарајућим избором параметризације пресликавања из реалног у параметарски домен. 
Пресликавање које уједначава дужину лука у правцу посматране координате (arc-length 
parametrization) се показало супериорно у односу на пресликавање пројекцијом зрака из 
заједничког центра (ray casting parametrization), које је нешто једноставније за имплементацију. 

У раду број 3, категорије М21, који се бави ефектима излагања живих организама 
статичком магнетском пољу, осим описа магнетског поља добијеног коришћењем 
дводимензионих магнетских низова, кандидаткиња је написала део рада о механизмима 
деловања статичког магнетског поља на живе организме и указала на могући механизам 
уочене прерасподеле цинка и бакра у организму. Сличним темама се бави и рад под бројем 42, 
са скупа међународног значаја, штампан у изводу. У радовима број 4 и број 11, категорије 
М21, кандидаткиња је учествовала у писању радова и ревизији радова. 

У раду број 12, категорије М21, кандидаткиња је израчунала и приказала параметре 
убрзавања протонског снопа у коначно подешеном магнетском пољу и написала одељак о 
постојећим системима за мерење магнетског поља циклотрона. У радовима који се баве 
линеарним структурама за фокусирање и убрзавање честица, под бројевима 8, 9 и 10, сви М21, 



кандидаткиња је учествовала у писању радова. За потребе рада број 5, кандидаткиња је 
извршила претрагу и студију обимне постојеће литературе у датој области. 

Први рад по позиву, број 27, категорије М31, пореди апроксимативно и пуноталасно 
електромагнетско нумеричко моделовање са мереним подацима. Кандидаткиња је реализовала 
великодоменске нумеричке моделе погодне за примену у методи момената (Wipl-D), 
генерисала резултате везане с тим моделима и извршила потребна поређења. Други рад по 
позиву, број 28, категорије М32, је на тему расејања таласа у интеракцији са покретним 
срединама. Овде је кандидаткиња, везано за истраживање под редним бројем 7, на неколико 
додатних примера поређења са аналитичким резултатима показала прецизност и ефикасност 
нове методе; такође, дала је примере слојевитих средина произвољних профила пермитивности, 
за које нема аналитичких решења. 

За рад број 48, категорије М52 и рад број 52, категорије М63, награђен као најбољи рад у 
секцији за Антене и простирање на Конференцији ЕТРАН-а 2013. године, написала је 
софтверску процедуру за аналитички прорачун модова сферне шупљине. Написала је рад број 
32, категорије М33, за који је израчунала део резултата. У раду број 33, категорије М33, који се 
ослања на рад број 7, израчунала је све приказане резултате. Учествовала је у нумеричком 
моделовању и прорачунима приказаним у радовима број 34, 35, 36, категорије М33, и број 51, 
категорије М53. број 32, категорије М33 и број 43, категорије М53. Учествовала је у припреми 
радова број 43 и 44, категорије М34. 

 

 

Квалитативна анализа рада кандидата 
1. Показатељи успеха у научном раду 

1.1 Награде и признања за научни рад 
 На конференцији ЕТРАН, 2006. године, кандидаткиња је остварила „Награђени 

рад младог истраживача“.  (Прилог Б.1.1.а) 

 Добитница је награде ЕТРАН-а за најбољи рад у секцији за Антене и 
простирање, 2013/2014. године.  (Прилог Б.1.1.б) 

1.2 Уводна предавања на конференцијама и друга предавања по позиву 
 Предавање по позиву, штампано у целини (М31), на седамнаестој ICEAA 

конференцији (International Conference on Electromagnetics in Advanced 
Applications), Torino, Italy, 2015.  (Прилог Б.1.2.а) 

 Предавање по позиву, штампано у изводу (М32), на тринаестој конференцији 
International Workshop on Finite Elements for Microwave Engineering, Firenze, 
Italy, 2016.  (Прилог Б.1.2.б) 

1.3 Чланства у одборима међународних научних конф. и одборима научних друштава 



1.4 Чланства у уређивачким одборима часописа, уређивање монографија, рецензије 
научних радова и пројеката 

 Рецензент је у међународним часописима Progress in Electromagnetics Research 
(ISSN: 1559-8985), Journal of Electromagnetic Waves and Applications 
(ISSN: 0920-5071), и Computer Methods and Programs in Biomedicine 
(ISSN: 0169-2607). 

2. Развој услова за научни рад, образовање и формирање научних кадрова 

2.1 Допринос развоју науке у земљи 
 Кандидаткиња је била изузетно ангажована и својим радом и залагањем је дала 

значајан допринос формирању мултидисциплинарног тима састављеног од три 
сарадника Института за физику и три професора Медицинског факултета 
Универзитета у Београду, о чему сведоче четири заједничка рада објављена у 
водећим међународним часописима. 

2.2 Менторство при изради магистарских и докторских радова, руковођење 
специјалистичким радовима 

 Кандидаткиња је помогла Слободану В. Савићу са Електротехничког факултета 
у Београду, приликом израде заједничких научних радова, који су део његове 
докторске дисертације.  (Прилог Б.2.2.а) 

 Учествовала је у руковођењу израдом докторске дисертације Бранка М. Буквића 
са Електротехничког факултета Универзитета у Београду, са којим је објавила 
један рад М21, а тренутно завршавају и ревизију другог рада.  (Прилог Б.2.2.б) 

2.3 Педагошки рад 
 Две године радног искуства у држању наставе на Електротехничком факултету 

Универзитета у Београду 1999-2001. године.  (Прилог Б.2.3) 

2.4 Међународна сарадња 
 Кандидаткиња је, у периоду од 16. септембра 2013. године до 16. јула 2014. 

године, била ангажована као пост-докторски истраживач на University of 
Westminster, у Лондону, Велика Британија.  (Прилог Б.2.4) 

2.5 Организација научних скупова 

3. Организација научног рада 

3.1 Руковођење научним пројектима, потпројектима и задацима 
 Кандидаткиња је, почев од 2013. године, у интересу пројекта ИИИ 45003 уз 

постојеће области отворила и  нову тему и област истраживања, везану за 
примене нових материјала у електротехници. Извршено је и повезивање са 
страном истраживачком институцијом, као неопходни чинилац даљег напретка 
у научном раду. 

 Руководила је израдом радова везаних за дизајн и оптимизацију општег случаја 
дво-димензионог магнетног низа. Тренутно развија и софтвер за оптимизацију 
низа према задатим спецификацијама. 

3.2 Примењеност у пракси кандидатових технолошких пројеката, патената, иновација 
и других резултата 

 Први аутор и одговорно лице приликом израде техничког решења „Употреба 
МАДУ трака у биомедицинским експериментима“.  (Прилог Б.3.2) 

3.3 Руковођење научним и стручним друштвима  



3.4 Значајне активности у комисијама и телима Министарства наукe и телима других 
министарстава везаних за научну делатност 
3.5 Руковођење научним институцијама 

4. Квалитет научних резултата 

4.1 Утицајност кандидатових научних радова 
После избора у звање научни сарадник др Анђелија Илић је објавила: 
 четрнаест радова категорије М21 у међународним часописима са SCI листе; 
 један рад категорије М22 у међународном часопису са SCI листе; 
 један рад категорије М23 у међународном часопису са SCI листе; 
 једно предавањe по позиву са међународног скупа штампанo у целини; 
 једно предавањe по позиву са међународног скупа штампанo у изводу; 
 шест саопштења на међународним скуповима штампаних у целини; 
 три саопштења на међународним скуповима штампаних у изводу; 
 два рада у националним часописима категорије М52 ; 
 један рад у националном часопису категорије М53 ; 
 једно саопштење на скупу националног значаја М53 ; 
 једно техничко решење категорије М84 . 

Велики део наведених радова представља детаљне студије које укључују аналитичку 
припрему, имплементацију софтвера, нумеричке прорачуне, анализу конвергенције, 
анализу утицаја различитих параметара на појаву која се разматра. Део радова се 
бави развојем нових метода у физици и електромагнетици. 
О утицајности научних радова кандидаткиње сведочи и позитивна цитираност 
радова. Од укупно 131 цитата у базама SCOPUS и Web of Science, хетероцитата има 
64, односно око 50%. Према SCOPUS-у, h-фактор, односно h-индекс, износи 7. 

4.2. Позитивна цитираност кандидатових радова 
Преглед цитираних радова кандидаткиње, као и списак радова који их цитирају, дат 
је у посебној табели на крају овог документа (Прилог А2). Сви радови су цитирани 
у позитивном смислу. Правих, односно хетероцитата има 64, што је скоро 50% од 
укупног броја цитата, 131. Према SCOPUS-у, h-фактор, односно h-индекс, износи 7. 

4.3 Углед и утицајност публикација у којима су кандидатови радови објављени 
Од радова објављених у часописима са SCI листе: 
 седам радова је објављено у часопису IEEE Transactions on Nuclear Science, 

водећем часопису за област акцелераторских технологија средњих и ниских 
енергија, а један у следећем из области – Nuclear Instruments and Methods in 
Physics Research Section A; 

 на тему примене графена у таласоводним резонаторима намењеним високим 
учестаностима објављен је рад у водећем часопису из области примењене 
физике Journal of Physics D: Applied Physics. Почетни резултати су објављени у 
часопису Microwave and Optical Technology Letters. 

 два рада објављена у часопису IEEE Antennas and Wireless Propagation Letters 
који постоји свега десетак година уназад, баве се изузетно занимљивим темама 
из области нумеричких метода у електромагнетици; 

 од четири рада мултидисциплинарног карактера, урађена у сарадњи са 
Медицинским факултетом Универзитета у Београду, два су објављена у 
водећим часописима из области екологије и заштите животне средине, један у 
водећем часопису International Journal of Radiation Biology и један у часопису 
IEEE Transactions on Magnetics. 



4.4 Ефективни број радова и број радова нормиран на основу броја коаутора, укупан 
број кандидатових радова, удео самосталних и коауторских радова у њему, кандидатов 
допринос у коауторским радовима 

Од пет радова експерименталног карактера, три рада су мултидисциплинарног 
карактера и имају 10, 10 и 11 коаутора. Друга два рада имају 5, односно 7, коаутора, 
што одговара максимално дозвољеном броју до седам коаутора за експериментални 
рад. Остали радови се заснивају на нумеричким симулацијама и имају од два до пет 
коаутора. Ово се у потпуности уклапа у максимално дозвољени број од пет 
коаутора за истраживања која укључују нумеричке симулације. Према томе, за 
тринаест од шеснаест радова потпуно је задовољен критеријум за прихватање пуног 
ефективног броја поена. Евентуално нормирање броја поена два мултидисциплинарна 
рада не утиче на остваривање ни квантитативног нити квалитативних критеријума. 

4.5 Степен самосталности у научноистраживачком раду и улога у реализацији радова у 
научним центрима у земљи и иностранству 

Кандидаткиња је показала велики степен самосталности у научноистраживачком 
раду, тиме што је сама дала велики број предлога који се показао као изузетно 
добар, радила је са различитим коауторима и остварила је студијски боравак у 
иностранству. У публикацијама у којима није први аутор, показала се као веома 
користан члан тима који је својим радом значајно допринео укупном квалитету 
публикованих радова. 

 

Квантитативна анализа рада кандидата 
Табела 1.   Збирне вредности коефицијената Мij публикација кандидата 
За природно-математичке и медицинске науке 
 
Диференцијални услов- 
Од првог избора у претходно звање 
до избора у звање.......... 

потребно је да кандидат има најмање ХХ поена, 
који треба да припадају следећим категоријама: 

 Неопходно 
XX= Остварено 

Научни сарадник Укупно 16 140,5 
М10+М20+М31+М32+М33 
М41+М42 ≥ 

 
10 131 

М11+М12+М21+М22+М23 ≥ 
 

6 120 
   

Виши научни сарадник Укупно 50  
М10+М20+М31+М32+М33 
М41+М42+М90 ≥ 

 
40  

М11+М12+М21+М22+М23 ≥ 
 

30  
   

Научни саветник Укупно 70  
М10+М20+М31+М32+М33 
М41+М42+М90 ≥ 

 
50  

М11+М12+М21+М22+М23 ≥ 
 

35  
   



Прилог А1:  Укупни списак публикација кандидата 
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PRELIMINARY RESULTS OF THE ION TRAJECTORY TRACKING IN THE 
ACCELERATION REGION OF THE VINCY CYCLOTRON  

Andjelija Ž. Ilić, Jasna L. Ristić-Djurović, and Saša T. Ćirković, 
Vinča Institute of Nuclear Sciences, Laboratory of Physics (010), P.O. Box 522, 11001 Belgrade, Serbia and Montenegro 

Nagrađeni rad mladog istraživača 

Abstract – In an accelerating region of a cyclotron an ion 
makes a large number of turns; thus its tracking requires fast 
as well as highly accurate computation. Computer code, 
based on the adaptive time step fourth order Runge-Kutta 
method, has been developed. Accuracy requirement is set 
simultaneously on the position and momentum calculation. 
Magnetic fields, used as input, have been evaluated in terms 
of the radial fluctuations of the orbital frequency, i.e. their 
isochronism. Ion trajectory tracking has been performed for 
the four test beams: H–, H2

+, 4He+, and 40Ar6+.

1. INTRODUCTION

In a cyclotron design and its beam dynamics analysis it is 
common to treat separately its central, acceleration, and 
extraction regions. This is because each of these regions 
imposes different requirements and challenges. In the 
acceleration region, ions travel through an isochronized 
magnetic field, tracing a spiral orbit. Very large number of 
turns is performed, resulting in a large trajectory length. As a 
consequence the crucial requirement is to improve 
computation speed, while preserving high accuracy over the 
long integration time. The software package VINDY tailored 
to accommodate primarily the extraction region beam 
dynamics and analysis, has been developed previously [1]. 
However, a beam trajectory in the extraction region is several 
hundreds times shorter than in the acceleration region. Also 
in the extraction region a beam trajectory is shaped by the 
magnetic field solely while in the acceleration region the 
fundamental i.e. accelerating effect comes from the electric 
field. Thus the particle tracking code of the VINDY package 
had to be changed substantially. A new software package for 
the acceleration region beam dynamics simulation and 
analysis is developed and added to the VINDY package. Note 
that it could be easily applied to the central region as well, if 
the numerically calculated electric field maps are used as 
input and if the procedures describing the obstacles in the 
central region (such as posts) are integrated with the rest of 
the code. Our goal is to describe the simulation and analysis 
method and assess its efficiency. The results of the simulation 
for the four test beams are given as an illustration of the 
trajectory tracking computational method.  

2. THE VINCY CYCLOTRON

The VINCY Cyclotron [2] is a multipurpose machine 
whose function is to accelerate light ions as well as heavy 
ions with specific charges ranging from 15.0=η  to 1=η . 
The cyclotron magnet has four straight sectors per pole, a 
pole diameter of 2 m, a sector-to-sector gap of 36 mm, and a 
valley-to-valley gap of 190 mm. The maximum magnetic 
induction in the machine center is 1.97 T. 

The isochronized magnetic fields in the median plane 
used as input are calculated according to Gordon’s procedure  
[3] and they are based on the measured magnetic field maps 
as well as on the simulated magnetic field maps obtained 
using MERMAID – the finite element software package [4].  

The test ion beams of the VINCY Cyclotron are 65 MeV 
H–, 30 MeV per nucleon H2

+, 7 MeV per nucleon 4He+, and
3 MeV per nucleon 40Ar6+ beams. These four ion beams have
been chosen to check the four acceleration regimes, 
employing acceleration with harmonic numbers 1, 2, 3, and 4, 
respectively. The corresponding RF frequencies and peak dee 
voltages are shown in Table 1. 

3. METHOD DESCRIPTION

Charged particle motion inside the cyclotron may be 
described by the following equations: 
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where r  represents the position of the particle, p  is the 
momentum, and v  is the velocity intensity. The rest-mass of 
the particle is 0m , q  is the electric charge, and c is the speed 
of light. Electric field inside the cyclotron is E  and magnetic 
induction is B .  

An algorithm with the adaptive time step is proposed for 
tracking beam trajectories in the accelerating region. 
Previously developed computer code for the extraction region 
utilized the fourth order Runge-Kutta ODE integration 
scheme. It is often used in the problems of trajectory tracking 
for its simplicity, good accuracy as well as stability. Without 
the adaptive time step, however, it would result in intolerably 
long computation times and further to an insufficient 
accuracy. Thus, the above equations are solved using the 
adaptive time step Runge-Kutta method of the fourth order. 
The chosen time steps have to comply with the two accuracy 
requirements – the local position calculation error must not 
exceed the required maximal position error xerr, while the 
local error of the momentum calculation must not be greater 
than the maximal momentum error, perr, given as a fraction of 
the initial momentum. In addition to the described main 
procedure, other changes have been made and a set of 
auxiliary procedures has been developed. 
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Torino, January 8, 2015 
Dear Dr. Ilic 

We are organizing a special session on “Numerical Methods in 
Electromagnetics” for the seventeenth edition of ICEAA (International 
Conference on Electromagnetics in Advanced Applications) to be held in 
Torino, Italy on September 7-11, 2015. This session will consist of 12/14 
papers contributed and presented by experts in the field. 

Because of your recognized expertise in the area, we are inviting you to 
submit a paper to this session.  The session will concentrate on methods 
such as finite, boundary element (integral equation), and related methods 
(e.g., fast or hybrid numerical methods). 

To provide some background on the conference, ICEAA is held in Torino every two years (on odd 
years), while it has an off-shore edition on even years. In our opinion, the Torino edition of this 
Conference has many desirable features.  It is relatively small (no more than four parallel sessions 
and roughly 300 participants). Invited speakers completely comprise many of the sessions, and 
hence the technical level tends to be quite high.  Additionally, the Conference is well organized, 
informal, and structured to promote interaction among participants.  The city of Torino is also a very 
interesting and comfortable venue––and the Piedmontese cuisine is, of course, outstanding! 

ICEAA 2015 is coupled to the fifth edition of the IEEE-APS Topical Conference on Antennas and 
Propagation in Wireless Communications (APWC 2015). The two conferences share a common 
organization, registration fee, submission site, workshops and short courses, and social events. The 
proceedings of the conferences will be published on IEEE Xplore. 

More details on ICEAA and Torino may be found on the conference web site at 

http://www.iceaa.net/ 

We are hoping you will agree to present a paper and will let us know your intentions very soon. 
Since your paper is invited for a Special Session, an abstract is desirable but not essential. However, 
we would like to receive (via email) the title and list of authors for your submission by February 20, 
2015 if possible. A four-page manuscript to appear in the Conference Proceedings will be due by 
June 5, 2015. You will also need to register your paper for this Special Session via the web 
(http://www.iceaa.net/), and execute an IEEE copyright form, since the ICEAA Proceedings will 
appear on IEEE Xplore. Please keep in mind that all participants are responsible for registration and 
all other expenses. 

Please email or call us if you have any additional questions. Thank you very much for considering 
this request. 

Best regards, 

Prof. Roberto D. Graglia Prof. Donald R. Wilton 
Dipartimento di Elettronica, Dept. of Electrical Engineering 
Politecnico di Torino University of Houston 
Corso Duca degli Abruzzi 24, N308 Engineering Building 1 
10129 Torino, ITALY Houston, Texas  77204-4005, USA 
ph.: (39) 011 090 4056 ph.: (1) 713 743 4442 
fax: (39) 011 090 4099 fax: (1) 713 743 4444 
email: roberto.graglia@polito.it email: wilton@uh.edu 
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December 10, 2015 

Dear Dr. Ilic, 

We are organizing the Special Session “Advanced FEM and Hybrid 

Techniques” for the 13th International Workshop on Finite Elements for 

Microwave Engineering – FEM2016, to be held from May 16-18, 2016, in 

Florence, Italy.  This has been a great biannual Workshop, and the venue and 

program for its 2016 edition is extremely promising. 

Given your expertise in the field, we would like to cordially invite you to 

contribute a paper on your work for the Special Session that we are organizing. 

With several invited contributions, we expect a considerable amount of high 

quality recent results to be discussed. 

More information about the conference can be found at the Conference web 

page: http://www.dinfo.unifi.it/cmpro-v-p-138.html . 

Please respond by Friday December 18, 2015 and let us know whether or not 

you will be able and willing to contribute an abstract to this session. 

Thanks and best regards, 

Prof. Branislav Notaros 
Department of Electrical and 
Computer Engineering, 
Colorado State University, 
1373 Campus Delivery, 
Fort Collins, CO 80523-1373, USA 
phone: (970) 491-3537 
email: notaros@engr.colostate.edu

Prof. Juan Zapata 
Departamento de Electromagnetismo 
y Teoría de Circuitos, 
Universidad Politécnica de Madrid,
Ciudad Universitaria s/n, 
28040 Madrid, Spain 
phone: +34 914533526 
email: jzapata@etc.upm.es  
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Ymrnep3HTeT y Eeorpa,D,y - EneKTpOTeXHl1YKH tj)aKynTeT 
KaTe,D,pa 3a orrIIITY eneKTpoTexHHKY 
L ,D,eu;eM6ap 2015. 

HayYHOM seliy l1HCTHTYTa 3a ¢m11Ky y Eeorpap,y 
K0Mttc11j11 MITHTP 3a crnu,alhe ttayYHHX 3Bal-ba 

ITpe,D,MeT: YYeIIIlie y H3pap,H 3aje,D,HHYK11x HayYHO-CTPYYH11x pa,D,oBa 
ca cTy ,D,eHTHMa MacTep I p,0Krnpc1rnx cTy n11ja 

I1owT0BaH11, 

0BHM rrornpljyjeM ,D,a MH je ,D,p Attlje;rnja Hmrn 113 HttcrnTyrn 3a ¢11311Ky y Eeorpap,y IlOMorna 
I1p11JlJIKOM 113pap,e 3aje,D,HJIYKl1X HaylfH11X panosa Koj11 ce O,L(HOCe Ha rettep11cal-be JI OITTJIM113au,11jy 
BeJll1KO)J,OMeHCKHX rrpopaYyHCK11X Mpe)Ka 3a MeTO)J, KOHaYHHX eneMeHaTa, rrapaMeTp113au,11jy 
rrpecn11KaBal-ba 113 peanHor y rrpopaYyHcK11 p,oMeH 11 onT11ManHo nop,ewasal-be penosa eneMeHaTa 
rrpeMa 3ap,aTOM npo6neMy . .IJ:p AHljen11ja I1n11n je eKcnepT 3a noMeHyTe TeMe jep 11xje 06palj11sana 
y OKBttpy 11cTpm1rnBaYKOr pa,D,a Ha csojoj MarncrnpcKoj Te311. 

Tp11 pa,D,a y ttayYHHM qacon11c11Ma, op, Koj11x jep,aH y Yacom1cy ca SCI JIHCTe, 06jasJbeH11 cy Kao 
pe3yJlTaT 3aje)J,HHYKOf pa,D,a l1 caBeTOBal-ba 0 noMeHyT11M TeMaMa 11 p,eo cy Moje )J,OKTOpCKe 
p,11ceprnu,aje. TH pap,os11 cy: 

1. M. M. Ilic, S. V. Savic, A. Z. Ilic, and B. M. Notaros, "Constant speed parametrization mapping 
of curved boundary surfaces in higher order moment-method electromagnetic modeling", IEEE 
Antennas and Wireless Propagation Letters, Vol.10, December 2011 , pp. 1457-1460. (DOJ 
(identifier) 10.1109/LA WP.2011.2180354), 

2. M. M. Ilic, S. V. Savic, A. Z. Ilic, and B. M. Notaros, "Hybrid higher order FEM-MoM 
analysis of continuously inhomogeneous electromagnetic scatterers", Teljor Journal, Vol. 3, 
No. 2, 2011, pp. 121-12411 

3. A. Z. Ilic, S. V. Savic, M. M. Ilic, and B. M. Notaros, "Analysis of electromagnetic scatterers 
using hybrid higher order FEM-MoM technique", Telfor Journal, Vol. 1 (2), 2009, pp.53-56. 

3aje,D,HO je ny6n11KoBaHo 11 neT caonwTel-ba Ha MeljyHapon1-111M cKynoB11Ma, rne CMO p,p AHl)em1ja 
l1n11li 11 ja Koayrnp11. 

Belie HayYHHX o6nacrn TeXHHYKHx HayKa YH11Bep311TeTa y Eeorpa,D,y op,06p11no je ycMeHy 
O,D,6paHy MOje ,L(OKTOpcKe ,L(HCeprnu:11je nop, HaCJIOBOM ,,3aKp11B.fbeHl1 KOHTl1HyanHO HeXOMoreH11 11 
Hel130TpOITHH KOHaYHH eneMeHTl1 B11Wer pep,a 3a BeJll1KOL(OMeHCKO eneKTpOMarneTCKO MO)J,eJlOBa!-be" 
Ha cep,tt11u,11 op,p)KaHoj 23.11.2015. ron111-1e. Y cMe1-1a op,6pa1-1a je 3aKa3aHa 3a 17. 12.2015. ron11He. 

0By noTBp,D,y cacTaBJhaM KaKo 611 p,p AHl)en11ja l1n111l Morna p,a je np11nmK11 np11n11KOM 
KOHKyp11cal-ba 3a Hape,D,HO HayYHO 3Bal-be. 

c IIOWTOBal-beM, 

~~ 
Cno6op,aH Cas11li, ac11CTeHT y ttacTaB11 
EneKTpoTeXHHYKH tj)aKynTeT y Eeorpaj],y 
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Захвалница 

Ова докторска дисертација је настала као резултат мог вишегодишњег настојања да 

разумем и савладам основне концепте у пројектовању микроталасних појачавача снаге, 

да усвојена знања искористим за развој новог појачавача побољшаних перформанси у 

односу на постојећа решења, као и да у свом раду на правилан начин користим напредне 

технике нумеричке анализе сложених микроталасних кола које значајно скраћују времена 

пројектовања уређаја. Успешно савладавање наведених концепата и висок квалитет 

постигнутих истраживачких резултата не би били могући без изузетног ангажовања 

ментора в. проф. др Милана Илића, на чему сам му веома захвалан.  

У делу докторске дисертације који се бави пуноталасним нумеричким моделовањем 

и анализом сложених микроталасних кола, велику помоћ ми је пружила и др Анђелија 

Илић, научни сарадник Института за физику Универзитета у Београду. Др Илић је 

значајно допринела и мом разумевању могућности и ограничења примене нових 

дводимензионих материјала на високим учестаностима, чиме се бави један део 

дисертације. Заједнички рад и консултације резултовали су високим квалитетом 

публикованог истраживања из ове области. Стога се посебно захваљујем др Анђелији 

Илић.  

Током докторских студија, добио сам и искористио прилику да две године проведем 

на University of Westminster, London, у Великој Британији. У том периоду су настављена 

моја истраживања у вези са микроталасним колима, али и отпочета истраживања могуће 

примене графена у микроталасној техници. На сарадњи и свему што сам научио током 

боравка у склопу међу-универзитетске размене, захваљујем се проф. др Ђурађу 

Будимиру, руководиоцу Групе за истраживање бежичних телекомуникација. Такође сам 

захвалан и академику Антонију Ђорђевићу на консултацијама и многим корисним 

саветима које ми је дао у току докторских студија, као и в. проф. др Наташи Нешковић, 

која је отпочела руковођење мојим студијским радом, а затим ме је несебично упутила на 

ментора који би могао да руководи темом истраживања из уже области коју сам изабрао.  

Коначно, колегама из компаније ИМТЕЛ Комуникације се захваљујем на пруженој 

подршци и разумевању, а на изузетној подршци захваљујем се породици и пријатељима.  

У Београду, 23. јула 2016.
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Phone: +46 21 107324
Email: euroweb_support@list.mdh.se
Web: http://www.mrtc.mdh.se/euroweb

EUROWEB Project - Erasmus Mundus Action 2

Scholarship Award Letter

May 1st, 2013

To: Andjelija ILIC
Date of birth: 1973‐06‐18
Address: Nehruova 146, 11070 Belgrade, Serbia
Host institution: University of Westminster, UK
Mobility type and period: Post‐Doctorate starting on 2013‐09‐16 for 10 months

Dear applicant,

Congratulations! You have been selected by the EUROWEB Project for the award of a mobility
scholarship, based on a multi‐level selection process.

The EUROWEB project is coordinated by the Mälardalen University, Sweden, and is funded by
the European Commission under the Erasmus Mundus Action 2 programme.

During the mobility period, you will receive* a monthly subsistence allowance from the Host
Institution, depending on the mobility type:

1000€ for Undergraduates/Masters students
1500€ for Ph.D scholars
1800€ for Post‐Docs
2500€ for Staff

The EUROWEB Scholarship also covers:
Travel costs (one return ticket, up to a pre‐defined maximum amount, based on the
travel distance)
Full Insurance costs (health, travel and accident)
Tuition fees for the scholarship period are waived by the Host Institution.

The regulations and procedures concerning this scholarship as prescribed by the funding
agency and the EUROWEB Project are described at the project web sites listed below:

Erasmus Mundus: http://eacea.ec.europa.eu/erasmus_mundus/programme
/action2_en.php
EUROWEB Project: http://www.mrtc.mdh.se/euroweb/

* Please note that any violation to the regulations or requirements at the Home‐ or Host
Institution may result in cancellation/revocation of the award.

Congratulations again, and best wishes for achieving excellence in your Education/ Research/
Work Assignment.

Best regards,

Prof. Sasikumar Punnekkat
Project Director
EUROWEB – European Research and Educational Collaboration with Western Balkans

Mälardalen University
P.O. Box 883, SE‐72123 Västerås
SWEDEN

EUROWEB ‐ Award Letter http://www.mrtc.mdh.se/euroweb/application_2013/applicant/ind...

1 of 1 6/29/2013 10:14 PM
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OQEHATEXHll1IKOrPEl11EJbA 
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У склопу овог техничког решења, изведене су и дате егзактне формуле за рачунање магнетске 
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једноставан начин одређивања средњих параметара магнетског поља који су од интереса за 
кориснике оваквих низова, написана је процедура за MATLAB која рачуна расподелу поља и 
средње параметре за произвољан случај. За конфигурације које се уобичајено користе подаци 
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Подтип решења: 
Битно побољшано техничко решење на националном нивоу (М84) 

 

Стање у свету 
Стални магнети, као и њихове комбинације у виду површинских низова, користе се већ дуго 

времена у области физикалне терапије и рехабилитације. Иако сви механизми деловања нису у 
потпуности разјашњени, емпиријски је утврђен благотворан, односно позитиван, утицај на 
ублажавање тегоба проузрокованих артритисом, ублажавање запаљења и залечивање рана, 
ублажавање бола и стреса и побољшање микроциркулације [1]-[6]. Такође, различите комбинације 
сталних магнета су погодне као извор статичког магнетског поља у биомедицинским огледима 
in vitro или огледима на малим животињама, као у [7]. Овде је потребно нагласити, да током 
прегледа постојеће литературе нисмо наишли на пример коришћења дводимензионог магнетског 
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Design of a Combined Function Magnet With
Individually Adjustable Functions

Andjelija Ž. Ilić, Member, IEEE, Saša T. Ćirković, Milan M. Ilić, Member, IEEE, and Jasna L. Ristić-Djurović

Abstract— Design of combined function magnets for accelera-1

tors is often limited to minor modifications of the existing com-2

ponents, maintaining the high quality of the main harmonic field3

component, but restricting the range of operation. We investigate4

the possibility to achieve a wide range of both steering magnetic5

flux density and focusing field gradients, by utilizing two indi-6

vidually powered magnet parts. A general design methodology7

is presented, enabling fully customized design and optimization8

of magnets for different applications. The design procedure9

is illustrated via a detailed design of a magnet proposed for10

application in the stripping extraction system of a multipurpose11

cyclotron.12

Index Terms— Accelerator magnets, analytical modeling,13

combined function magnets (CFMs), design optimization,14

finite-element analysis, ion beam focusing, ion beam steering.15

I. INTRODUCTION16

SPACE and cost reduction in the design of system compo-17

nents is one of the current topics in accelerator physics18

and related technologies. Combined function magnets (CFMs)19

present an attractive solution to achieve the desired compact20

design. Most often, the CFMs are used in beam lines, storage21

rings, synchrotrons, and linear accelerators [1]–[7]. A reduc-22

tion in an otherwise very large number of magnets, required in23

these structures, is facilitated by combining of dipole, quadru-24

pole, and/or sextupole fields in a fewer number of components.25

In many cases, the CFM design relies on the standard quadru-26

pole or sextupole design, with the addition of extra coils,27

resulting in the combined function. This seems to be the most28

straightforward solution from the standpoint of maintaining29

the high field quality, while avoiding a cumbersome custom30

CFM design, as well as possible fabrication errors. If indepen-31

dent powering of the additional coils is enabled, a combined32

function is established; however, additional field components33

remain supplemental and adjustable within a limited range.34

Without independent powering, the ratios of the harmonic field35
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components are fixed by design. When CFMs are incorporated 36

into compact structures, such as medical gantries or medical 37

accelerators [8], [9], it is reasonable to undertake a custom 38

design and optimization of magnets. After fabrication and 39

assembly, further analyses are usually conducted to assess 40

the performance and to ensure fulfillment of the design 41

goals [10], [11]. 42

We investigate a general design methodology and parameter 43

optimization for the customized CFM design with the indi- 44

vidually adjustable bending and focusing functions. Namely, 45

the ferromagnetic structure and the pole profile shapes are 46

sought, that allow the CFM operation in various regimes, 47

depending on the powering of the coils. The feasibility 48

of the proposed concept has been confirmed in our previ- 49

ous study [12]. Two independently powered slanted dipoles 50

comprised the CFM, whose design specifications were set 51

having in mind its utilization in the extraction system of 52

a multipurpose cyclotron. The increased design complexity 53

for the extraction system comes as a price for the cost- 54

efficient acceleration of a number of ion beams for various 55

applications, obtained by changing the operating mode of the 56

machine. Stripping extraction systems are a good solution for 57

the extraction of more than one beam into a single transport 58

line [13]–[15]. If both the negative and positive ion beams are 59

accelerated, beam paths, as well as transverse emittances, will 60

vary significantly after the stripping extraction, depending on 61

the sign of ion charge during acceleration [16]–[19]. Directions 62

of ion beams accelerated as positive will not differ very much 63

among themselves; however, focusing of the beams in the 64

horizontal direction will be required as soon as they leave 65

the cyclotron. For the ion beams accelerated as negative, 66

focusing after extraction is usually not required, due to the 67

change of sign during stripping. However, directions after the 68

extraction will be significantly different from those of ion 69

beams accelerated as positive. Therefore, adjustable strong 70

horizontal focusing, combined with weak horizontal bending, 71

is needed for the ion beams accelerated as positive, whereas 72

strong horizontal bending in the opposite direction is required 73

for beams accelerated as negative. As explained in [12], 74

a single device per cyclotron is required, ion beams will pass 75

through the CFM only once, off-centered from the device axis, 76

and the minimization of higher multipole harmonics is not 77

critical to the extracted beam quality. 78

The design optimization that is the subject of this paper is 79

quite general and applicable to diverse slanted dipole CFM 80

designs. We employ it in the detailed development of the 81

0018-9499 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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CFM for the stripping extraction in a multipurpose cyclotron,82

building upon the results of our previous study, which was83

to check on the validity of the proposed concept rather than84

to achieve the final device configuration. While the super-85

conducting CFM design relies mostly on optimizing the coil86

winding configuration [8], [20], modeling of the ferromag-87

netic core electromagnets, as well as ferromagnetic dominated88

superconducting magnets (superferric magnets), focuses on89

achieving the most suitable pole profile configuration [2], [21].90

However, unless a large degree of angular (polar) symmetry91

is assumed, it is preferable to perform both the linear and the92

nonlinear analysis. Although extensive numerical calculations93

are indispensable in the accurate modeling of ferromagnetic94

cores, mapping of the complete design space in that way95

would be unpractical. On the other hand, analytical modeling96

of current sheets can provide a good first approximation of97

the field due to the coils, permanent magnets, or highly satu-98

rated ferromagnetic parts. Therefore, we suggest the following99

methodology. In the first step, an individual slanted dipole100

is modeled analytically, mapping the relevant magnetic field101

parameters for that case. The purpose of analytical modeling is102

to estimate the relative changes in magnetic field parameters103

of interest with variation of dipole geometrical parameters.104

With the use of obtained data, the ranges of input parameters105

for accurate but time consuming numerical calculations can106

be narrowed. A more realistic analytical model for the slanted107

dipole is assumed in this paper, in comparison to [12], and108

the optimization is extended to the six-parameter design space.109

Additionally, a pool of the best solutions is selected instead110

of a single set of parameters, to ensure that no good solutions111

are omitted. Some of the parameters are then fixed, and the112

rest of the analysis is performed using the finite-element113

software tools. Special attention is directed to the linearity of114

the magnetic flux density within the beam area. In particular,115

poor linearity in the single dipole case prevents obtaining the116

field of satisfactory quality for different combinations of coil117

currents. Excellent linearity of the single dipole magnetic flux118

density, obtained analytically, will be somewhat deteriorated in119

practice due to the nonlinear behavior of magnetic materials.120

Sum of the dipole fields additionally includes the coupling121

effects; even so, satisfactory field quality can be expected if122

the initial requirements were stringent enough. Pole profiling is123

performed last, followed by the analysis of operating modes124

that can be attained. Iterative pole profiling can be done if125

further improvements in any of the design criteria are required.126

An outline of the necessary steps in the optimization process is127

next illustrated through the design of the CFM for the stripping128

extraction system.129

II. ANALYTICAL PROBLEM MODELING130

Analytical modeling of a single slanted off-centered dipole,131

relying on the two-parameter ideal dipoles model, as well as132

the four-parameter current stripes model, has been performed133

in [12]. Despite the fact that the first model is point-based,134

whereas the second model is infinitely long in parallel to the135

CFM axis, general conclusions regarding the pole positioning136

and the slant angle optimization were similar. The positioning137

of the poles with respect to the CFM axis is defined using the138

Fig. 1. Generalized slanted dipole CFM design. Only half of the CFM
and its magnetic flux lines are shown. Independent powering of the two
identical halves allows the CFM operation in various regimes. Linearity of
the achieved fields within the beam area, depicted by the green circle about
the origin, should be as good as possible. Geometrical parameters that can
be varied in the design optimization are denoted in the figure. These are: the
normalized half-distance between the poles of a dipole, b/a, slant angle, α,
wedge angle, β, normalized half-width of the poles, d/a, normalized half-
height of the poles, h/a, and normalized half-length of the poles, L/a. The
small top right figure shows a side view of a pole tip, with denoted dimensions.

aspect ratio, b/a, of the rectangle whose sides equal the vertical 139

and the horizontal distance of the pole midline from the CFM 140

axis, as shown in Fig. 1. The slant angle is denoted by α. The 141

four-parameter model additionally considered the pole width 142

and height. However, in order to realistically model the actual 143

pole geometry, we must also account for the finite length of 144

the structure, as well as the widening of the poles toward 145

the yoke. Widening of the poles toward the yoke improves 146

the magnetic flux leading capabilities of the entire dipole, 147

whereas the narrower pole tips result in the desired good field 148

linearity in the beam area. With this proper positioning of 149

the ferromagnetic–vacuum boundary surface, and assuming the 150

uniform magnetization over the volume of a single pole, effect 151

of the ferromagnetic material on the magnetic flux density can 152

be modeled using the equivalent magnetization currents 153

JmS = M × n. (1) 154

In (1), M denotes the magnetization vector, JmS the surface 155

current density vector due to the equivalent magnetization 156

currents, and n the surface normal, i.e., the unit vector 157

perpendicular to the boundary surface, directed from the 158

ferromagnetic outwards. The assumption of uniform magne- 159

tization is appropriate for modeling of permanent magnets or 160

highly saturated ferromagnetic cores, whereas for a smaller 161

magnetomotive force this model gives a first approximation of 162

the magnetic flux density due to the ferromagnetic material. 163

Magnetic flux density components resulting from the current 164

coils in a vacuum are typically several times smaller than 165

the total magnetic flux density components due to the coils 166

and magnetic cores. Therefore, to keep the analytical model 167

simple, we assume close adherence of the current coils to 168

the core boundary surfaces. Four current sheets per pole are 169
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modeled—two rectangular current sheets perpendicular to the170

xOy plane as shown in Fig. 1, as well as two trapezoidal171

current sheets parallel to thexOy plane at a distance z = ±L172

from the xOy plane.173

Denoting the coil current per unit width of the current sheet174

by JccS, the total model current, I , results from integration175

over the current sheet width of the total surface current density176

J0 = JccS + JmS. For the rectangular and trapezoidal sheets,177

J R
0 = |JR

0 | = I cos β/(2h) and J T
0 = |JT

0 | = I/(2h),178

respectively. Each of the four current sheets can be179

regarded as a collection of finite straight thin wires carry-180

ing the current dI and producing the magnetic flux density181

component dB [22], [23]182

d B = μ0d I

4π R
(sin θ2 − sin θ1). (2)183

The shortest (perpendicular) distance of the considered field184

point F to the thin finite wire axis is denoted by R. Angles185

θ1 and θ2 are measured between the direction of R and the186

lines connecting the field point F to the two wire ends, with187

θ1 corresponding to the point of current entrance into the wire188

and θ2 corresponding to the point of current exit from the189

wire. Free space permeability is denoted by μ0. Vector dB is190

perpendicular to the plane defined by the wire and the field191

point F , and related to dI by the right-hand rule. Closed-192

form analytical expressions for the magnetic flux density of the193

rectangular current sheets [23] are obtained by integrating (2)194

BxS195

= μ0 J R
0

4π
196

×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑

tq=0,1
( − 1)tq ln

⎛

⎝

√

L2+u2
S − L

√

L2+u2
S+L

⎞

⎠

xS = 0

∑

tq=0,1
2(−1)tq ln

⎛

⎝
|xS| · (− 1+

√

1+(x2
S+u2

S)/L2
)

√

x2
S +u2

S

⎞

⎠

xS �= 0

197

ByS198

= μ0 J R
0

4π
199

×

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, xS = 0

∑

tq=0,1
2(−1)(tq+1)arcsin

⎛

⎝
uS · sgn(xS) · L

√

L2+x2
S

√

x2
S+u2

S

⎞

⎠

xS �= 0

200

uS = yS + 2h(1 − tq)/ cos β. (3)201

Local coordinate axes, xS and yS , for the rectangular sheet of202

the upper pole closer to the global x-axis (shown in Fig. 1),203

are rotated by (3π/2+β−α) with respect to the x- and y-axes.204

Local coordinates, xS and yS , of the upper pole sheet closer205

to the y-axis, are rotated by (3π/2−β −α) with respect to the206

x- and y-axes. Local yS-axis belongs to the plane of the sheet,207

whereas xS-axis is perpendicular to yS , as well as a sheet208

Fig. 2. Magnetic flux density for a finite straight thin wire. Current sheets
corresponding to the vacuum–ferromagnetic material boundary surfaces can
be regarded as collections of finite straight wires.

edge closest to the beam area. Sign of the BxS component for 209

the rectangular sheet closer to the y-axis is opposite than that 210

shown in (3). 211

Field points of interest for analytical modeling all belong to

AQ:1

212

the x-axis. Therefore, local coordinates are calculated using 213

xS = (x +a+d sin α−(b−d cos α)/ tan(α−β)) · sin(α−β) 214

yS = (x +a+d sin α−(b−d cos α)/ tan(α−β)) · cos(α−β) 215

+ (b−d cos α)/ sin(α−β)) (4) 216

for the rectangular sheet closer to the x-axis, and using 217

xS = (x +a−d sin α−(b+d cos α)/ tan(α+β)) · sin(α+β) 218

yS = (x +a−d sin α−(b+d cos α)/ tan(α+β)) · cos(α+β) 219

+ (b+d cos α)/ sin(α+β)) (5) 220

for the rectangular sheet closer to the y-axis. Due to symmetry, 221

the lower pole contributions are exactly the same as those of 222

the upper pole. Vertical magnetic flux density component due 223

to the rectangular sheets equals 224

By = ∓2BxS cos(α ∓ β) ∓ 2ByS sin(α ∓ β). (6) 225

Upper signs correspond to the sheet closer to the x-axis and 226

lower (plus) signs to the sheet closer to the y-axis. 227

Contributions to the magnetic flux density By , of all four 228

trapezoidal current sheets located at a distance z = ±L from 229

the xOy plane, are identical. These are obtained by numerical 230

integration of (2), taking care of different distances R and 231

angles θ1, θ2, in every integration step, as well as different 232

dB directions. With By determined everywhere along the 233

x-axis, relevant magnetic field parameters for analytical opti- 234

mization can be calculated. 235

The horizontal distance of the pole midline from the 236

CFM axis, a, is used as the scaling factor in the geometrical 237

description of a slanted dipole. Six parameters are used for 238

the description: normalized half-distance between the poles 239

of a dipole, b/a, slant angle, α, wedge angle, β, normalized 240

half-width of the poles, d/a, normalized half-height of the 241

poles, h/a, and normalized half-length of the poles, L/a, as 242

shown in Fig. 1. Size of the beam area, represented by the 243
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Fig. 3. Summary of the analytical optimization results. (a) Considered beam area, 2xb , is set equal to the horizontal distance between a pole and the CFM
axis, a, whereas the linearity coefficient S is required to be smaller or equal to 0.040. Sets of model parameters are depicted as areas in the space defined by
the pole positioning parameter, b/a, and the slant angle, α. Regions of the best field quality in terms of the bending and focusing coefficients embedded in the
parameters κ/κmax and popt , as well as the corresponding magnet geometry parameter combined of the slant and wedge angles, α + β, are shown in different
colors (shades of gray). (b) If the extended beam area (xb/a = 1) is considered and the beam quality parameter, κ = |Bst/B0| · |aG/B0|, is limited to the
half of the maximum obtainable, the Slim constraint is more stringent. The regions corresponding to S ≤ 0.040, S ≤ 0.060, and S ≤ 0.080 in the extended
beam area, which provide S ≤ 0.012, S ≤ 0.018, and S ≤ 0.025 in the main beam area, respectively, are shown in different colors (shades of gray). (c) Best
solutions conforming to the κ/κmax ≥ 60% requirement, under the restriction S ≤ 0.040, are shown as data points indicating the achieved combinations of
the linearity and bending coefficients for the two pole aspect ratios, L/d, depicted as circles and diamonds. The results are arranged with the wedge angle β
as a parameter. Increased β results in improved steering capabilities of the device.

normalized beam area radius, xb/a, and depicted by the green244

circle in Fig. 1, is taken as an additional parameter. Adopting245

variable ratio xb/a broadens the possibilities to optimize the246

position of the poles, as a is not fixed by the given beam area247

size. Although L/a can be considered a design parameter for248

short magnets, the CFM in our example is intended to steer249

and focus the beam over a longer distance of about 40 cm.250

Pole aspect ratio, L/d = (L/a)/(d/a), is therefore used as251

a parameter for the design space mapping. Its value is kept252

fixed in every optimization run, while b/a, α, β, d/a, h/a, and253

xb/a are varied. Different pole aspect ratios are investigated254

to account for the corresponding different widths of the pole255

tips.256

The most important parameters in assessing the quality of257

the magnetic field are the steering and focusing capabilities,258

as well as linearity of the magnetic flux density within the259

beam area, hence enabling wide range of operating currents260

for the two dipoles comprising the CFM. All parameters are261

calculated in the midplane between the upper and the lower262

part of the slanted dipole. Steering magnetic flux density is263

defined as264

Bst ≡ By(x = 0) (7)265

and the focusing gradient, G, is defined as the x-component266

of the magnetic flux density gradient along the x-axis, where267

both of the horizontal magnetic field components vanish268

G ≡ ∂ By
∂x

∣
∣
∣
x=0

. (8)269

Both Bst and G are calculated at the origin. The linearity coef-270

ficient of By is defined as the averaged discrepancy between271

the actual magnetic flux density and its linear approximation272

as Gx + Bst along the line segment x ∈ [−xb, xb]273

S = 2π

xbμ0 J0

∫ xb

−xb

|By − Gx − Bst|dx . (9)274

Please note the normalization of S by B0, B0 = μ0 J0/(4π).275

Due to the assumption of uniform magnetization, analytical276

model serves only to estimate the impact of varying geometri- 277

cal parameters to the overall field quality. Thus, it helps reduce 278

the range of parameters for further investigation. Bending and 279

focusing coefficients are scaled to B0 as well, and expressed 280

as Bst/B0 and aG/B0, respectively. 281

The limiting linearity coefficient, Slim, is defined and results 282

exceeding this limit are rejected. The optimization criterion is 283

taken to be κmax = max (|Bst/B0| · |aG/B0|), as in [12]. 284

Instead of adopting a single set of parameters corresponding 285

to κmax, a pool of the solutions is selected, such that κ = 286

|Bst/B0| · |aG/B0| does not fall below a certain percentage 287

of κmax. The best solutions pool usually does not exceed a 288

few percent of the initial design parameter combinations; this 289

percentage is denoted by popt. For example, if S ≤ 4% for 290

xb/a = 0.5 is required, sets of parameters resulting in κ larger 291

than 0.7 · κmax comprise 0.5% of the initial design parameter 292

combinations. Using the described procedure, regions of good 293

field quality to be further considered in the CFM design are 294

obtained. Separate pool of results is determined for every xb/a 295

value, since S increases for a larger xb/a and, consequently, 296

κ as a function of Slim decreases. Smaller xb/a corresponds 297

to the placement of poles farther away from the beam area. 298

Large xb/a leads to a smaller magnet size, which is desired, 299

while it can present an obstacle to attaining the required values 300

of the magnetic field parameters. Thus we adopt moderate 301

xb/a = 0.5 to represent the main beam area, with linearity 302

coefficient also checked in the extended beam area defined by 303

xb/a = 1.0. We set Slim = 4%, as the linearity coefficient in 304

the main beam area should not exceed 5% in the final design. 305

Field linearity is even improved after the numerical design, 306

as presented below. Therefore, a further tradeoff is possible 307

between the field linearity and magnet size. The summary 308

of the optimization results is shown in Fig. 3. Fig. 3(a) 309

shows the regions of the best magnetic field in terms of the 310

bending and focusing coefficients. Fig. 3(b) investigates the 311

effects of setting more stringent requirement of S ≤ 4%, 312

S ≤ 6%, and S ≤ 8%, for the extended beam area, resulting in 313

S ≤ 1.2%, S ≤ 1.8%, and S ≤ 2.5%, in the main beam area, 314
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Fig. 4. Influence of pole distance, b/a, and slant angle, α, on slanted dipole properties. The remaining design parameters are fixed to: β = 15°, d/a = 0.45,
h/a = 1.5, xb/a = 0.5, and L/d = 4.4. (a) Field linearity coefficient, S. (b) Normalized steering magnetic flux density, Bst/B0. (c) Focusing coefficient,
aG/B0. Parameter optimization requires a tradeoff between linearity and bending / focusing capabilities of the device.

respectively. Ranges of the two parameters that describe the315

pole positioning, b/a and α, are narrower than the ones in [12],316

as b/a > 2 produces weaker bending and focusing, while the317

linearity coefficient worsens for too small b/a. Similarly, previ-318

ous results show a slant angle variation from 30° to 75° to be a319

good optimization range for most purposes. The six-parameter320

data is represented against b/a and α, where multiple solutions321

with same b/a and α may be overlapping. When checking322

on pole position and angle α selected in [12], b/a = 1.65323

and α = 51°, these values fall into the region of excellent κ324

product, κ/κmax ≈ 0.7, with the linearity better than 4% within325

the main beam area. In the extended beam area, S ≤ 6%326

is achievable. Fig. 3(c) shows best solutions corresponding327

to the κ = 0.6 · κmax region in Fig. 3(a), rearranged with328

the wedge angle β as a parameter, indicating the achieved329

combinations of the linearity and bending coefficients. Wedge330

angle, β, is varied from zero up to the limiting value defined331

by either α − β = 0 or α + β = 90°. Average sum of angles332

α + β is very close to the maximal allowed value of 90°333

for the regions of best solutions in Fig. 3. As can be seen334

from Fig. 3(c), increased β enables stronger steering, while335

not necessarily impairing linearity.336

Fig. 4 shows the effect of varying pole position and slant337

angle on the linearity, bending and focusing coefficients, with338

other parameters fixed. There is a tradeoff between linearity339

on one side and bending and focusing capabilities on the340

other. In this model, as opposed to [12], the surface current341

density, J0, is kept constant rather than the total current, I .342

Thus, the material magnetization can be assumed to be almost343

uniform for different values of h/a. Increase of h/a produces344

only a slight increase of bending and focusing coefficients,345

along with a slight decrease in linearity. Effect of the pole half-346

width, d/a, is pronounced, with worse linearity and stronger347

bending and focusing in the case of wider poles. For h/a =348

1.5, d/a = 0.45, β = 15°, xb/a = 0.5, and L/d = 4.4,349

the obtained values of the field linearity, bending and focusing350

coefficients are 0.73%, 1.19, and −0.89, respectively.351

III. NUMERICAL PARAMETER OPTIMIZATION352

Unlike the analytical optimization utilizing the closed-form353

expressions or 1-D numerical integration, large number of354

parameters for the numerical optimization would result in 355

the unreasonably long design times. Based on the results of 356

analytical modeling, positioning of the poles is defined by 357

b/a = 1.65 and α = 51°, and relatively large pole half- 358

height, h/a = 1.45. At this point, size of the CFM has to be 359

determined, and we adopt the scaling parameter a = 100 mm, 360

which is commensurate with twice the radius of the main beam 361

area. This results in the total pole height of 2h = 290 mm, 362

whereas the planned CFM length is 2L = 400 mm. Pole width 363

has been shown to significantly impact the field quality, hence 364

the comparison of the two values is performed: 2d = 90 mm 365

and 2d = 156 mm. Parameter d corresponds to the width 366

of the pole face that is initially flat and will be shaped 367

subsequently. Wedge angle, β, has been varied between zero 368

and 30°, as an increase of the bending and focusing coefficients 369

is expected with the initial pole widening. Too large β could 370

lead to deteriorated linearity, without much further gain in 371

bending and focusing coefficients, due to the coupling with the 372

other slanted dipole. By means of numerical calculations, field 373

parameters and spatial distribution are accurately determined. 374

Calculations were performed utilizing the first-order node- 375

based elements for 3-D modeling in the Mermaid finite- 376

element suite for magnetostatics [24]. Although a notably 377

high magnetic flux saturation density material is considered 378

in the analyzed model, i.e., a measured BH curve of the 379

Steel 1010 [25], other standard magnetic materials, with lower 380

saturation densities, can be utilized just as well, with no influ- 381

ence on the proposed design and derived conclusions. First, 382

normalized magnetic field parameters are used for analytical 383

modeling. Second, maximal magnetomotive force assumed in 384

the final design, NI, represents 78% of the one corresponding 385

to the saturation of the Steel 1010. Please note that other high 386

quality steels can produce slightly different results, e.g., Steel 387

1008 yields less than only 1% difference in magnetic flux 388

density in the beam area, from the results reported here, with 389

up to 6% higher magnetic flux density inside the ferromagnetic 390

material. Examples of other BH curves showing high B-field 391

saturations, i.e., magnetic flux density over 2 T, can be found 392

in [26]. Energy error in all computational simulations was kept 393

below 0.035%. Effects of the pole width and wedge angle to 394

the magnetic flux density, illustrated in Figs. 5 and 6, are taken 395
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Fig. 5. Influence of the wedge angle, β, on the steering magnetic flux density and magnet efficiency, defined as ηNI ≡ Bst/NI, for two pole widths.
To account for the coupling between the two slanted off-centered dipoles comprising the CFM, magnetomotive forces in the two dipoles were set as
equal (NI1 = NI2 = NI). (a) Larger angles β result in the increased Bst, except where limited by the coupling. (b) Efficiency in utilization of magnetomotive
force, calculated as the obtained Bst per unit current, is higher for smaller NI and larger β. (c) Current coil cross section is reduced with the widening of
ferromagnetic wedge, as reflected in the increase of coil current density, J , with the increase in β. Magnetic flux density inside the ferromagnetic material,
BFe, is checked. As we assumed, the CFM is less sensitive to the coupling of its dipoles for larger currents NI, where the material is in saturation.

into account when defining these parameters. Shaping of the396

pole tips is explained with the aid of Fig. 7.397

As the magnetic flux density is dominated by the ferro-398

magnetic material contribution, and the limitations on current399

density exclude the realization of a very thin coil current sheet400

as supposed in the analytical model, the current coils in the401

numerical model fill the entire cross section between the angle402

α+β and the 90°. This is denoted in Fig. 1 by the outer wedges403

outlined by the dashed lines, and also in Fig. 8 as the current404

coils of the optimized CFM. Current coil cross section is thus405

reduced with the increase in wedge angle, β. Consequently,406

the coil current density, J , is increased as well as the magnetic407

flux density in the beam area, due to the wider pole shape.408

For the water-cooled coils, the commonly used rule of thumb409

value for maximal coil current density of 10 A/mm2 leads to410

Jmax in the range 7.4–8.4 A/mm2 when taking into account411

that water-cooling passages and insulation can comprise up412

to 25% of the actual cross section of the coils. When the two413

halves of the CFM are powered by magnetomotive forces of414

similar intensities, coupling by the material magnetization may415

hinder the effectiveness of further increase in angle β.416

Obtainable steering magnetic flux density, Bst, for different417

parameter settings is shown in Fig. 5(a). Comparison of418

different models is facilitated if we look at the coil current419

required to produce a desired Bst, as a measure of efficiency420

in utilization of magnetomotive force421

ηNI ≡ Bst

NI
. (10)422

Fig. 5(b) demonstrates that the utilization of weaker currents423

is generally more efficient; however, for very low currents424

we observe no gain in an increase of the wedge angle. (For425

a larger pole half-width, d , the limiting occurs at smaller426

angles β; yet, the produced field is stronger for a large d and427

the ηNI is therefore higher.) For moderate currents, the CFM428

is less sensitive to the coupling of its dipoles. For example, for429

the magnetomotive force of NI = 140 kA and 2d = 90 mm,430

the increase of β from zero to 10°, 15°, and 20°, results in an431

increase of Bst by a factor of 1.29, 1.42, and 1.54, respectively.432

In this case, ferromagnetic material is in saturation, as shown433

in Fig. 5(c) by the magnetic flux density,BFe, at the point434

Fig. 6. Influence of wedge angle, β, on the linearity coefficient, S, for two
pole widths. The effect, on the linearity coefficient, of varying pole width, d, is
much more pronounced than an increase in S with the increase in β. (a) Field
linearity in the main beam area is significantly better (S is lower) for the
narrower poles. (b) Field linearity in the extended beam area.

(x f , y f ) = (−135 mm, 165 mm). Data is represented as a 435

function of coil current density, J , which remains below the 436

critical value of Jmax = 8.4 A/mm2 for all the analyzed cases. 437

Additionally, only the four right-most data points in Fig. 5(c) 438

correspond to J > 7 A/mm2. Some of the calculation results 439

were left out due to large J , which is the reason, for example, 440

why the dark red curve, corresponding to 2d = 156 mm and 441

N I = 180 kA, shows only four data points instead of six. 442

Variation of the linearity coefficient, S, with the angle β 443

and the pole width, d , is shown in Fig. 6. For the numerical 444

model, linearity coefficient is normalized to Bst instead of B0 445

S = 1

2xb Bst

∫ xb

−xb

|By − Gx − Bst|dx . (11) 446

The effect of varying pole width, d , is much more pronounced 447

than an increase in S due to the increase in β. Therefore, the 448

pole width is adjusted first, based on the linearity requirements 449

and simulated data for various d and β. In our case, the 450

smaller d (2d = 90 mm) is adequate, as it keeps the linearity 451

coefficient for the main beam area about 1% and produces 452

moderately high magnetic flux density. The latter can be 453

further improved through the pole tips shaping. The wedge 454

angle is chosen as β = 20°, to avoid Bst limiting observed 455
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Fig. 7. Shaping of the pole tips aimed at preserving the obtained good linearity coefficient of the magnetic flux density in the beam area. (a) Magnetostatic
equipotential lines corresponding to the magnetic flux density component due to the ferromagnetic cores, which are outlined by the black dashed-dotted-dotted
lines. We extend the ferromagnetic cores so that the pole tip (green dots) conforms to the shape of an equipotential line (white dashed line). The resulting
increase in bending and focusing capabilities is obtained with minimal disruption to the shape of equipotential lines close to the x-axis and thus to the linearity
coefficient. (b) Equipotential lines after the pole tips correction for the magnetomotive force of the dipole on the right equal to zero. New (light green)
equipotential lines do not deviate a lot from the initial ones (dark red). (c) Comparison of equipotential lines after the correction (solid light green)
with the initial ones (dark red) for the magnetomotive forces of the two dipoles set equal. Actual pole tips after the correction are denoted by the black
dashed-dotted-dotted lines. There are no free currents inside the circles denoted by the white dashed lines.

for NI1 = NI2 = 100 kA at larger β. The corresponding coil456

cross section area equals 312.2 cm2. With the wedge shape457

completely defined, the next step is the design of pole tips.458

Placement of the pole surfaces closer to the beam area459

increases the magnetic flux density and thus the steering and460

focusing capabilities of the CFM. Care should be taken at this461

point to avoid the unwanted increase of the linearity coeffi-462

cient. We use the simple approach of shaping pole surfaces to463

conform to the already attained magnetic equipotential lines464

due to the ferromagnetic material. Magnetic scalar potential465

is defined for the source-free domains, where ∇ × H =466

∇ × (B/μ0 − M) = 0 and ∇ · H = −∇ · M. In the467

initial design, the region bounded by the white dashed lines468

in Fig. 7(b) and (c) is vacuum. We subtract the magnetic469

flux density for the current coils in vacuum from the one470

due to the coils and ferromagnetic cores, thus extracting the471

influence of the ferromagnetic. Component Bm , due to the472

magnetization M, can be represented as a scalar function473

gradient, Bm = −μ0∇φm . Horizontal components of Bm474

vanish along the x-axis due to symmetry. For the reference475

point R at infinity and the field point F , the magnetic scalar476

potential, φm , is obtained by the numerical integration477

φm =
∫ R

F
μ−1

0 Bm · dl = −
∫ yF

y = 0
x = xF

μ−1
0 By · dy. (12)478

Analysis for several magnetomotive forces of the left479

dipole (NI1), namely, 60, 80, 100, 120, and 140 kA, and480

NI2 = 0, results in the same shapes of the equipotential lines481

which differ only in the associated values of the potential.482

An arbitrary line can be used to fit the pole surface profile.483

We extend the ferromagnetic wedge toward the beam area and484

adapt the pole surface to the part of the chosen equipotential485

line between the wedge surfaces, as shown in Fig. 7(a). Com-486

parison of the newly obtained equipotential lines (light green)487

with the initial dark red ones reveals some deviation for a488

limiting case of NI2 = 0, i.e., when a single coil is on,489

but taking into account both ferromagnetic cores. There is490

almost no change in the line shapes for similar magnetomotive491

Fig. 8. Finally obtained CFM comprising the two slanted off-centered
dipoles (upper half). Optimized values of geometrical parameters are: a =
100 mm, b = 165 mm, d = 45 mm, h = 145 mm, L = 200 mm, α = 51°,
and β = 20°. Width of the coil cross section increases from w1 = 43 mm,
close to the pole tips, to w2 = 172 mm. The cross section area is 312.2 cm2.
Wide range of operating conditions is achieved using different magnetomotive
forces NI1 and NI2.

forces NI1 and NI2. Relevant field quality parameters before 492

and after the correction, for the two cases, are compared 493

in Tables I and II. We notice a slight linearity improvement, 494

as both the linearity coefficient and the maximal relative 495

error inside the beam area, denoted as M.R.E., are expressed 496

as a percentage of the steering magnetic flux density. For 497

NI2 = 0, an increase of Bst in comparison to the initial wedge 498

model ranges from 31% at 0.20 T (60 kA) to 8% at 0.30 T 499

(140 kA), along with an increase of focusing gradient, G, 500

of about 50%. When a strong dipolar field component is 501

desired, magnetomotive forcesNI1 and NI2 are taken almost 502

equal, resulting in a strong positive coupling between the two 503

dipoles. Such coupling is beneficial as it helps attain the higher 504

magnetic flux density. Compared to the initial model, Bst is 505

increased by 50% at 0.40 T and by 25% at 0.75 T. 506

If necessary, the linearity can be further improved by the 507

additional pole shaping. If acceptable from the standpoint of 508

coil current density and the required magnetic field parameters, 509

further reduction of the magnet size can be done in an iterative 510

procedure aimed at preserving the attained linearity and the 511

shape of the magnetic field lines. Finally, pole shaping with 512

the intent to optimize the magnetic field quality by reducing 513
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Fig. 9. Available combinations of steering magnetic flux density and focusing field gradient for the magnetomotive forces, NI1 and NI2, of the same signs and
moderate magnitudes between 60 kA and 140 kA. (a) Steering magnetic flux density from 0.6 T up to almost 1 T is achieved with the chosen wedge geometry
and pole surface placement. (b) Focusing gradient, G = ∂By/∂x|x=0 , of up to ±1.4 T/m can be attained in combination with the strong steering (Bst > 0.6 T.
(c) Linearity coefficient, S, for the above shown ranges of magnetomotive forces is excellent, below 1% for a large part of this region of CFM operation.

TABLE I

OBTAINED FIELD CHARACTERISTICS FOR

THE LEFT DIPOLE CURRENT ONLY

the higher multipole harmonics could be performed. Such514

additional pole shaping should utilize the methods similar to515

those described in [7] and [26].516

IV. SELECTION OF THE OPERATING CONDITIONS517

The upper half of finally obtained CFM is shown in Fig. 8.518

In order to define the available range of operating conditions519

for the final design, we performed the mapping of the field520

parameters of interest, Bst, G, and S, as well as of the521

magnetic flux density vector throughout the beam area. Both522

magnetomotive forces, NI1 and NI2, are allowed to take values523

from the [−140 kA, 140 kA] interval. Sets of operating524

diagrams that correspond to different magnetomotive force525

ranges are used to locate the pairs (NI1, NI2) that produce526

the desired steering and focusing of the beam. For example,527

the dependence of the magnetic flux density, focusing gradient528

and linearity coefficient on the (NI1, NI2) pair is presented by529

the diagrams in Fig. 9, for the strong steering (Bst > 0.6 T)530

TABLE II

OBTAINED FIELD CHARACTERISTICS FOR EQUAL DIPOLE CURRENTS

achieved using the coil currents in the [60 kA, 140 kA] range. 531

When using a single coil current, larger focusing gradients of 532

up to 4 T/m are available, compared to maximal 1.4 T/m for 533

the combinations illustrated in Fig. 9. Even stronger focusing 534

is available by the magnetomotive forces of the opposite signs, 535

albeit combined with very weak steering. 536

The two limiting field requirements from [18] are easily 537

achieved, with an excellent magnetic field quality in the main 538

beam area. For the beam of protons which are accelerated 539

as H− ions, Bst = 0.70 T is required and no focusing is 540

needed. Magnetomotive forces should be set as NI1 = NI2 = 541

70.91 kA, resulting in the linearity coefficient S = 0.95% 542

for the main beam area and S = 0.99% for the [−100 mm, 543

100 mm] interval. Maximal relative error of Bst is 1.88% 544

and 2% for the two beam areas, respectively. The reported 545

required coil current density, J = 2.27 A/mm2, being rather 546

low, provides a vast space of tolerance for manufacturing of 547

the required ampere-turns. Namely, depending on the actual 548

size and shape of the conductor, as well as the actual space 549
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taken up by the water-cooling passages, it might be necessary550

to use higher current density to compensate for fewer ampere-551

turns. Ion beam accelerated as H +
2 requires By = −1.00 T/m ·552

x − 0.15 T in the main beam area. It is achieved using553

NI1 = −8.55 kA and NI2 = −9.75 kA, with S = 0.59%554

and maximal error of 1.66% in the main beam area. Maximal555

deviation from the requirements at the edges of the extended556

beam area equals 18.56%, increasing the overall linearity557

coefficient to 4.59%.558

V. CONCLUSION559

The design procedure for CFMs is outlined. It can serve:560

1) to determine the limits to the regions of parameters resulting561

in the desired beam steering and focusing along with the562

acceptable magnetic field linearity; 2) to assess the ranges563

of the desired functions that can be jointly achieved; and564

3) to optimize magnet parameters according to specifications.565

It is illustrated by performing the detailed design of the566

previously proposed CFM for the stripping extraction system567

of a multipurpose cyclotron. With the careful exploration568

of the design space, we fulfilled the field linearity require-569

ment, simultaneously achieving somewhat stronger steering570

and focusing capability of the device than with the previously571

considered simple model of the proposed device. The limiting572

reference fields from [18] are achieved in the two cases with573

a very comparable quality. The gain of the newly proposed574

design strategy is best illustrated by the reduction of the device575

length, from 2L = 800 mm to 2L = 400 mm, as well as576

by the significantly lower required magnetomotive forces and577

current densities. Magnetic flux density of 0.7 T is obtained578

for the equal coil currents of 70.91 kA, i.e., the current density579

of 2.27 A/mm2, in the two dipoles. The newly obtained results580

demonstrate that the stronger steering and focusing could581

be achieved if required, by increasing magnetomotive forces,582

device length, or by additional pole surface adjustments if583

necessary.584
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Abstract
Utilization of graphene covered waveguide inserts to form tunable waveguide resonators 
is theoretically explained and rigorously investigated by means of full-wave numerical 
electromagnetic simulations. Instead of using graphene-based switching elements, the 
concept we propose incorporates graphene sheets as parts of a resonator. Electrostatic tuning 
of the graphene surface conductivity leads to changes in the electromagnetic field boundary 
conditions at the resonator edges and surfaces, thus producing an effect similar to varying the 
electrical length of a resonator. The presented outline of the theoretical background serves to 
give phenomenological insight into the resonator behavior, but it can also be used to develop 
customized software tools for design and optimization of graphene-based resonators and 
filters. Due to the linear dependence of the imaginary part of the graphene surface impedance 
on frequency, the proposed concept was expected to become effective for frequencies above 
100 GHz, which is confirmed by the numerical simulations. A frequency range from 100 GHz  
up to 1100 GHz, where the rectangular waveguides are used, is considered. Simple, all-
graphene-based resonators are analyzed first, to assess the achievable tunability and to check 
the performance throughout the considered frequency range. Graphene–metal combined 
waveguide resonators are proposed in order to preserve the excellent quality factors typical for 
the type of waveguide discontinuities used. Dependence of resonator properties on key design 
parameters is studied in detail. Dependence of resonator properties throughout the frequency 
range of interest is studied using eight different waveguide sections appropriate for different 
frequency intervals. Proposed resonators are aimed at applications in the submillimeter-wave 
spectral region, serving as the compact tunable components for the design of bandpass filters 
and other devices.

Keywords: tunable circuits and devices, submillimeter-wave devices, graphene, boundary 
conditions, graphene–metal combined waveguide resonators

(Some figures may appear in colour only in the online journal)

1. Introduction

Millimeter and submillimeter wave regions of the electro-
magnetic (EM) spectrum are traditionally utilized in astro-
physics, remote sensing, defense and security, as well as in 
biomedical imaging applications [1–4]. Recently, there has 

been an increased interest in utilization of these frequencies 
in a range of commercial applications, including broadband 
communications, motivated mainly by the availability of large 
bandwidths required for the multigigabit short-range wireless 
communications [5]. Consequently, there is a constant advance 
in the development of components and systems for millimeter 
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and submillimeter wave frequencies [6–8]. A major limiting 
factor hindering broader exploitation of this spectral region 
for some time is the shortage of efficient low-cost power 
sources. With the recent increased research efforts in this 
direction, more efficient power sources are to be devised [4]. 
Another difficulty to be resolved is the choice of appropriate 
materials for the design of devices and systems operating in 
this spectral region, i.e. at the boundary between microwaves 
and optics. Performance of PIN and varicap diodes, tradition-
ally employed to obtain frequency reconfigurability and tun-
ability, deteriorates with frequency. Micro electro-mechanical 
systems are used as an alternative; however, their switching 
speed is typically much lower and their power handling capa-
bility is low. Hence, there is a need to investigate alternative 
methods for attaining frequency tunability.

Graphene emerged, relatively recently, as a promising new 
material for photonics applications. In addition to its superior 
structural, mechanical and electrical properties, its electrically, 
magnetically and optically controllable conductivity makes it 
a good choice for the realization of tunable or reconfigurable 
components and devices. EM field interaction with graphene 
at terahertz frequencies has been successfully investigated for 
a variety of applications including plasmonic antennas, wave 
modulators, and terahertz lasers [9–15]. Possible utilization of 
this controllable conductivity in the millimeter and submillim-
eter wave range has yet to be addressed more thoroughly. The 
method for microwave and millimeter wave characterization 
of graphene surface impedance, presented in [16], has been 
illustrated by material characterization at X and Ka bands. The 
reactive component of surface impedance at these frequencies 
is not large enough to produce significant frequency tunability, 
regardless of the wave attenuation in graphene. Frequency 
independent surface inductivity, as well as the resistivity of 
graphene, leads to a linear increase of the reactive comp-
onent—versus the resistive impedance component ratio in the 
considered frequency range [17, 18]. We show here that rea-
sonable tunability can be achieved for frequencies above 100 
GHz using the electrostatic tuning.

Rectangular waveguides and rectangular waveguide reso-
nators are an attractive solution for millimeter and submil-
limeter applications requiring large power handling capability 
along with reasonably low losses. An additional good prop-
erty of rectangular waveguides is the fact that they have a 
wide bandwidth of operation within the monomode regime. 
Dimensions and corresponding frequency ranges for the com-
mercially available waveguide sections [19, 20] operating at 
frequencies from about 100 GHz up to 1100 GHz are listed 
in table 1. A good five percent tunability has been achieved 
in our preliminary study [18] using graphene-based resona-
tors, where the focus was on the 300 GHz frequency, which 
is currently investigated as a good candidate for employment 
in the multigigabit short-range wireless communications. This 
work presents a significant extension of [18], where we have 
presented only a proof of concept that the chosen method of 
attaining frequency tunability could be successfully employed 
at higher frequencies. We here start with the development of 
theoretical expressions for EM fields in the vicinity of the 
proposed waveguide discontinuities, which for the first time 

give some physical insight into functioning principles of the 
suggested devices. Physics of graphene-based resonators is 
further illustrated in section 3, where an appropriately chosen 
example shows the impact on the EM boundary conditions 
and thus the field distribution of four distinct choices of the 
graphene stripe widths. The developed theoretical expres-
sions are also applicable to other 2D materials that could 
be developed in the future. In addition, they can be directly 
embedded in the specialized filter design software. Moreover, 
the necessity to perform certain trade-offs among the design 
parameters, indicated in [18], is now thoroughly investigated. 
In addition to the illustrative examples showing the resonance 
curves, detailed numerical EM analyses of the dependence of 
the tunability range, insertion loss, and loaded quality factor 
on the graphene stripe width are performed, systematically 
varying the width of the graphene stripe from nonexistent to 
completely covering the E-plane insert in steps of 2.5% of the 
insert length. Finally, the dependence of graphene-based wave-
guide resonator properties on the frequency is investigated.

We propose and investigate here applications of graphene 
in waveguide resonators in the spectral region from 100 to 
1100 GHz. For the proposed applications we present the 
theor etical background and thorough numerical validations 
using rigorous full-wave computational simulations based on 
the method of moments (MoM), and the finite element method 
(FEM) algorithms. In analyses we consider standard rectan-
gular waveguide sections  as canonical examples for invest-
igation of graphene efficiency in the considered frequency 
range, noting that graphene can be employed in the surface 
integrated waveguides and the hollow integrated waveguides 
as well. In particular, we study a single resonator, as a basic 
building block for millimeter and submillimeter wave filters.

An E-plane insert, considered in this study, is a waveguide 
discontinuity often employed in all-metal resonators and fil-
ters due to its simplicity and potential for accurate realiza-
tion. Analytical expressions are initially derived to provide 
valuable insight into the underlying physical mechanisms of 
graphene-based resonator operation. However, equivalent ana-
lytical models of E-plane inserts exhibit nonlinear frequency 
dependence around the desired central frequency of operation. 
Hence, accurate analysis of E-plane inserts requires numer-
ical simulations or optimization algorithms [21]. Moreover, 
losses in graphene are higher than in the purely metallic parts 
of the surrounding resonator structure, hence mandating full-
wave numerical computations of wave propagation. Detailed 
investigation of the proposed structure is conducted using the 
full-wave computational EM analysis tools based on the MoM 
and FEM, namely utilizing, respectively, the state-of-the-art 
commercial software packages WIPL-D [22] and HFSS [23].

2. Theoretical background

Standard rectangular waveguide section containing the reso-
nator, which consists of two equally sized and symmetrically 
placed E-plane inserts, is shown in figure 1. The length of an 
E-plane insert, lT, is represented as l l lT M G= +  to include the 
case where only a part of an insert (of length lG) is covered 
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by graphene. Propagation of the transverse electric (TE) and 
transverse magnetic (TM) modes is supported above the cutoff 

frequency, given by f m a n b 4mnc,
2 2(( / ) ( / ) )/ εµ= + , with 

integer m and n. These modes can be derived from a magnetic-
type Hertzian potential and from an electric-type Hertzian 
potential, respectively [24]. Dominant mode of propagation 
is the TE10 mode, since a  >  b is usually considered. For stan-
dard waveguides a b2= , so that f f f2c,20 c,01 c,10= =  and 

f f5c, 11 c, 10= , allowing for as large as possible single-mode 
bandwidth from fc, 10 to f2 c, 10. Air filled waveguides are used 
in our analysis, with permittivity ε  =  ε0 and permeability 
μ  =  μ0.

Waveguide discontinuities lead to the excitation of higher 
order evanescent modes, which vanish at a distance from the 
discontinuity planes; however, changes are introduced in the 
reflection from and transmission through the considered sec-
tion. Due to similarity of waveguide modal field solutions 
and wave propagation along a transmission line, formally 
identical systems of equations can be written for the modal 
field solutions and transmission line voltage and current rela-
tions. Namely, each mode can be represented as an equivalent 
transmission line, thus a circuit representation of waveguide 

discontinuities is possible. This is often utilized to facilitate 
analytical description of waveguide discontinuities.

2.1. All-metal E-plane resonators

Waveguide resonators and bandpass filters consisting of all-
metal E-plane inserts were introduced as an answer to the 
need for an efficient, low cost, device, which can easily be 
 mass- produced with desired accuracy [25]. Ever since, all-metal 
inserts remain appealing due to their small size and low losses.

Variational expression for the normalized admittance of 
an inductive insert is obtained according to [24], leading to 
the normalized dominant mode equivalent circuit of the dis-
continuity shown in figure 1(b). The equivalent symmetrical 
T-circuit of an E-plane insert can be symmetrically embedded 
in a length of a waveguide, incorporating the electrical length 
of φ/2 on each port. With the convenient choice of φ, equiva-
lent T-circuit acts as an impedance inverter, or K-inverter, in 
a very narrow frequency range. In an idealized impedance 
inverter, impedance seen at one port, Z, appears at the other 
port as Z K Zinv

2/= . In the case of an E-plane insert, how-
ever, parameter K has nonlinear frequency dependence and 

Table 1. Rectangular metallic waveguides: frequency bands and waveguide dimensions.

EIA designation/ 
extended MIL [17]

IEEE  
designation [16]

Frequency  
range (GHz)

Cut-off (TE10)  
frequency (GHz)

Aperture  
width a (μm)

Aperture  
height b (μm)

WR-10 WM-2540 75–110 59.01 2540.0 1270.0
WR-8 WM-2032 90–140 73.77 2032.0 1016.0
WR-6 WM-1651 110–170 90.79 1651.0 825.5
WR-5 WM-1295 140–220 115.75 1295.0 647.5
WR-4 WM-1092 170–260 137.27 1092.0 546.0
WR-3 WM-864 220–330 173.49 864.0 432.0
WR-2.8 WM-710 265–400 211.12 710.0 355.0
WR-2.2 WM-570 325–500 268.15 559.0 279.5
WR-1.9 WM-470 400–600 318.93 470.0 235.0
WR-1.5 WM-380 500–750 393.43 381.0 190.5
WR-1.2 WM-310 600–900 491.47 305.0 152.5
WR-1.0 WM-250 750–1100 590.15 254.0 127.0

Figure 1. Waveguide resonator comprising two equal and symmetrically placed E-plane inserts: (a) the usual case of all-metal inductive 
inserts of the resonator, and (b) the normalized dominant mode equivalent circuit. When the resonator E-plane inserts consist of graphene 
layers, their surface impedance can be controlled via the bias voltage, influencing EM field distribution in the vicinity of waveguide 
discontinuities of total length lT. The resulting effects are similar to the effects of varying the effective resonator length by changing the 
distance, lrez, between the inserts. For the improved stop-band performance there should be the least difference in EM field distribution 
around the outer resonator edges, compared to the case of perfectly conducting inserts. This is addressed by applying graphene stripes, of 
length lG, only along the inner edges of the resonator E-plane inserts, whereas the remaining part of each insert, of length lM, is metallic.
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can serve only as a first step approximation. Upon the calcul-
ation of equivalent circuit reactances Xs, Xp, normalized with 
respect to the waveguide characteristic impedance for the 
dominant mode, ZC, the electrical length φ is chosen as

X X Xarctan 2 arctan ,p s s( ) ( )φ = − + − (1)

in order to approximate the equivalent circuit as a K-inverter 
defined by:

K
X

X X X
tan 2 arctan

2

1 2
.

p

p s s
2

( ) =
+ +

 (2)

The normalized reactances, Xs and Xp, are functions of the 
length, lT, of an E-plane insert. Frequency dependent para-
meters φ and K are in the first approximation calculated at some 
predefined ‘center’ frequency, f0. The electrical length rezθ , 
corresp onding to the distance between the two inserts, lrez, is 
then calculated taking into account the waveguide wavelength 
and subtracting the φ/2 electrical lengths of the two impedance 
inverters, in this case equal. In accordance with the resonator 
and filter synthesis using the half-wave prototypes, the resulting 
electrical length must be equal to π at the frequency f0:

l af2 1 .
a

rez rez 0 0 0
2( )θ ε µ φ π= − − =π (3)

Given Xs and Xp, the dimensions of a resonator can be approx-
imately determined using (1)–(3).

To determine Xs and Xp, EM field in the vicinity of the insert 
of width g has to be represented as a sum of modal field solu-
tions including the higher order modes, for the rectangular 
waveguide of width a and height b, on one side of the discon-
tinuity plane, and for the two waveguides of width a g 2( )/−  
and height b, on the other side of the discontinuity plane. (Due 
to symmetry, only odd modes are required for the main wave-
guide.) A sufficient finite number of modes in an expansion has 
to be matched over the discontinuity plane, whereas the sum of 
field components at the metallic insert tends to zero (exactly 

Figure 2. Waveguide discontinuity comprising a dielectric slab of 
finite length, lT, and thickness, d, and a layer of metallization or 
graphene of negligible thickness covering the dielectric slab side 
along the midline of the waveguide. The coordinate system shown 
is used in analytical expressions throughout the paper.

2.2. Dielectric slab with and without conductive layer

If a metallic E-plane insert, or any part of it, is to be replaced 
by graphene, a dielectric holder is needed as a support. Phase 
shifts of the guided wave, introduced by the dielectric slab, 
should be accounted for in the resonator design. In our case, 
dielectric slab of finite length, lT, is placed asymmetrically as 
shown in figure 2, so that a very thin layer of metallization 
or a graphene layer runs along the midline of the waveguide. 
An excellent example of analysis of asymmetrically placed 
dielectric slab, without the conductive layer, is given in [26] 
including the complete final expressions needed to numer-
ically calculate the scattering matrix. A very limited outline 
of the major derivation steps pertinent to the special case in 
figure 2 will be given next.

Since the discontinuity is uniform along the y-axis, higher 
order modes excited at the junction are the TEm0 modes. The 
appropriate x-component of the Hertzian vector potential for 
the considered case is

∑

∑

∑

∑

=

+

+ + +

− + + +

+
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=

∞
−
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−
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(5)

equals zero for the perfect electric conductor (PEC)). For an 
accurate solution, computer aided calculations are required.

Alternatively, a commercial computer aided engineering 
(CAE) software tool can be used to determine the disconti-
nuity scattering parameters, for different lengths of an insert 
in some predefined range of values. Equivalent T-circuit nor-
malized reactances are obtained from S-parameters as:

X
S S

S S
X

S

S S
j

1

1
, j

2

1
.s

11 21

11 21
p

21

11
2

21
2( )

=
+ −
− +

=
− −

 (4)

Three components of the EM field vanish, namely: E 0x = , 
H 0y = , E 0z = . The nonzero components of the EM field are 
calculated using:

E
Q

z
H Q

Q

x
H

Q

x z
j , , .y

x
x x

x
z

x
0

2
0 0 r

2

2

2

ωµ ω µ ε ε=−
∂
∂

= +
∂
∂

=
∂
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(6)

In the above, f2ω π=  is the angular frequency and rε  is the 
relative permittivity, considered equal to unity everywhere 
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except in region II, which is defined by (5) for the coordi-
nate system given in figure 2. Equality of the tangential field 
components, Ey and Hz, at the region’s interfaces at x a 2/=  
and x a d2/= +  yields a system of linear equations. For a 
non-trivial solution, the system’s determinant has to vanish, 
leading to a transcendental equation for the transverse mode 
propagation constants in air, kxm

A , and in dielectric, kxm
D :

⎛

⎝
⎜

⎞

⎠
⎟

k d
k

k
k k d

k

k
k d k k d

tan tan tan

tan tan tan 0.

xm
xm

xm
xm

a
xm

a

xm

xm
xm xm

a
xm

a

D
D

A
A

2

A

2

D

A

2
D A

2

A

2

+ + −

− − =

( )( ) ( ) ( ( ))

( ) ( ) ( ( ))

 

(7)

Both kxm
A  and kxm

D  are expressed in terms of the longitudinal 
propagation factor kzm, which is equal for regions II, III, and 
IV, defined by (5) and figure 2. Equation  (7) is numerically 
solved for kzm, further determining

ε ω µ ε= − = − =k k k k k k k, , .xm zm xm zm
A 2

0
2 2 D 2

r 0
2 2

0
2 2

0 0 (8)

With respect to the longitudinal propagation factors of the 
main waveguide, kzm

I , obtained from k k m a/zm
I 2

0
2 2π= −( ) , 

ampl itudes of the modal propagation constants, kzm, are larger, 
implying shorter modal wavelengths. Considering the TE10 
mode, the only one that can actually propagate in the main 
waveguide, the discontinuity section can be viewed as if it is 
filled with material of an equivalent dielectric constant reε , 
given by k k azre 0

2
1

2 2( ( / ) )ε π= +− , reducing the phase velocity 
by a factor of reε . The phase shift introduced by the di electric 
slab is approximately equal to

⎛
⎝
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⎟l k k .z

a
D T 1 0

2 2
θ∆ = − − π( ) (9)

If the dielectric slab side at x a 2/=  were covered with a 
negligibly thick PEC sheet g 0( → ), the boundary conditions 
would dictate the vanishing of the tangential field components, 
Ey and Hz, at both sides of the PEC sheet. This simplifies the 
field equations derived from the following x-component of the 
Hertzian potential:
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(10)

using dependencies given in (8). For a metal of finite con-
ductivity mσ , and permeability 0µ , surface impedance of the 

thin metal sheet can be calculated as Z f1 j mS 0( ) /π µ σ= + . It 
corresponds to the ratio of the total tangential electric field 
component and total tangential magnetic field component at 
any point on a surface, i.e. Z E Hy zS /=  for a thin metallic sheet 
located at x a 2/= . The attenuation is small and EM field dis-
tribution is almost identical to the PEC case.

2.3. Influence of the graphene surface conductivity

Surface conductivity of graphene, in the considered range of 
frequencies, stems solely from the intraband contributions. It 
is given by [17, 27]

T
q k T

k T
, , ,

j

j2
2 ln e 1 ,k Tc

e
2

B

2
c

B

c

B( )
( )

( )
⎛
⎝
⎜

⎞
⎠
⎟σ ω µ

π ω
µ

Γ =
−

− Γ
+ +

µ
−

�
 (12)
where ω is the angular frequency, cµ  is the chemical poten-
tial of graphene, Γ represents the carrier scattering rate, T is 
the temperature, and kB the Boltzmann constant. The chem-
ical potential, cµ , k TB  product, as well as the scattering rate, 
Γ, are expressed in electronvolts, although Γ in s 1−  is used 
in (12). Elementary charge and the reduced Planck constant 
are denoted as qe and �, respectively. Room temperature, 
T 300 K= , is assumed throughout the paper. The above equa-
tion  is accurate at room temperature, in the millimeter and 
submillimeter wave frequency range where spatial-dispersion 
effects are negligible, provided that there is no magnetic 
field bias. The chemical potential, cµ , depends on the level of 
chemical doping; however, it is also tunable using the relation 
between the chemical potential and the electrostatic bias field, 
Ebias [27]:

v

q
E 1 e 1 e d .k T k T0

2
F
2

e
bias

0

1 1
c B c B∫

ε π
= ϑ + − + ϑµ µ

+∞
ϑ− − ϑ+ −�

[( ) ( ) ]( )/ ( )/

 (13)
Electrostatic bias field, perpendicular to the graphene sur-
face, is created by applying the bias voltage across the capac-
itor formed by the graphene layer and the gating electrode, 

In the above, = − π( )k kzm
I 2

0
2 2m

a
 and k k m a2 /zm

IV 2
0
2 2π= − ( ) , 

whereas k k kzm zm zm
II III= =  is obtained from

k d
k

k
k dtan tan 0,xm

xm

xm
xm

aD
D

A
A

2
( ) ( ( ))+ − = (11)

separated by a thin dielectric layer. A metallic gating electrode 
in proximity to the graphene layer would affect the EM wave 
propagation; a metallic layer parallel to the graphene surface 
would itself present an E-plane insert, masking the effects of 
the tunable conductivity of graphene. Therefore, another gra-
phene layer has to play the role of the gate electrode. Utilization 
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of such all-graphene gating and the graphene stacks, struc-
tures composed of two or more graphene layers separated 
by electrically thin dielectrics, has been theoretically inves-
tigated and experimentally verified [9, 12, 28–30]. Alumina, 
Al O2 3, is often employed as the dielectric layer in-between the 
graphene sheets. We will assume a 100 nm thick Al O2 3 layer, 
which is thick enough to neglect the quantum capacitance of 
graphene, but still sufficiently thin to allow for the low bias 
voltages of the graphene-based top gate. From the point of 
view of EM wave propagation, the described graphene stack 
is electrically very thin and the boundary conditions can be 
assumed constant throughout the graphene stack. Likewise, 
very small slits needed to connect the outer voltage generator 
to the two graphene layers are not deemed influential on the 
EM field distribution along the resonator edges nor the further 
EM wave propagation. Without the loss of generality, we will 
perform numerical EM modeling of the proposed structures, 
replacing the graphene stacks with single layers of negligible 
thickness exhibiting tunable surface conductivity. All of the 
results will be given for several chemical potentials in the 
range of interest, rather than for the corresponding bias volt-
ages, thus allowing for easier interpretation of results, once 
actual biasing conditions and the equivalent total stack con-
ductivity are determined [29]. The Fermi velocity in graphene 
is v 10 m sF

6 1≈ −  and the chemical potential is easily tuned 
in the range (−1 eV, 1 eV). Graphene surface impedance, 

Z R Ljg g gω= + , is obtained directly, with the surface resist-
ance and surface inductance given by

R
q

L L
q k T

2 ,
2 ln e 1

.
k T

g
e

g g

2

e
3

B k T
c

B
c B( )( )/( )

π
= Γ =

+ +µ−µ�

�

 (14)

The Boltzmann constant k 8.617 3325 10 eV KB
5 1= × − −  and 

the reduced Planck constant 1.054 571 726 10 Js34= × −�  are 
used, whereas cµ  is varied in the range (−1 eV, 1 eV).

If in the dielectric slab configuration shown in figure  2, 
the slab side located at x a 2/=  is covered with a graphene 
layer, the EM field at this boundary surface will be signifi-
cantly reduced compared with the pure dielectric slab. This 
effect is brought by the graphene conductivity, leading to the 
resonating effect when there are two conducting surfaces as in 
figure 1. Still, the EM field at x a 2/=  will be far from zero, 
due to the finite, much larger than in the metallic case, real 

part of the surface impedance, R fg 0 m/π µ σ� , in the fre-
quency range of interest. The real part of the surface imped-
ance induces attenuation of the guided wave, whereas the 
imaginary, reactive component of the surface impedance is 
responsible for the resonant frequency shift. This is illustrated 
in figure 3, for the standard WR-3 waveguide section. High 
quality, low resistivity graphene, should be used to minimize 
losses.

Figure 3. Effects on the resonator parameters of (a) the graphene surface inductance only, with Rg set to zero, (b) the realistic graphene 
surface impedance, and (c) the quartz support thickness. Standard WR-3 waveguide section with lrez  =  360 μm, and lT  =  280 μm 
completely covered by the graphene layers, was analyzed. Scattering parameters for the all-metal case, with the f 300.75 GHzrez

M = , are 
presented by the dash–dot–dot line in all graphs. In part (a), the dashed lines correspond to the 2D graphene sheet without a dielectric 
support revealing the tunability effect due to the graphene only, whereas the solid lines show the combined resonant frequency shifts and 
tunability due to the graphene-on-quartz. Additional phase shifts introduced by the dielectric slab are functions of the graphene surface 
inductance, resulting in a broader tunability range when the dielectric support is used. Different line colors (shades) in parts (a) and 
(b) correspond to the graphene chemical potential values given in the legend. Scattering parameters accounting for the realistic loss in 
graphene-on-quartz resonators are shown in part (b). Results of an investigation into the effect of the quartz thickness on S-parameters are 
shown in part (c), through a comparison of S-parameters for two values of graphene chemical potential: 0.4 eV and 1.0 eV. Larger thickness 
yields a slightly broader tunability range, however at the expense of a larger shift between the reflected and the transmitted wave and 
somewhat worse quality factor (line colors/shades are explained in the legend). Therefore, the dielectric support should remain thin.
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The appropriate x-component of the Hertzian vector poten-
tial is again given by (5). There is no need to introduce the 
new region at x a 2/= , since the total tangential electric fields, 
Ey, can be considered constant at both sides and throughout 
the graphene layers belonging to the electrically thin conduc-
tive sheet. At the interface of regions II and III, where there 
are no free charges or currents, Ey, as well as Hz, have to be 
continuous over the interface. In order to satisfy the electric 
field boundary conditions at the graphene surface at x a 2/= , 
and at x a d2/= +  boundary, we have to enforce the equality 
of the longitudinal propagation factor, kzm, for regions II, III, 
and IV. Resulting from the total Ey, the surface current density 

of the graphene sheet equals E Z EJ y y y yS g
1^ ^σ ι ι= = − . It is also 

related to the tangential magnetic fields at x a 2/= , through 

n H HJ z z zS
IV II( )ι̂= × −� , where n x̂ι≡−�  represents the region 

IV surface normal. We thus develop the field components, 
Ey and Hz, in regions II, III, and IV using (6). Appropriate 
boundary conditions lead to the following system of equations:

ωµ
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(15)

For a non-trivial solution, the system’s determinant has to 
vanish, yielding
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(16b)

In the limit Z 0g → , we have to multiply the equation  (16a) 
with Zg. The only remaining non-zero terms result in 

k k d k dsin tan tan 0xm
a

xm
k

k xm
aIV

2
D A

2
xm

xm

D

A+ − =( )( ) ( ) ( ( )) , leading to  

equations  (10) and (11). In the limit Zg →∞, we obtain 
1gξ ≡ , and (16a) reduces to equation (7), describing the purely 

dielectric slab.
In between the two limits, Zg modifies the EM fields signif-

icantly, depending on intrinsic material properties, frequency, 
and the applied bias field. With a change in Zg, evanescent 
higher order modes of the coated surface at x a 2/=  decrease 

in magnitude with varying longitudinal propagation factors. 
As a result, elements of the equivalent T-circuit in figure 1(b) 
become tunable. Changes in the equivalent circuit elements 
are reflected in the varying appropriate electrical length φ 
needed to obtain the function of the K-inverter element, further 
affecting the total electrical length of a resonator, rezθ . In short, 
the tunable graphene surface impedance can be considered as 
a tunable effective length of the E-plane inserts, changing the 
length of a resonator, and thus leading to the change in its 
resonant frequency. As the modifications of resonator length 
are desired, there is no benefit in changing the overall length 
of the section comprising the two E-plane inserts, i.e. the all-
metal inserts exhibit the best stop band performance. This led 
us to the proposal of the graphene–metal combined waveguide 
resonators, where an inner side of each E-plane insert adja-
cent to the resonator, lrez, is coated with graphene, whereas the 
rest of the inserts is purely metallic. With the aid of numerical 
simulations, different configurations will be analyzed and 
compared in the following sections.

2.4. Full-wave EM analysis

The numerical simulations assume quartz as a support for 
graphene layers and a thin film metallization. This choice has 
been motivated by two reasons. Firstly, fused silica quartz is 
an excellent substrate for the millimeter and submillimeter 
wave applications due to the relatively low dielectric con-
stant and a small loss tangent. Secondly, quartz is a substrate 
material highly compatible with graphene. In addition to very 
usual wet-etching techniques for the transfer of graphene 
films grown on another substrate [31], there are also many 
recent techniques for direct generation of graphene on quartz, 
e.g. laser-based direct synthesis [32]. Reasonable adhesion 
of metallic thin films, copper (Cu) and gold (Au), on quartz, 
requires somewhat more complicated deposition techniques. 
Thin film metallization on quartz is usually comprised of two 
layers, the first one being a strongly oxidized metal such as 
chromium or titanium [33, 34]. The quartz dielectric constant 
and loss tangent equal 3.78rε =  and tan 0.000 228δ = , respec-
tively. Quartz substrate thickness for the WR-3 waveguide is 
chosen as the commercially available 50 μm. For consistency, 
the ratio of quartz support thickness and the waveguide broad 
wall is kept equal to d a 1 16/ /=  for all considered waveguide 
sections, given in table 1. Close to 1 THz, a different material 
might be a better choice. In that case, phase shift and loss 
could differ with the same qualitative behavior of resonators.
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In the analyses of the graphene–metal combined waveguide 
resonators we assume a thin film metallization of Cu for the 
WR-6, WR-4 and WR-3 waveguide sections, and a thin film 
metallization of Au in all other cases. The skin effect has been 
modeled accordingly, taking the DC conductivities of Cu and 
Au, 58.0 MS mCu

1σ = −  and 41.0 MS mAu
1σ = − , respectively. 

It has been shown previously, that the losses in graphene stripe 
were dominant in comparison with metallization as well as 
dielectric loss [18]; therefore, the effects of the metallization 
surface roughness were not considered here.

As mentioned above, the surface conductivity of graphene 
at room temperature, for a given frequency, depends on the 
chemical potential of graphene, cµ , and the carrier scattering 
rate, Γ. The chemical potential, related to the level of chem-
ical doping and the applied electrostatic bias field, is easily 
tuned in the range (−1 eV, 1 eV), with the  ±(0.2 eV, 1.0 eV) 
interval of interest in this study. This choice of working 
interval corresponds to the concentration of charge carriers 
that is already somewhat increased, either by the chemical 
doping, or by the initially applied bias voltage. Further biasing 
allows for the precise control of the chemical potential, and 
thus the attained low resistivity, as the chemical potential 
variation with bias voltage in this interval is less steep than 
at zero chemical potential. Additionally, the relation between 
the chemical potential and the electrostatic bias field is more 
linear, as shown in figure  3 in [27]. The phenomenological 
scattering rate, Γ, is related to the relaxation time of charge 
carriers, 2 1( )τ = Γ − , which can differ significantly in the 
cases of intrinsic and doped graphene [35]. Carrier relaxa-
tion time at subterahertz frequencies can be identified with 
the DC relaxation time, n q vDC c e F/( )τ τ µ π≈ = � , which 
arises mainly from impurities [36]. DC relaxation time is 
directly proportional to the charge carrier mobility, µ, and 
the square root of the carrier concentration, nc. Experimental 
invest igation of high-purity graphene, found in nature on the 
surface of bulk graphite, sets the low temperature scattering 
time limit at 20 psτ ≈  [35]. High mobility of charge carriers 
has also been obtained in the case of the suspended graphene  
[37, 38], up to μ  =  200 000 cm2 V−1 s−1 at low temper-
atures and μ  =  120 000 cm2 V−1 s−1 near room temperature. 

Influence of substrate type and quality on carrier mobility can 
be significant. In a study utilizing the Monte Carlo method 
to investigate the substrate influence on the carrier mobility 
for three different substrates [39], high charge carrier mobility 
was obtained only for the hexagonal boron nitride (h-BN) sub-
strate (μ  ≈  170 000 cm2 V−1 s−1. That finding is in accordance 
with the experimental results [40]. High carrier mobility has 
been observed for the multiple-graphene-layer (MGL) struc-
tures grown epitaxially on SiC, as well [14, 41–44]. Growth 
on the Si-face of SiC results in a lower mobility few-layer gra-
phene, whereas growth on the C-face results in a high mobility 
multilayer graphene (μ  ≈  200 000 cm2 V−1 s−1). The number 
and mobility of graphene layers can thus be controlled by 
controlling the crystal orientation of the SiC. Once fabri-
cated, such MGL structures can be transferred to a different 
substrate [44]. The real part of the intraband graphene con-
ductivity always contributes as a loss. Since introducing large 
losses is highly undesirable in the waveguiding applications, 
high-quality low-loss graphene should be used. Therefore, the 
moderately long relaxation time, 3 psτ = , is considered in the 
numerical examples. The impact of the carrier relaxation time 
on tunability and insertion loss of the proposed waveguide 
resonators is illustrated in figure 4.

The tunability effect achieved by the utilization of the adjust-
able graphene surface impedance in resonators comprised of 
E-plane inserts stems from the adjustment of the boundary 
conditions, as described by equations  (16a) and (16b). 
Numerical analysis of a resonator using the WR-3 waveguide 
section is performed first, to qualitatively illustrate the effects 
on the resonator parameters of the real and imaginary parts of 
the surface impedance as well as the dielectric support thick-
ness. As listed in table 2, the resonator length and the E-plane 
insert length were chosen as l 360 mrez µ=  and l 280 mT µ= , 
respectively. The results are shown in figure 3. For this first 
resonator, all-graphene E-plane inserts were considered, i.e. 
the quartz support of the total length lT was assumed to be 
covered completely by the graphene. Simulations confirm the 
dependence of the obtained tunability range on the graphene 
surface inductance, both with R 0g =  and R 0g ≠ . The real part 
of the graphene surface impedance contributes as a loss, on 

Figure 4. Dependence of the resonator S-parameters on the relaxation time of charge carriers, τ. Results are presented for the standard WR-
2.2 waveguide section with lrez  =  lT  =  210 μm, with lT completely covered by the graphene layers (line colors/shades are explained in the 
legend). The S-parameters corresponding to the all-metal resonator are given for comparison by the dash–dot–dot line ( f 478 GHzrez

M ≅ ). 
Results are shown for two values of the graphene chemical potential: 0.4 eV and 1.0 eV. There is no impact of the carrier relaxation time on 
the tunability range. However, the observed increase in the insertion loss makes the concept impractical for low quality graphene layers.
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the order of 3 dB for the considered case. Lower mobility 
graphene sheets have the same dependence of the graphene 
surface inductance on the chemical potential; therefore, the 
tunability range remains the same, regardless of the carrier 
relaxation time. Insertion loss, on the other hand, increases, 
which suggests that the low quality graphene is not appropriate 
for the considered resonator type. This has been illustrated by 
the results shown in figure 4, corresp onding to several values 
of the carrier relaxation time, τ, and the WR-2.2 waveguide 
section  with l l 210 mrez T µ= = . A slightly broader tun-
ability range with the increase in dielectric slab thickness, as 
seen from figure 3, does not compensate for the deteriorated 
quality factor and the larger frequency mismatch between the 
reflected and the transmitted wave; therefore, it should remain 
thin. With the above considerations in mind, we proceed with 
analyses of a total of eight waveguides chosen from table 1.

3. Results and discussion

We analyze the graphene-based waveguide resonators corresp-
onding to the WR-6, WR-4, WR-3, WR-2.8, WR-2.2, WR-1.5, 
WR-1.2, and WR-1.0 waveguide sections  listed in table  1. 
It is of interest to confirm the validity of the proposed con-
cept throughout the frequency range from 100 to 1100 GHz, 
and to check for the expected frequency dependence of the 
obtained tunability and loss. For each of the eight considered 
waveguides, resonator length is chosen so that the all-metal 

resonant frequency, f rez
M , falls into the upper portion of the 

useful frequency range. Under the influence of the graphene 
surface impedance, the resonant frequency is shifted toward 
the lower end of the frequency range. To make different wave-
guide resonators comparable, the E-plane insert length is kept 
at a multiple of the waveguide broad wall a, in all analyzed 
cases. For the graphene-on-quartz resonators, where the com-
plete length of an insert is covered by graphene, l a0.324T =  
was considered. Similarly, in all simulations, the quartz thick-
ness is a multiple of the waveguide broad wall, d a 16/= . The 
results are summarized in table 2 and figure 5. The same eight 
values of the graphene chemical potential used in figure  3 
were also utilized for the S-parameter calculation for each of 
the waveguide sections analyzed and presented in figure 5.

Results shown in figure 5 reveal the increase of the tun-
ability range with frequency, with the obtained tunability 
percent age above 12% at higher frequencies, for the given 
insert length of l a0.324T = . Resonant frequencies for the 
all-metal resonators, for the two values of graphene chemical 
potential corresponding to the limits of the considered tuna-
bility range, as well as the resonant frequency for 0.4 eVcµ = , 
located close to the center of the tunability range, are listed 
in table 2. As can be seen in figure 5, insertion loss decreases 
with frequency, which, along with the increase of tunability, 
makes the concept of graphene-based waveguide resonators 
appealing for the considered frequency range. However, as 
can be observed from figure 3(b), and this is similar for all 

Table 2. Graphene-on-quartz waveguide resonators: considered dimensions and resonant frequencies.

EIA/Ext. MIL l m)rez (µ l m)T (µ f (GHz)rez
M f (GHz)rez

0.2 eV f (GHz)rez
0.4 eV f (GHz)rez

1.0 eV

WR-6 720.0 535.3 155.00 143.00 147.50 151.25
WR-4 420.0 354.1 244.00 216.00 226.50 235.25
WR-3 360.0 280.0 300.75 262.00 276.00 288.50
WR-2.8 260.0 230.6 380.25 320.50 341.00 360.50
WR-2.2 210.0 181.2 479.50 393.75 421.25 449.50
WR-1.5 146.0 123.5 700.25 549.50 590.00 640.25
WR-1.2 132.0 98.8 840.50 656.00 700.00 762.00
WR-1.0 104.0 82.4 1029.50 786.50 835.00 915.50

Figure 5. Tunability and loss analysis for the graphene-on-quartz waveguide resonators. (a) Realistic values for the tunability range 
(R 0g ≠ ) are denoted as ‘quartz’. Theoretical maxima obtained assuming the lossless graphene are denoted as ‘maximal’ (for the chosen 
length of the E-plane inserts). (b) Insertion loss: mean value, maximum and minimum, for the graphene chemical potential varied in the 
range from 0.2 to 1.0 eV. Frequency points are determined by the f rez

M  for the considered waveguide section.
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considered frequencies, the loaded quality factor declines sig-
nificantly for the lower values of the graphene chemical poten-
tial. The loaded quality factor is calculated as Q f BWL rez 3 dB/= , 
with BW3 dB denoting the 3 dB bandwidth of the S21 parameter. 
The graphene-on-quartz resonators are, in any case, character-
ized by the notably lower loaded quality factors than their pure 
metallic counterparts, and this is particularly pronounced for 
the lower chemical potential and larger impedances. Increase 
in the graphene surface impedance produces effects similar 
to the effects of varying the effective resonator length by 
changing the distance, lrez, between the E-plane inserts. The 
same holds for the total length of the E-plane insert which 
appears effectively shorter and leads to the decline in the reso-
nator quality factor. We address this issue by introducing the 
graphene–metal combined waveguide resonators. The gra-
phene stripes are now located along the inner edges of the 
E-plane inserts, at the lrez side, whereas the remaining parts 
of the inserts are covered by the Cu or Au thin film. Such a 
configuration is expected to have less influence on the reso-
nator quality factor; however, the decrease in tunability is also 
expected and has to be investigated.

The concept of the graphene–metal combined waveguide 
resonators is presented in figure 6, using the WR-2.2 wave-
guide section  with the resonator length lrez  =  210 μm. The 
ratio l aT/  is varied as denoted in the figures. The S21-parameter 
curves for the purely metallic resonators of the same sizes are 
denoted using the dash–dot–dot lines, with the resonant fre-
quencies at about 480 GHz. In figure 6(a) we investigate the 

effect on the resonator parameters of the width of the graphene 
stripe, expressed as the percentage graphene with respect to 
the E-plane insert length. To keep the graph less complicated, 
for each of the five compared graphene stripe widths, we only 
show the S21-parameter for 0.4 eVcµ =  and 1.0 eVcµ = . Each 
pair of lines corresponding to the same percent of graphene, 
pg, is presented in distinctive color (shade of gray) in different 
line style. For better legibility, the data shown in figure 6(a) is 
also summarized in table 3.

As can be concluded from figure 6(a) as well as table 3, a 
graphene percentage larger than 50% does not further improve 
the tunability; however, the quality factor decreases and the 
loss increases. Therefore, less than half of an insert could be 
covered by graphene. Please note, that the tunability range 
presented in table 3 differs from the one used throughout the 
paper due to the use of the (0.4–1.0) eV range for the chem-
ical potential. There already is a significant quality factor 
deterioration for 0.4 eVcµ = , in comparison with the one for 

1.0 eVcµ = , with the increase in the graphene stripe width. 
This is even more pronounced for cµ  ∈ (0.2–1.0) eV, whereas 
the tunability is approximately doubled.

As can be inferred from the above observations, the gra-
phene–metal combined waveguide resonators can be care-
fully designed to meet the specific design requirements. 
Adjustment of the design parameters starts with the choice of 
the graphene stripe width, lG, in accordance with the desired 
tunability range. This is illustrated by choosing l 80 mG µ=  
for the figure 6(b) and l 50 mG µ=  for the figure 6(c). After 

Figure 6. Graphene–metal combined waveguide resonators (WR-2.2 section). Graphene stripes are located along the inner edges of the 
E-plane inserts. (a) Effect of varying graphene stripe widths on tunability, insertion loss and quality factor of a resonator. A graphene 
percentage larger than 50% of an insert does not notably improve tunability; however, it worsens the quality factor. (b) Effect of the E-plane 
insert length on quality factor and losses in graphene for the fixed width of the graphene stripe, lG  =  80 μm. (c) Effect of the E-plane insert 
length on the quality factor and insertion loss for the fixed width lG  =  50 μm. Curves corresponding to the all-metal resonators are given by 
the golden dash–dot–dot lines ( f 480 GHzrez

M ≅ ). (a) lT = 0.324a, (b) lG = 80 µm, (c) lG = 50 µm.

Table 3. Dependence of resonator properties on the width of graphene stripes (fixed total inserts length)a.

p %l

lg
G

T
( )= f (GHz)rez∆ b T (%)

f

f
p

rez

rez
M= ∆

IL (dB)0.4 eV IL (dB)1.0 eV QL
0.4 eV QL

1.0 eV

100.0 28.25 5.89 2.03 1.82 4.92 11.75
75.0 27.50 5.74 3.03 2.18 13.50 17.12
50.0 22.50 4.69 2.84 2.09 17.71 19.44
25.0 13.50 2.82 1.87 1.62 22.21 22.06
12.5 6.25 1.30 1.05 1.08 24.73 23.48

a Data is obtained for the standard WR-2.2 waveguide section, with lrez  =  210.0 μm and lT  =  181.2 μm.
b Chemical potential of graphene, cµ , has been varied in the range (0.4–1.0) eV.
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that, the tunability remains almost the same for different total 
insert lengths, lT. Optimizing a trade-off between the quality 
factor and the loss is the next step, in which the total E-plane 
insert length, lT, is defined. With the increase of lT, both the 
quality factor and the insertion loss increase. Relevant data 
for these two cases is summarized in table 4. We can conclude 
from table 4 that the obtained tunability percentages Tp (cal-

culated very strictly, i.e. with respect to f rez
M , which is always 

well above the device tunable bandwidth), in the considered 
examples range from around 5% to higher than 8%. Noting 
that a wide tunability range is hard to obtain in submillimeter 
applications, and that even better tunability can be achieved 
using stripe widths wider than 80 μm, the reported tunability 
percentages are on the same order of magnitude as those in 
the state-of-the-art receivers [45], where several receivers are 
employed to cover a wider submillimeter bandwidth.

Reasons for the higher insertion loss of the graphene–metal 
combined waveguide resonators, in comparison with the ini-
tially analyzed graphene-on-quartz resonators, stem from the 
different boundary conditions at the E-plane inserts. Different 
boundary conditions mandate different EM field distribution 
in the vicinity of the inserts, as well as in the graphene stripe. 

Along the part of an E-plane insert covered by graphene, EM 
field complies with equations (16a) and (16b), whereas in the 
metallic part of an insert the field vanishes. For a narrow gra-
phene stripe and a longer metallic part of an insert, a stronger 
field is generated. Simulation results for different graphene 
percentages, pg, are presented in figure 7.

Dependence of the tunability, quality factor, and insertion 
loss on the graphene percentage, illustrated in figure  6(a), 
has been studied in detail taking the values from zero to 
pg  =  100%, with the step of 2.5%, as an input parameter. The 
results are presented in figure  8. For the relatively narrow 
graphene stripes, with p 20%g ⩽ , the loaded quality factor 
remains close to the one corresponding to purely metallic 

inserts, Q 42.44L
M = . At the same time, insertion loss is low 

and varies only slightly for the considered graphene chemical 
potential interval from 0.2 to 1.0 eV. Tunability of up to 5% can 
be achieved. These results agree with the third row describing 
the l 50 mG µ=  case in table 4, where p 21.3%g = . At about 
50% graphene coverage of an insert, 10% tunability can be 
expected with the still very good quality factor of about 70% 

of QL
M. In this case loss is the highest. According to figure 8, 

Table 4. Dependence of resonator properties on the total length of an E-plane inserta.

E-plane insert length f (GHz)rez∆ b T (%)
f

f
p

rez

rez
M= ∆

IL (dB)0.2 eV IL (dB)1.0 eV QL
0.2 eV QL

1.0 eV QL
M

Graphene stripe width l 80 mG µ=

lT  =  0.26a 39.75 8.29 1.71 1.34 11.68 12.62 15.56
lT  =  0.34a 38.00 7.92 3.01 2.22 21.55 21.82 25.91
lT  =  0.42a 36.75 7.66 5.01 3.55 34.58 34.75 42.44
lT  =  0.50a 36.50 7.61 7.87 5.45 47.43 50.17 70.59

Graphene stripe width l 50 mG µ=

lT  =  0.26a 26.00 5.42 1.19 1.12 14.40 13.77 15.56
lT  =  0.34a 25.00 5.21 2.09 1.91 26.17 24.04 25.91
lT  =  0.42a 24.75 5.16 3.54 3.07 42.10 38.02 42.44
lT  =  0.50a 23.75 4.95 5.55 4.64 63.93 55.18 70.59

a Data is obtained for the standard WR-2.2 waveguide section, with lrez  =  210.0 μm and a  =  2b  =  559.0 μm.
b Chemical potential of graphene, cµ , has been varied in the range (0.2–1.0) eV.

Figure 7. EM field distribution along the E-plane insert for various widths of the graphene stripe. Graphene–metal combined waveguide 
resonators comply with equations (16a) and (16b), along the given percentage of an E-plane insert covered by graphene. In the metallic part 
of an insert, Ey approaches zero. Due to the differences of the structures considered in (a)–(d), and thus the field distributions, the relative 
impact of the variations in graphene surface impedance is larger for the smaller graphene percentage. (a) pg = 100%, (b) pg = 50%,  
(c) pg = 25%, (d) pg = 12.5%.
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the optimal width of the graphene stripe is from about 15% 
to approximately 40%, where the quality factor is high and 
consistent throughout the achieved tunability range.

Frequency dependence of the key representative para-
meters of the graphene–metal combined waveguide resona-
tors is given in figure 9. We again analyze the graphene-based 
waveguide resonators corresponding to the WR-6, WR-4, 
WR-3, WR-2.8, WR-2.2, WR-1.5, WR-1.2, and WR-1.0 
waveguides. Resonator length has been kept the same as 
in the previous analyses; it is listed in table  5, along with 

the chosen insert length, l a0.42T = . Quartz thickness is 
d a 16/= , whereas the graphene stripe width is kept at 25% of 
an E-plane insert length in all the analyses. Resonant frequen-
cies are listed in table 5, whereas the other results are shown 
in figure 9. There is a significant decrease of the insertion loss 
with frequency in the investigated frequency range. Quality 
factors at higher frequencies are excellent, represented in 
comparison with the QL

M. Tunability range in between 5% 
and 6% is obtained with the graphene–metal combined wave-
guide resonators, supporting the proposed concept as one of 

Figure 8. Detailed analysis of the dependence of (a) tunability range, (b) insertion loss, and (c) loaded quality factor, on the width of the 
graphene stripe expressed as the percentage of the E-plane insert length. WR-2.2 waveguide section with lrez  =  210 μm and lT  =  0.42a 
has been used for this analysis. Data is presented for the three values of graphene chemical potential, as denoted in the legend. The design 
of the graphene–metal combined waveguide resonators is subject to the trade-off between the tunability, quality factor, and loss. Optimal 
width of the graphene stripe is from 15% to about 40% of the E-plane insert length.

Figure 9. Comparative analysis of the (a) tunability range, (b) insertion loss, and (c) loaded quality factor, for the graphene–metal 
combined waveguide resonators covering the frequency range from 100 to 1100 GHz. Frequency points correspond to the f rez

M  of the 
considered waveguide section. Reasonable tunability of 5–6% was obtained in all frequency intervals (a). Loss, calculated using the interval 
from 0.2 to 1.0 eV for cµ , is somewhat higher than in the graphene-on-quartz case and should be compensated in the design (b). Absolute 
values of the loaded quality factor, including the pure metallic resonators of the given sizes, are shown in (c) by the filled squares and the 
solid lines. Quality factors of the combined resonators are shown as the percentage of QL

M, using the empty squares and the dashed lines.

Table 5. Graphene–metal combined waveguide resonators: considered dimensions and resonant frequencies.

EIA/Ext. MIL l m)rez (µ l m)T (µ f (GHz)rez
M f (GHz)rez

0.2 eV f (GHz)rez
0.4 eV f (GHz)rez

1.0 eV

WR-6 720.0 693.4 154.75 144.50 148.25 151.25
WR-4 420.0 458.7 243.25 222.50 228.75 235.50
WR-3 360.0 362.7 299.75 273.00 280.50 289.25
WR-2.8 260.0 298.7 378.75 340.00 350.00 362.25
WR-2.2 210.0 234.7 477.50 426.00 438.00 454.25
WR-1.5 146.0 160.0 697.50 614.50 629.50 653.75
WR-1.2 132.0 128.0 838.50 742.50 758.00 784.00
WR-1.0 104.0 106.7 1028.25 900.50 917.50 949.50
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the possible solutions for the millimeter and submillimeter 
wave applications.

4. Conclusion

A novel concept of tunable waveguide resonators for submil-
limeter wave applications has been studied in detail, following 
our promising preliminary investigation of WR-3 waveguide. 
Theoretical analysis has been presented, which could be used 
to develop customized software tools for the design of this 
type of waveguide resonator. Thorough full-wave numerical 
simulations covering several waveguide sections  and fre-
quencies ranging from 100 to 1100 GHz confirmed the pos-
sibility of obtaining 5% tunability with excellently preserved 
resonator loaded quality factors, as well as larger tunability 
ranges, where the trade-off with quality factor and insertion 
loss is carried out. Tunable waveguide resonators are impor-
tant basic building blocks of tunable filter devices, and the 
proposed concept is of great significance for the development 
of the compact and flexible components in the submillimeter 
wave spectral region.
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ABSTRACT
Purpose Static magnetic fields (SMF) have been widely used in research, medicine and industry.
Since zinc and copper play an important role in biological systems, we studied the effects of the
subchronic continuous SMF exposure on their distribution in murine tissues.
Materials and methods For 30 days, mice were exposed to inhomogeneous, vertical, downward or
upward oriented SMF of 1mT averaged intensity with spatial gradient in vertical direction.
Results SMF decreased the amount of copper and zinc in liver. In brain, zinc levels were increased
and copper levels were decreased. In spleen, zinc content was reduced, while copper amount
remained unchanged.
Conclusions Subchronic exposure to SMF differently affected copper and zinc content in examined
organs, and the changes were more pronounced for the downward oriented field. The outcome
could be attributed to the protective, rather than the harmful effect of SMF.
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Introduction

Elements, such as zinc (Zn) and copper (Cu), play important

roles in biological processes. An essential micronutrient to

nutritionists, zinc represents a constituent of enzymes and

other proteins to biochemists, whereas to environmentalists

and marine biologists, free zinc in water is regarded a toxic

pollutant (Frederickson et al. 2005, Witeska and Kosciuk 2013).

Zinc deficiency is associated with anorexia and alterations of

the epidermal, gastrointestinal, central nervous, immune,

skeletal and reproductive systems (Tapiero and Tew 2003).

Zinc is crucial for normal development and function of cells

mediating innate immunity, neutrophils and natural killer (NK)

cells. It induces the production of metallothionein, an excellent

scavenger of hydroxyl radical (OH�) (Prasad 2008), and may also
play a relevant part in the control of both cell proliferation and

mitosis (Wolford et al. 2010). It is a component of many

transcription factors and proteins that control the cell cycle

and can inhibit apoptosis (Chasapis et al. 2012).

Copper is a redox-active essential trace element that is

predominantly used by organisms living in oxygen-rich envir-

onments and in such environments it fluctuates between the

oxidized Cu2+ and reduced Cu1+ states (Turski and Thiele 2009).

Copper is required for functioning of over 30 proteins,

including superoxide dismutase, ceruloplasmin, lysyl oxidase,

cytochrome-c-oxidase, tyrosinase and dopamine-b-hydroxylase

(Rana 2008). Cu ions participate in DNA synthesis and cell

proliferation. Central nervous system (CNS) development and

function is particularly dependent on copper metabolism and

homeostasis. In excess of cellular needs, it can lead to the

generation of reactive oxygen species (ROS) or to the

displacement of other metal cofactors from their natural

ligands.

All living organisms are continually exposed to the Earth’s

magnetic field (geomagnetic field, GMF) ranging from

0.02–0.07mT, although environmental fields from 0.01–0.1mT

can be recorded, depending on the geographic location and

presence of magnetic materials in the vicinity (Repacholi and

Greenebaum 1999). In recent years static magnetic fields (SMF)

have been widely used in research, medicine and industry

(Yamaguchi-Sekino et al. 2011, László et al. 2012, Mészáros

et al. 2013, Lahbib et al. 2014). Moderate intensity SMF,

between 1mT and 1 T, can produce considerable effects on

biological systems (Rosen 2003), yet for a large part of this

intensity range research data is insufficient. We focus here on

the average SMF intensity of about 1mT for two reasons.

Firstly, there is scarce data on the biological effects of

moderate SMF at the lower end of the intensity range. It is

known from previous in vitro experiments that the low-field

effect (LFE) threshold falls into this intensity range, with its

exact value dependent upon a number of factors (Brocklehurst
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and McLauchlan 1996, Maeda et al. 2012). At field values below

the LFE threshold, including the GMF, SMF affects biochemical

reactions by increasing the proportion of free radicals surviving

longer and diffusing into the surroundings, whereas exactly the

opposite happens for SMF values above the threshold.

Secondly, SMF of 1mT has been shown to cause interference

with cardiac pacemakers and implantable cardioverter-defib-

rillators at a distance of up to 24 cm (Ryf et al. 2008), raising a

question about other possible effects on biological processes

having lower interaction thresholds. Inhomogeneous SMF has

been employed in this study, motivated by the recent

investigations suggesting possible significance of local SMF

gradients, in addition to the SMF intensity, in the effects

produced on biological systems (László et al. 2007, Djordjevich

et al. 2012, Vergallo et al. 2013). With our exposure set-up,

lateral SMF gradients are almost negligible and the vertical

SMF gradient is dominant. Field intensity decreases nearly as a

linear function of height above the set-up. Also, gradient SMF

can more truthfully than a homogeneous SMF mimic real life

exposures of organisms to electromagnetic devices and SMF

sources.

The effects of inhomogeneous, vertically decreasing, SMF on

Zn and Cu distribution in different mouse tissues (brain, liver

and spleen) have been investigated. The incentive for this

particular choice of tissues has been the presence of trace

elements in these tissues. Copper is most abundant in brain

and liver, while zinc is most abundant in liver (Allen et al. 2006).

Additionally, in respect to zinc, we decided to choose brain

over kidney because of enormous importance of zinc for brain

function. Spleen has been selected, since the SMF effect on

spleen was obtained in previous studies (Hashish et al. 2008,

Djordjevich et al. 2012).

Theoretical background

Direct mechanisms of action of SMF on the living systems

include the magnetic forces and torques, motion-induced

currents in tissues, presence of ferrimagnetic particles in an

organism, SMF acting on a flux of ions across the cell

membrane, diamagnetic anisotropy of organic molecules,

magnetohydrodynamic forces and pressures, and SMF affect-

ing the rates and yields of chemical reactions (Schenck 2000,

Rosen 2003). Only three of the mechanisms remain plausible

when considering the GMF, which also applies to other very

weak SMF sources, as explained in detail by Johnsen and

Lohmann (2008). These are the ferrimagnetism, electromag-

netic induction and SMF effects on chemical reactions through

the radical pair mechanism (RPM).

It has long been disputed that the weak SMF, being below

the thermodynamic threshold of kBT associated with the

random thermal energy, can exhibit significant effects on

biological systems. In statistical mechanics, probability of a

state with energy E is proportional to exp(–E/kBT), implying that

any weak SMF effect cannot be thermodynamic in origin and

cannot affect the position of a system equilibrium. Biological

systems, however, usually operate on the verge of equilibrium

or oscillate about the equilibrium (Brocklehurst and

McLauchlan 1996). The fact that the kinetic processes and

chemical reactions in an organism can be influenced by SMF is

what matters in this case.

The RPM arises from the existence of spin angular momen-

tum, an intrinsic property of elementary particles. Electrons,

protons and neutrons belong to fermions, particles that have

half-integer spin. Distribution of fermions over energy states is

described by the Fermi-Dirac statistics and as such it obeys the

Pauli exclusion principle, stating that no two identical fermions

can simultaneously occupy the same quantum state. For an

electron in an atom or a molecule, quantum state is

determined by its energy, orbital angular momentum, mag-

netic moment and spin (spin up or spin down). General form of

equations, describing the electron spin evolution, would have

to take into account all of the degrees of freedom and all of the

mutual interactions of the system constituents. Fortunately,

the quantum chemists have succeeded in treating the time

evolution of the electron spin and spatial coordinates separ-

ately, introducing a number of empirical parameters. Numerical

models of different complexity are used in calculations,

whereas the semi-classical vector model is excellent for the

qualitative RPM illustration (Brocklehurst and McLauchlan

1996, Rodgers 2009). Excitation occurring in a complex

molecule AB, where A and B are joined by an electron-pair

bond, leads to the transfer of an electron into a different

quantum state and from A to B, thus forming a spin-correlated

radical pair A and B. In the bound state the two electrons have

had the opposite spins ("#), forming a singlet state with total

spin equal to zero. If the radical pair (RP) recombines before A

and B separate due to diffusion, which is called the geminate

cage recombination, the singlet product (SP) is formed. If the

RP constituents separate definitely, an escape product (EP) is

formed. If the re-encounter occurs at a later time, there is a

possibility of the secondary geminate recombination. However,

the electron spins that remain antiparallel for a short time after

the RP formation, due to the short separation of electrons

resulting in a strong exchange interaction between electron

spins, soon begin to differ in their precession frequencies and

phases of precession as well. Under the influence of molecular

hyperfine interactions, the RP undergoes the singlet to triplet

(S$T) interconversion, with the secondary recombination

possible only from the singlet spin state of the RP. The

hyperfine interaction, made up of two contributions –

magnetic moment coupling and spin coupling, couples the

unpaired electron spin with the internal magnetic field from

the spins of magnetic nuclei. A detailed account of kinetics of

reactions involving RP, along with the explanations of

hyperfine, exchange and Zeeman interactions, has been

given by Rodgers (2009).

Spin evolution between singlet and triplet states (S$T

interconversion) is affected by the externally applied magnetic

fields, modifying the yields of reaction products SP and EP and

consequently leading to the magnetic field effects (MFE). Three

triplet spin states, of the total spin equal to one and differing in

the total spin projections (+1, 0, or �1), were degenerate in

energy at zero magnetic field. In the presence of an external

magnetic field, energy levels change by the energy of the

magnetic moment of an atom in the field, leading to the

spectral line splitting into several components designated as

the Zeeman effect. The Zeeman interaction occurs between

INTERNATIONAL JOURNAL OF RADIATION BIOLOGY 141



the unpaired electron spins on each radical and an external

magnetic field; along with the hyperfine interactions it forms

the hyperfine mechanism responsible for weak field MFE, up to

about 50mT (Rodgers 2009). In higher fields, the Dg-mechan-
ism dominates, due to the different magnetic moments of the

two radicals in RP and thus somewhat different g-tensors of the

two radicals linking the field intensity with the produced

Zeeman interaction. Due to a typical RP lifetime of 10 ns to 1

ms, the RPM is expected to act similarly for the SMF and the

low-frequency fields up to about 1MHz (Rodgers 2009).

Much more than the thermal energy kBT is required for the

generation of the RP. It has to be supplied prior to and

independently of the RPM action, as a result of photochemical

excitation, low-dose radiation exposure, thermolytic bond

cleavage, etc. Additionally, RP are intrinsically widely present

in biological systems, as reactants or products of usual

biochemical reactions. Experimental confirmation of the bio-

logical MFE due to the RPM has been obtained for

cryptochrome/photolyase protein family (Maeda et al. 2012,

Evans et al. 2015). As pointed out by Brocklehurst and

McLauchlan (1996), freely diffusing RP tend to be highly

reactive and undiscriminating in their reactions and the MFE

are expected to be small. Reactions involving single radicals

become SMF dependent mostly through the effect of change

of radical concentration, eventually leading to the change in

the rate of reaction.

With regard to the trace elements, Zn and Cu, investigated

here, possible target for the RPM action has to be a chemical

reaction involving free radicals. Among their other roles, Zn

and Cu are the constituents of Cu/Zn superoxide dismutase

(CuZn-SOD), an enzyme that catalyses the metabolism of the

superoxide radical (�O2
–) into hydrogen peroxide (H2O2) and

oxygen (O2), thus belonging to the ROS scavengers. CuZn-SOD

is a metalloprotein, in which the Zn ion contributes to the

structural stability (Roberts et al. 2007), whereas the Cu2+ ion

directly participates in the catalytic mechanism of CuZn-SOD:

SOD-Cu2+ + �O2
– ! SOD-Cu1+ + O2;

SOD-Cu1+ + �O2
– + 2H+ ! SOD-Cu2+ + H2O2.

As the CuZn-SOD binds the superoxide byproducts of

metabolism to produce H2O2, that has to be further catalyzed

into water and oxygen, both the diminished or highly

increased activity of CuZn-SOD can be harmful to an organism.

It is the balance of CuZn-SOD, as well as the balance between

Cu and Zn, that is the prerequisite for the first step of

antioxidant defense in nearly all living cells exposed to oxygen.

In the excess of Cu2+, copper-initiated reaction between H2O2
and CuZn-SOD results in the formation of �OH (Sato et al. 1992,

Ramirez et al. 2009). The aforementioned �O2
�, H2O2, and

�OH
are the biologically most relevant ROS, an unavoidable

consequence of aerobic metabolism, also involved in cell

signaling mechanisms and immune response (Dröge 2002, Sies

2014). Often the case with metalloprotein cofactors, both Cu

and Zn belong to the transition metals, their atomic numbers

being 29 and 30, and abbreviated electron configurations

[Ar]4s13d10 and [Ar]4s23d10, respectively. Therefore, Cu, which

due to its easy interconversion between Cu2+ and Cu1+ (Cu(II)

and Cu(I)) plays a major catalytic role, has an unpaired electron

spin both in its atomic state and as a Cu2+ ion. Moreover, Cu2+

ion is paramagnetic due to its [Ar]3d9 electron configuration.

Taken all into account, cyclic redox reactions involving the

superoxide dismutase could be sensitive to the externally

applied SMF. This is suggested by the recent investigations of

the SMF effect on ROS scavenger enzymes (Amara et al. 2006,

2009), albeit with the much stronger SMF of 128mT. It is of

interest to investigate possible MFE on these enzymes at

different field strengths in the weak to moderate SMF range.

Materials and methods

Experimental animals

Male Swiss-Webster 6-month-old mice, obtained from the

Military Medical Academy Animal Research Facility (Belgrade,

Serbia), were maintained on a nutritionally and energetically

adequate diet (21% protein, 62% carbohydrate, 5% fat, 0.25%

vitamin premix, 2.25% mineral mixture; Veterinarski zavod,

Subotica, Serbia) for 30 days. The animals were housed in cages

with five animals per cage in a temperature-controlled room

(19 ± 1 �C) with a 12 h light-dark cycle. All animals were

matched for initial body weight and were weighed at weekly

intervals.

All experimental protocols involving animals were reviewed

and approved by the University of Belgrade, Faculty of

Medicine Experimental Animals Ethics Committee.

Furthermore, all experiments were conducted in accordance

with the procedures described in the National Institutes of

Health Guide for Care and Use of Laboratory Animals

(Washington, DC, USA), as well as the US-NIH guidelines for

the conduction of magnetic field experiments on animals.

Static magnetic field

Experimental SMF was produced by the specialized medical

device patented under the name MADU stripe (Mandić 1999).

Primarily intended for use in physical therapy and rehabilita-

tion, MADU stripes consist of small permanent magnets

embedded into an elastic rubber stripe or sheet. We use the

type L MADU stripe, which resembles a sheet due to the five

rows of ferromagnetic rods (BaFe12O19), four rods per each row,

with the magnetic axes of the rods all in the same direction

perpendicular to the stripe. Accordingly with the dimensions of

the cages, three MADU stripes type L were placed under each

cage, as shown in Figure 1, to ensure optimal SMF coverage.

Detailed analysis of the general case of two-dimensional

magnetic arrays is published (Ilić et al. 2013). That work

describes in great detail the SMF produced by the type L

MADU stripe, utilized here as an exposure setup. Analytical

expressions and particularities of the finite element calcula-

tions, along with the SMF measurements, are presented. The

SMF calibration procedure utilizes field values measured on a

9� 9.75mm grid, at eight heights above the MADU stripe, to

determine the SMF scaling factor proportional to the remanent

magnetization of ferromagnetic rods.

Were the magnetic axes of the neighboring rods oriented in

the opposite directions, SMF would be predominantly parallel

to the sheet’s surface and confined to a thin layer above it. The

same direction of all magnetic axes, on the contrary, produces

SMF perpendicular to the MADU sheet’s surface, much
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stronger and extending several centimeters from the surface.

As shown in Figure 1, using the two vertical cross sections of

the cage, SMF decrease with height is dominant in comparison

with its variation in the horizontal planes due to the discrete

positions of individual magnets. Right on top of each individual

magnet, at height z ¼ 0 m, maximal magnetic flux density is

98mT. Figure 2 shows the magnetic flux density in four planes

parallel to the MADU surface at the heights 5, 10, 20 and

30mm.

Given the relatively dense placement of the stripe’s mag-

netic rods in respect to the size of the animals, as well as that

the mice were freely moving, magnetic field and its vertical

gradient were averaged in horizontal planes first. Further

averaging is performed over the volume between the hori-

zontal planes z ¼ 20mm and z ¼ 50mm, resulting in mean

magnetic flux density and its mean gradient of 1.23mT

and 0.02 T/m, respectively. Field decrease is almost linear

from z ¼ 20mm to z ¼ 50mm. The summary of the relevant

SMF parameters, required for the complete SMF description

(Colbert et al. 2009), is given in Table 1.

Experimental design

The effects of the subchronic continuous exposure to SMF

were studied for both the upward oriented and the downward

oriented SMF. The experiment was performed on the Earth’s

Northern hemisphere; therefore, the vertical GMF component

was directed downwards and our SMF had the same or

opposite direction in respect to the GMF. Mice were randomly

divided into three groups (control and two experimental

groups), each containing 10 animals. Since the magnets

embedded in the MADU stripes cannot be removed or

turned off, instead of sham exposure, the first experimental

group, which served as a control, was exposed to the

measured ambient magnetic field of 40 mT intensity. The

second experimental group was exposed to the upward

oriented SMF (Up group), and the third experimental group

was exposed to the downward oriented SMF (Down group).

Note that the magnetic field above MADU stripes was

measured. It is the sum of the MADU stripe SMF and the

ambient magnetic field, the latter comprising only 3.25% of the

total exposure field.

Except for the SMF, all three groups of experimental animals

were kept under the same conditions. The animal Plexiglas

cages were separated out by 10 cm, which was enough to

avoid magnetic interference. Three MADU stripes of appropri-

ate orientation, generating either upward or downward

oriented SMF, were placed under the cages of the Up and

Down groups for the entire duration of the experiment, i.e.,

continuously for 30 days. Food consumption was measured

daily and body mass weekly. In the animal facilities, where

animals were kept, all cages were marked with a code. A

person in charge of feeding and wellbeing of animals was the

only person aware of presence of magnets below some cages,

but she did not know the code. At the end of the exposure,

mice were transferred to the laboratory where tissues were

collected for analyses that were performed blindly. Tissues

were put in samples that were coded and analyzed by

researchers who were not cognizant of group sample origin.

Figure 1. Experimental animal in cage with MADU stripes below. Static but
spatially dependent magnetic field acts on animals moving freely within the
experimental volume. The SMF distribution in vertical planes is shown for the
two vertical cross sections of the cage. The first one coincides with the middle of
the space between the two rows of ferromagnetic rods, while the second cross
section is given at an angle of 60� in respect to the first one. The SMF intensity,
indicated by different colors (shades of gray), varies much more with height than
in the horizontal planes. The magnetic lines of force are almost vertical
everywhere except at the edges of the stripes and the magnetic field can be
characterized as vertically declining (Ilić et al. 2013).

Figure 2. SMF variation in horizontal planes above the MADU type L stripes.
Matrix arrangement of individual magnets produces the slowly decreasing SMF.
Panels A, B, C, and D, show field variation in the planes parallel to the MADU
surface. Detailed magnetic field description as well as more data is given by Ilić
et al. (2013).

Table 1. Ten SMF dosage parameters (Colbert et al. 2009).

Magnet materials Barium hexaferrite, BaFe12O19
Magnet dimensions W� L�H ¼ 4.8� 24.4� 4.8mm3

Pole configuration Same magnetic axes direction
Measured field strength 1–2mT (magnet axis)
Frequency of application Continuous application
Duration of application 30 days
Site of application Whole body exposure
Magnet support device Elastic rubber stripe
Target tissue Brain, liver, spleen
Distance from the magnet surface 20–50mm
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Determination of copper and zinc

In order to determine the content of Zn and Cu in brain, liver,

and spleen of the experimental animals, samples were micro-

wave digested (ETHOS TC, Milestone S.r.l., Sorisole, Italy)

according to manufacturer’s recommendations. Tissue of

interest (0.5 g) was treated with 8ml of nitric acid (HNO3) and

2ml of hydrogen peroxide (30% H2O2); temperature program

was as follows: 5min from room temperature (20 �C) to 180 �C,
then 10min hold at 180 �C. After cooling, samples were

transferred with deionized water in 50ml volumetric flask.

Analyses were carried out on atomic absorption spectrometer

‘SpectrAA 220’ (Varian, Palo Alto, CA, USA) according to Varian

Atomic Absorption Spectrometers (AAS) Analytical Methods.

Analytical quality control was achieved by analyzing certified

reference material BCR-186 (Community Bureau of Reference –

BCR, Brussels, Belgium), which is lyophilized pig kidney for

determining trace elements (Institute for Reference Materials

and Measurements, Geel, Belgium). Replicate analyses were

undertaken within the range of certified values. Zinc and

copper values were expressed as mg of Zn/Cu per mg of dried
analyzed tissue.

Statistical analysis

Findings reported at this time correspond to a single

subchronic continuous SMF exposure experiment. Each of

the three experimental groups consisted of the same number

of 10 animals per group. Except for the exposure SMF,

experimental conditions were identical for all three groups.

Simultaneous exposure was carried out while in the same

facilities, and the subsequent analyses were performed blindly.

Data is presented, in Figures 3 and 4, as mean ± SEM. Statistical

analysis was performed using the SPSS Statistics software for

Windows, version 16.0 (SPSS, Chicago, IL). Differences among

groups were evaluated by the one-way ANOVA, followed by

the Fischer’s LSD test. The level of significance was set at p5
0.05.

Results

Experimental animals were, on average, exposed to 1mT SMF,

continuously, for the period of 30 days. Compared to the

control group (13.36 ± 0.14 mg/mg), the animals in the Up

group (14.46 ± 0.42 mg/mg) had statistically higher levels of Zn
in brain tissue. The Zn increase in brain was even more

pronounced in the Down group (15.00 ± 0.20 mg/mg). Brain Zn
values in experimental groups are shown in Figure 3.

As for brain copper, the SMF produced significant decrease

in both Up (3.66 ± 0.09 mg/mg) and Down (3.08 ± 0.09 mg/mg)
groups, compared to the control group (4.25 ± 0.08 mg/mg).
Even more, the level of Cu in the Down group was significantly

decreased compared to the Up group. The brain Cu values for

the three experimental groups are shown in Figure 4.

Zinc content in liver (Figure 3), as well as liver copper

(Figure 4), decreased significantly following the exposure to

1mT SMF. Specifically, zinc in the Up (46.07 ± 0.61 mg/mg)
and Down (46.82 ± 0.75 mg/mg) groups experienced a

drop of about 20% when compared to the control group

(56.89 ± 3.30 mg/mg). Similarly, the liver Cu in the Up

group was 7.88 ± 0.22 mg/mg and in the Down group was

7.33 ± 0.48 mg/mg, whereas for the control group it was 9.59 ±
0.30 mg/mg.
Exposure to the SMF for 30 days produced significant

decrease in Zn content in spleen in the Up group (19.40 ± 0.78

mg/mg), while in the Down group (23.70 ± 1.20 mg/mg)
decrease was not statistically significant (Figure 3). The control

group zinc amounted to 26.48 ± 3.32 mg/mg. The copper levels
in spleen were low (1.14 ± 0.81 mg/mg), disallowing for the

precise determination of statistical differences between any

two of the three groups of animals; therefore this data is not

shown.

Discussion

The research data focusing on trace elements distribution after

exposure to SMF is scarce (Salem et al. 2005, Miryam et al.

2010, Aida et al. 2014, Zhang et al. 2014). The impact to

biological activities of imbalance in these elements, as well as

the likelihood of being affected by magnetic fields, motivates

further effort in this direction.

Numerous studies (Pourahmad et al. 2001, 2003, Tassabehji

et al. 2005, Vanlandingham et al. 2005, Rana 2008, Annabi et al.

2013, Nunes et al. 2014, Waheed et al. 2014) showed toxic

effects induced by Cu overload in tissues. Excess copper can,

instead of iron, serve as a catalyst in Fenton-like reactions,

Figure 3. Zinc content in murine organs after exposure to SMF of different (Up
and Down) orientation for 30 days. Data represent the mean ± SEM. *p5 0.05
compared to control; **p5 0.01 compared to control.

Figure 4. Copper values in murine organs after exposure to SMF of different (Up
and Down) orientation for 30 days. Data represent the mean ± SEM. **p5 0.01
compared to control; #p5 0.01 compared to Up.
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resulting in the production of ROS, responsible for lipid

peroxidation in membranes, direct oxidation of proteins and

cleavage of DNA and ribonucleic (RNA) molecules (Tapiero

et al. 2003). A recent study (Singh et al. 2013) showed that in

aging mice, accumulation of Cu in brain was associated with

increased amyloid beta (Ab) production and neuroinflamma-

tion. The pathological production of �OH from H2O2 and CuZn-

SOD due to excess copper might play a role in Alzheimer’s

disease as well (Multhaup et al. 1997). Similar mechanism is

known to be associated with the familial amytrophic lateral

sclerosis, resulting from CuZn-SOD gene mutations that lead to

the zinc deficiency (Roberts et al. 2007).

Large amounts of zinc are normally present in the brain. Ten

percent of the total brain zinc is localized to the lumen of

glutamate containing synaptic vesicles, that may be released

on excitation and may play role in modulation of synaptic

signaling (Tapiero and Tew 2003). The dominant effect of zinc

in the normal brain is to reduce excitability, thereby function-

ing as an endogenous anticonvulsant (Frederickson et al. 2005).

The converse treatment, which involves intracranial adminis-

tration of zinc salts, is directly cytolethal and proconvulsive.

Since low Zn levels inhibit cell growth as well as division, and

increase the possibility of seizures, whereas high Zn levels are

toxic, cells must maintain cellular zinc content within a narrow

window, which is estimated to be in a low picomolar range.

Toxicity develops when the zinc concentration rises to

nanomolar levels (Bozym et al. 2010).

Our results showed increased brain concentration of Zn

upon exposure to SMF, as well as a decrease in the amount of

brain Cu. From the standpoint of atomic physics, different

result of the SMF influence on Zn and Cu could be attributed in

part to their electron configurations. Zinc is diamagnetic with

completely filled 3d orbital and no unpaired electron spins

both in its atomic state and as a Zn2+ ion which is often a

cofactor in complex molecules. In its atomic state, Cu is

diamagnetic with completely filled 3d orbital and an unpaired

spin in 4s1, whereas as a Cu2+ ion it becomes paramagnetic

with an unpaired electron spin in 3d orbital. Therefore, Cu is

much more likely to be directly affected by the externally

applied SMF than Zn, whereas Zn can be affected indirectly

through the chemical reactions involving Cu and possibly ROS.

Moreover, in certain chemical reactions Zn and Cu act together,

for example as cofactors in the CuZn-SOD, and any change in

one or the other can influence the other one in the opposite

way. In some disorders, for example, Zn deficiency and the

excess of Cu can reinforce each other leading to the disruption

of homeostasis (Dröge 2002, Roberts et al. 2007). It is important

to assess whether these effects of 1mT SMF on Zn and Cu are

mostly beneficial, adversarial, or could be both depending on a

situation.

Moderate increase in brain Zn could lead to anticonvulsive

effect of Zn with preservation of its regulatory function for

healthy brain (Sterman et al. 1986, Elsas et al. 2009). However,

zinc dysregulation is implicated as a contributing factor in two

types of neuropathology: Alzheimer’s disease and the so-called

‘excitotoxicity’ that injures neurons. It is widely accepted that

free zinc in the extracellular fluid induces amyloid deposition

and early-phase clinical trials indicate that zinc chelation

inhibits Ab-plaque deposition (Ritchie et al. 2003). On the other

hand, while Cu and Fe binding to Ab induce O2-dependent

H2O2 production and toxicity, co-incubation with zinc inhibits

H2O2 production (Cuajungco and Faget 2003). Therefore, Zn
2+

loading into plaque may represent an attempt at protective

homeostatic response against Alzheimer’s disease, where

plaques form as the result of a more robust Zn antioxidant

response to the underlying oxidative attack. Also, the Ab in the
plaques has been redox-silenced by the high concentrations of

zinc, whereas the diffuse and soluble Ab accumulations within
the brain would be a source of H2O2 and oxidative damage

(Frederickson and Bush 2001). Decreased Cu, as long as its level

is sufficient to maintain normal brain functioning of exposed

animals, protects the brain from oxidative injury or premature

apoptosis. The increase of zinc in our experiment was

diminutive, yet statistically significant, which, along with the

decrease of copper, suggests probable protective effect

against neuroinflammation.

Liver, as well as the brain, is an organ extremely vulnerable

to the disturbed Cu metabolism and homeostasis. An observed

decrease in liver Cu acts protectively against the ROS produc-

tion, again if its level is still sufficient. We have also

demonstrated the SMF induced decrease of Zn in the liver of

exposed animals. A number of cited studies showed deleteri-

ous effects of zinc deficiency (Sullivan et al. 1980, Dardenne

2002). However, it was also shown (Phillips et al. 1996 ) that

excess of zinc induced severe progressive cholestasis in

children. Since the decrease of zinc concentration in liver of

exposed animals was not very large, we can speculate that it

did not disturb zinc homeostasis, but rather protected liver

from possible damage. Interestingly, previous study of

combined subchronic exposure to 128mT SMF and Zn

supplementation showed increased metallothionein synthesis

in liver that has been suspected to control metal homeostasis

and to maintain cell survival in response to various stimuli such

as oxidative stress (Salem et al. 2005). As discussed for the RPM,

weak SMF and moderately strong SMF can actually produce

the opposite biological effects.

Studies performed on the Zn-deficient mice showed

depressed responses to both the T-lymphocyte-dependent

and the T-lymphocyte-independent antigens, as well as the

decreased NK cell activity (Dardenne 2002). It cannot be stated

with certainty if the observed decrease of zinc in the spleen in

the Up group is sufficient to produce the above responses.

Conclusion

In our subchronic SMF exposure experiment, brain, liver and

spleen were analyzed for Cu and Zn content. Specific changes

were observed in the Cu and Zn content in examined organs,

which presumably could be attributed to protective, rather

than harmful effects of SMF. A decrease of copper in brain and

liver, along with the increase of zinc in brain could, probably,

represent positive consequences of the SMF exposure. It is

worth pointing out that combined effect of decreased copper

and increased zinc in brain was more statistically pronounced

in the Down group. Potential employment of the SMF

exposure against metal overload, instead of the standard

chelator therapy, is a promising assumption adding to the

importance of the observed results. Further studies with
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chronic exposure and different SMF intensities could give

better insight in the observed changes.
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Abstract It has been shown that static magnetic field (SMF)
ofmoderate intensity produces considerable impact on biolog-
ical systems. SMF can be homogeneous or inhomogeneous.
In many studies, inhomogeneous SMF was employed. Aware
that inhomogeneous SMF could result in experimental
variability, we investigated the influence of a vertical
homogeneous SMF of different orientation. Male Swiss-
Webster 9- to 10-week-old mice were subacutely exposed to
upward- and downward-oriented SMF of 128 mT generated
by a cyclotron for 1 h/day during a 5-day period. We found
that SMF affected various organs and that these effects were,
to some degree, dependent on SMF orientation. Both upward-
and downward-oriented SMF caused a reduction in the
amount of total white blood cells (WBC) and lymphocytes
in serum, a decrease of granulocytes in the spleen, kidney
inflammation, and an increase in the amount of high-density
lipoprotein (HDL). In addition, upward-oriented SMF caused

brain edema and increased spleen cellularity. In contrast,
downward-oriented SMF induced liver inflammation and a
decrease in the amount of serum granulocytes. These effects
might represent a specific redistribution of pro-inflammatory
cells in blood and among various organs. It appears that ho-
mogeneous SMF of 128 mT affected specific organs in the
body, rather than simultaneously and equally influencing the
entire body system.

Keywords Homogeneous staticmagnetic field of different
orientation . Liver . Brain . Kidney . Spleen . Serum

Introduction

Two types of magnetic fields are widely present in the human
environment—an alternating and a static magnetic field
(SMF). Biological effects of alternating magnetic field have
been extensively investigated since alternating electromagnet-
ic fields are widely used in electrical power systems as well as
in information and telecommunications technologies. In con-
trast, there is scarce data on SMF activity impact on human
health (Heinrich et al. 2011). The main sources of SMF that is
stronger than a geomagnetic field are found in various medical
devices. SMF, which is difficult to shield and easily penetrates
biological tissues, may be classified as weak (<1 mT), mod-
erate (1 mT to 1 T), strong (1 to 5 T), and ultrastrong (>5 T).
Unlike SMF of weak and, to some degree, SMF of strong
intensity, SMF of moderate intensity has considerable effects
on biological systems (Rosen 2003, Dini and Abbro 2005).
These effects are mediated by interaction withmoving charges
(ions, proteins, etc.) and magnetic materials found in tissues as
a consequence of several physical mechanisms (Schenck
2005, Saunders 2005). Homogeneous as well as inhomoge-
neous SMF was employed in many studies that report its
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significant effects (Abdelmelek et al. 2006, Elferchichi et al.
2007, Hashish et al. 2008, Amara et al. 2009, Elferchichi et al.
2010, Lahbib et al. 2010, László et al. 2007, Vergallo et al.
2013, Csillag et al. 2014, Kiss et al. 2015). Although it can be
argued that spatial dependence introduced by field inhomoge-
neity is more likely to mimic realistic exposures to environ-
mental fields, homogeneous magnetic fields offer an advan-
tage for in vivo experiments with moving animals in that they
ensure identical exposure conditions at every point of the ex-
perimental volume. Exposure dosage is equal at every point of
animal body, regardless of animal position during the course
of experiment. We therefore decided to employ a homoge-
neous SMF.

A significant influence of inhomogeneous SMF of moder-
ate intensities with checkerboard configuration, i.e., of spatial-
ly alternating SMF with a period of 2 cm in both directions
was reported (László et al. 2007, Vergallo et al. 2013, Csillag
et al. 2014, Kiss et al. 2015). Thorough description, analysis,
and optimization of the field (László et al. 2007) that was later
used in a number of biomedical experiments (for example, in
Vergallo et al. 2013, Csillag et al. 2014, Kiss et al. 2015)
established justifiable cause-and-effect relationship between
the applied field and the obtained results. Averaging of a spa-
tially alternating field over the entire surfaces parallel to the
magnetic checkerboard would result in zero magnetic flux
density vector and mean field gradient. Therefore, the mean
intensity of the applied SMF and strong local field gradients
were the cause of the observed effects and the overall benefi-
cial influence of SMF. Homogeneity of the cyclotron SMF
that is used in our study is much better than that of the expo-
sure systems commonly used in biomedical experiments.
Consequently, any possible biological effect of field gradients
is excluded and all observed results are due to the applied field
intensity in the chosen direction.We exploited the possibilities
of the cyclotron magnet to check if the field orientation as well
as the field intensity applied throughout the experimental vol-
ume is of importance, the motivation for the former being the
accounts of significance of field orientation in the inhomoge-
neous (Djordjevich et al. 2012) as well as in the homogeneous
(Todorović et al. 2015) SMF. With the intention to single out
the influence of the field orientation, we used downward as
well as upward-oriented vertical, highly homogeneous SMF
of moderate intensity. The intensity of the SMF was adjusted
to 128 mT motivated by the existence of research data on the
effects of the horizontal homogeneous SMF of the same in-
tensity (Chater et al. 2006, Elferchichi et al. 2007, Amara et al.
2009, Lahbib et al. 2010, Elferchichi et al. 2010, Ghodbane
et al. 2014), allowing for the comparison of the results.

The thorough study reported by Colbert et al. (2009) re-
vealed that magnetic fields are often poorly described, lacking
critical data on magnet characteristics, measured field
strength, and estimated distance of the magnet from the target
tissue. As a result, inferences drawn from such reports cannot

be precisely associated with the applied SMFs. To the contrary
if, as suggested by Colbert et al. (2009), all ten SMF dosage
and treatment parameters deemed necessary for the full de-
scription of the applied SMF were systematically reported,
as for example, in our study and in László et al. (2007), rep-
lication of experiments by other investigators as well as com-
parison with the results of exposures to different magnetic
fields is enabled.

Biological response to moderate SMF is wide-ranging, in-
volving different types of cells in various tissues and organs.
For example, it has been shown in in vitro system that expo-
sure to SMF caused a significant initial decline in ROS pro-
duction by human peripheral blood neutrophils that was re-
versible after longer incubation time (Poniedzialek et al.
2013).Moreover, it has been demonstrated that SMF exposure
had beneficial effects in a murine model of allergic inflamma-
tion via mobilization of cellular ROS-eliminating mechanism
(Csillag et al. 2014). It has been also shown that SMF of
moderate intensity induces hematological changes in exposed
mice that resemble hypoxia-like status (Elferchichi et al.
2010). In addition, the hypoxia-like status is associated with
a sympathetic hyperactivity that could be attributed to stress
reaction of exposed animals (Abdelmelek et al. 2006). Using
an in vivo experimental model of mouse ear edema, it has
been suggested that the place of SMF action may be in the
lower spinal region (Kiss et al. 2015). In vivo experiments
also demonstrated antinociceptive effects of SMF in inverte-
brate (László and Hernádi 2012), mice (László et al. 2007,
László and Gyires 2009) and humans (László et al. 2012).
In vitro analysis of the effects of SMF on human macrophages
and lymphocytes provided a possible explanation for the ef-
fect observed in vivo (Vergallo et al. 2013). Namely, it was
shown that SMF exposure (of 200 mT average intensity) sup-
presses inflammation by reducing release of pro-inflammatory
cytokines IL-6, IL-8, and TNF-α from macrophages and by
enhancing release of anti-inflammatory cytokine IL-10 from
lymphocytes (Vergallo et al. 2013). SMF of 128 mT can also
induce tissue changes in various organs such as the liver, kid-
ney, and brain of exposed animals (Amara et al. 2007, Amara
et al. 2009), as well as in cell culture (Sahebjamei et al. 2007).
These changes were attributed to oxidative stress. Another
possibility is that the tissue changes induced by SMF were
caused by the redistribution of inflammatory cells
(Djordjevich et al. 2012). We were specifically interested to
assess whether changes in hematological parameters could be
directly related to changes observed in various organs from
the same animals. Since changes in the blood may be specific
to the hematological system and may not cause or reflect
changes in the organs, we investigated whether changes in
the blood corresponded to changes in selected organs, which
had previously been studied by others in SMF of 128 mT. In
our case, the spleen and kidney were selected for the experi-
ment since they are involved in regulation of blood content.
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On the other hand, the liver and brain were studied as target
organs for possible redistribution of blood cells and conse-
quent oxidative damage. In addition, we chose the liver as
an example of a target body organ because of its central role
in lipid metabolism, which we studied in-depth.

Phospholipids are a class of lipids in which a phosphate
group replaces one of the fatty acids. They are a major
structural component of all cell membranes where they
are involved in forming lipid bilayers. Phospholipids are
amphipathic molecules containing a hydrophilic phosphate
group and a hydrophobic fatty acid tail. The four phospho-
lipids that predominate in the plasma membrane of mamma-
lian cells are phosphatidylcholine, phosphatidylethanolamine,
phosphatidylserine, and sphingomyelin. Besides a structural
role, phospholipids also have a metabolic role. They act as
sources of intracellular signals in response to extracellular
signals which interact with receptors on the outer layer of
the plasma membrane. Phospholipid fatty acids of the cell
membrane are precursors of lipid mediators, with eicosanoids
(prostaglandins, thromboxanes, leukotrienes) being one of the
most important. They, also, play a role in signal transduction
and gene transcription pathways (Kremmyda et al. 2011). The
liver plays an important role in the synthesis and metabolism
of phospholipids. The structure of hepatocyte membrane
phospholipids is dependent on nutritional intake and affects
liver metabolic functions (Oguzhan et al. 2006). The fatty acid
profile of liver phospholipids and triglycerides is known to be
influenced by many factors, including dietary intake, age,
gender, and endogenous metabolism (Oguzhan et al. 2006).
However, magnetic field influence on the total fatty acids in an
organism has been scarcely reported (Lahbib et al. 2010,
Elferchichi et al. 2010). In the present study, we monitored
the liver as a key representative organ of possible SMF influ-
ence on phospholipids.

We investigated the effects of homogeneous SMF on sub-
acutely exposed animals by primary studying the hematolog-
ical system and the liver, but we also monitored the brain,
kidney, and spleen. Since literature analysis showed limited
data regarding the interaction of differently oriented moderate
SMF on biological systems, the present study was designed to
investigate the effects of subacute exposure to differently ori-
ented 128 mT SMF on mice.

Materials and methods

Animals

Male Swiss-Webster mice, weighing on average 23±3 g, 9–
10 weeks old, obtained from the Military Medical Academy
Animal Research Facility (Belgrade, Serbia) were used. Mice
were housed at four or five animals per cage and offered
regular mouse feed and drinking water ad libitum. All

experimental protocols involving animals were reviewed and
approved by the University of Belgrade, Faculty of Medicine
Experimental Animals Ethics Committee. Furthermore, all
experiments were conducted in accordance with procedures
described in the National Institutes of Health Guide for Care
and Use of Laboratory Animals (Washington, DC, USA), as
well as in accordance with the US-NIH guidelines for
conducting magnetic field experiments on animals.

Magnetic field

Customarily, experiments performed in accelerator facilities
utilize ion beams. However, the VINCY Cyclotron located
at the Vinča Institute of Nuclear Sciences is still under con-
struction. Its ferromagnetic structure is fully assembled and
operative but still accessible, allowing employment of a strong
static magnetic field as an experimental tool.

The VINCY Cyclotron is a sector-focused isochronous
multipurpose machine (Nešković et al. 2003). Special atten-
tion was devoted to an extremely precise design of sectors on
pole tips of the electromagnet to enable acceleration of the
widest possible range of ion beams (Ćirković et al. 2009).
Power consumption is minimal in the most frequent operating
mode, while an appropriate choice of electrical currents of
main coils and ten pairs of trim coils results in different iso-
chronous magnetic fields that could be used for various modes
of operation (Ćirković et al. 2008). The produced magnetic
field between the two poles is highly homogeneous in the
sector regions and in the valley regions; however, it abruptly
changes in the vicinity of sector edges and the gradient of the
magnetic field in that narrow area is strong. The main coil
current can be set up to 1000 A, whereas the maximum mean
magnetic field may reach 2 T. The electromagnet pole diam-
eter measures 2 m, and it has four sectors per pole whose
azimuthal width is 42°.

Magnetic flux density of 128 mT, desired for our experi-
ment, was produced by setting the main coil current to 36.5 A,
without necessity to use trim coils for further field adjustment.
Field intensity is larger between the sectors and smaller in the
valleys. For our experiment, it was convenient to center cages
with experimental animals in the middle of the valley, well
away from sector edges to avoid high magnetic field gradients
in this region, as shown in Fig. 1. Cages, 19 cm high, 35.5 cm
long, and 20.5 cmwide, were placed inside the circle of radius
80 cm (from the center of the cyclotron) to avoid the stray field
components at radii larger than 84 cm. The desired magnetic
field was achieved with less than 0.68 % variation throughout
the above described area; therefore, SMF was considered
highly homogeneous throughout the experimental volume.
Note that the field produced by solenoids often used for ex-
posure setups is about an order of magnitude less homogenous
than the field we used.
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The geomagnetic field is directed downward in the north-
ern hemisphere and upward in the southern hemisphere, i.e.,
in the same and the opposite direction to gravity, respectively.
Therefore, experiments in two sets of magnetic field expo-
sures were performed; in the first set, we used the magnetic
field oriented in the same direction as gravity (down group),
and in the second, the magnetic field oriented upwards
(up group). The third group of animals was control (sham
exposed).

Experimental design

Mice were randomly divided into three groups (9 mice per
group). All three groups were kept under same conditions.
The first experimental group was exposed to the upward-
oriented 128 mT SMF (up group) for 1 h/day over a 5-day
period. The second experimental group was exposed to
the downward-oriented 128 mT SMF (down group) for
1 h/day over a 5-day period. The exposure period was
always between 8 and 12 a.m. on a consecutive day
under standard light exposure and constant temperature.
The control group was sham exposed. Following a 5-
day period, all mice were sacrificed and the blood, spleen,
liver, brain, and kidney were collected for further analyses.
These analyses were performed blindly, with material marked
just with a code and people conducting the analyses unaware
of sample group origin.

Blood and spleen parameters

Blood parameters [red blood cells (RBS), lymphocytes, neu-
trophils, basophils, eosinophils, platelets (Plt), hemoglobin
(Hgb), hematocrit (Hct), mean corpuscular volume (MCV),

mean corpuscular hemoglobin (MCH), mean corpuscular he-
moglobin concentration (MCHC)] were determined using he-
matological counter ABX Pentra 80X (Montpellier, France)
according to the manufacturer’s recommendations. The total
number of granulocytes in blood and spleen samples
was calculated by summing neutrophils with basophils
and eosinophils. Total serum cholesterol, HDL, LDL,
triglycerides, C-reactive protein (CRP), and alanine amino-
transferase (ALT) were determined using BioSystems pho-
tometer type BTS-330 (Barcelona, Spain), according to man-
ufacturer’s recommendations.

Spleen cellularity was prepared and analyzed by the previ-
ously explained procedure (Djordjevich et al. 2012).

Total lipid extraction from the liver

Obtained liver tissue was first homogenized using a 2:1
chloroform/methanol mixture and washed with a fivefold
smaller volume of water or saline. The resulting mixture
was separated into two phases. The lower phase was a
total pure lipid extract. Liver tissue (1 g) was lyophilized and
chloroform/methanol (2:1) and butylhydroxytoluene (BHT)
as antioxidant were mixed. When the mixture was
allowed to stand, a biphasic system was obtained.
After evacuation, water was added. After centrifugation,
the upper phase was put away until complete separation
of the system was achieved. Further evacuation was
done with 2:1 solvent systems: methanol/benzene, ace-
tone/benzene, and ethanol/benzene. Addition and evacu-
ation of chloroform and subsequent addition of hexane
rendered the sample ready for thin liquid chromatography
(TLC) (Tepšić et al. 2008).

Fig. 1 The VINCY Cyclotron used as an experimental SMF exposure
setup. a Photograph of the VINCY Cyclotron. b The lower pole of
cyclotron magnet and position of the cage with animals in the middle of
the cyclotron valley (drawn to scale). The produced magnetic field,
depicted by the magnetic flux lines in the valley and above the sector,
B, was vertical. The direction of the field was chosen to be directed

upwards or downwards for the two groups of SMF exposed animals,
denoted as the up group and down group, and is represented by the
vectors BUP and BDOWN, respectively. The variation of the magnetic
field intensity was smaller than 0.68 % everywhere in the experimental
volume. Magnetic flux density used was 128 mT
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Fatty acid analysis

The phospholipid fraction was isolated from the extracted
lipids by one-dimensional (TLC) neutral lipid solvent system
of hexane:diethyl ether:acetic acid (87:2:1) using Silica Gel
GF plates (C.Merck, Darmstadt, Germany). The phospholipid
fraction was scraped into glass tubes, and phospholipid fatty
acids (FAs) methyl esters were prepared by transmethylation
with sodium hydroxide (2 mol dm–3) in methanol (heated at
85 °C for 1 h) and after that with sulfuric acid (1 mol dm–3) in
methanol (heated 85 °C for 2 h). After 30 min, samples of
esters were centrifuged, upper phase were put into tubes and
evaporated by technical nitrogen. FA methyl ester derivates
formed from isolated plasma phospholipids fraction were sep-
arated by gas chromatography (GC) using Shimadzu GC 2014
(Kyoto, Japan) equipped with a flame ionization detector and
DB-23 fused silica gel capillary column. The flame ionization
detector was set at 250 °C, the injection port at 220 °C, and the
oven temperature programmed from 130 to 190 °C at the
heating rate of 3 °C/min (Folch et al. 1957). Comparing sam-
ple peak retention times with authentic standards (Sigma
Chemical Company) and/or the (PUFA)-2 standard mixtures
(Restec) identified individual FAs methyl esters.

Estimated activities of desaturase system

Several fatty-acid indices, reflecting desaturase and elongase
activity, were derived from primary data (Cvetković et al.
2010). The ratios of 20:4/20:3, 20:3/18:2, and 22:6/22:5 were
used as a measure of estimatedΔ5-desaturase,Δ6-desaturase,
and Δ4-desaturase activities, respectively, while 18:1/18:0
and 18:0/16:0 ratios represented estimated Δ9-desaturase
and elongase activities.

Histology analysis

Brain, liver, spleen, and kidney tissues were prepared for his-
tological analysis by the procedure explained earlier (Bancroft
and Gamble 2001). In short, tissues were fixated in formalin
(10 % formaldehyde-water solution) for 24 h and than embed-
ded in paraffin. Generated 5-μm sections were mounted on
slides and stained with hematoxylin (Bio-Optica, Milan, Italy)
and eosin (MP Biomedicals LLC, Illkirch Cedex, France).
Analysis of stained sections was conducted by two indepen-
dent pathologists that used a light microscope Olympus BX41
(Tokyo, Japan) and made micrographs with Sony Exwave
HAD digital camera, model SSC-DC50AP (Tokyo, Japan).
Immunohistochemical (IHC) analysis was conducted with
the CD3 (polyclonal rabbit anti-human CD3; Dako Denmark
A/S; Glosturp, Denmark), CD15 (monoclonal mouse anti-
human CD15 clone carb-3; Dako North America Inc.,
Camarillo, CA, USA), and CD20 (monoclonal mouse anti-
human CD20cy clone L26; Dako Denmark A/S; Glosturp,

Denmark) antibodies. After exposing tissue to primary anti-
bodies for 1 h, slides were rinsed with water and then the
secondary antibody was applied for 15 min. Detection was
conducted by employing a horse radish peroxidase kit
(UltraVision Large Volume Detection System Anti-
Polyvalent, HRP (Ready-To-Use); Thermo Fisher Scientific,
(Chestershire, UK). CD3 is a marker for T lymphocytes
(Felgar et al. 1997), CD20 is a marker for B lymphocytes
(Pinkus and Said 1988), and CD15 is a marker for granulocyte
lineage (Barry et al. 2002).

Statistical analysis

Statistical analysis of obtained data was performed using soft-
ware SPSS for Windows, version 16.0 (SPSS, Chicago, IL,
USA). Differences among groups were evaluated by one-way
ANOVA, followed by Fischer’s LSD test. Distribution of non-
parametric data was analyzed by chi-square test. The level of
significance was set at p<0.05.

Results

Histological characteristics

Tissue morphology of the liver, spleen, kidney, and brain is
presented in Fig. 2. The liver in the down group showed sig-
nificant inflammation. Liver infiltrate localization was
periportal and predominantly made of granulocytes and lym-
phocytes. Edematous hepatocytes were also present. The
spleen did not show any pathological changes among groups,
though congestive hyperemia was visible in all three groups,
which is a usual finding following sacrifice. The kidney
showed increased inflammation (nonspecific pyelonephritis)
in exposed animals, but not in sham animals. Brain edema
characterized by edematous neurons was present in the up
group, but not in the down and sham groups.

Histological analysis

Tissue characteristics of mice exposed to SMF of different
orientations are presented in Table 1. The liver in the down
group showed significant inflammatory characteristics when
compared to up and sham groups (p<0.05). The spleen did not
show any pathological changes among groups (p>0.05). The
kidney showed increased inflammation in exposed animals
(up and down group) when compared to control animals
(p<0.05). Brain tissue expressed significant edematous neu-
rons in the up group when compared to the down and sham
groups (p<0.05).
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Immunohistochemical analysis

Immunohistochemical (IHC) analysis of cell infiltrates in renal
tissue is presented in Fig. 3. Initial determination of cell infil-
trates in all affected organs was done by light microscopy. A
confirmation of correct histological readingwas conducted in a
renal tissue by IHC analysis. In panel A, inflammatory cells are
visible. In panel B, CD15 positive granulocytes are marked. In
panel C, the CD3 positive T lymphocytes are shown. In panel
D, the CD20 positive B lymphocytes are presented.

Blood parameters

Blood parameters in control mice and mice exposed to differ-
ently oriented SMF are shown in Table 2. Exposure of mice to
differently oriented SMF did not alter the platelet count or
Hgb, Hct, MCV, MCH, MCHC values among groups
(p>0.05). However, SMF of a different orientation influenced
the serum lipids. There was a significant increase in serum
values of HDL in exposed animals (up and down group) when
compared to unexposed ones (61.50±5.13 and 56.21±2.38
vs. 41.77±5.13; p<0.01 and p<0.05, respectively). Total se-
rum cholesterol, LDL, and triglycerides did not change signif-
icantly among groups, but there was a trend of total cholester-
ol increase and LDL decrease in exposed groups (up and
down group) (p>0.05). C-reactive protein also did not change
under the influence of differently oriented SMF (0.59±0.09
and 0.64±0.12 vs. 0.78±0.32; p>0.05), but we observed a
significant increase of ALT in down group when com-
pared to sham group (63.50±8.17 vs. 42.33±3.87;
p<0.05). In general, besides statistically significant re-
sults, the trend of increased values vs. sham group was
more pronounced in the down group and the trend of
decreased values vs. sham group was more pronounced
in the up group.

Fig. 2 Histological
characteristics of the brain, liver,
spleen, and kidney in mice
exposed (up group, down group)
or unexposed (sham-control) to
SMF of different orientations. BC
brain tissue in unexposed mice
(brain control), BUp brain tissue
in mice exposed to up-oriented
SMF, BDw brain tissue in mice
exposed to down-oriented SMF.
LC liver tissue in unexposed mice
(liver control), LUp liver tissue in
mice exposed to up-oriented
SMF, LDw liver tissue in mice
exposed to down-oriented SMF.
SC splenic tissue in unexposed
mice (spleen control), SUp
splenic tissue in mice exposed to
up-oriented SMF, SDw splenic
tissue in mice exposed to down-
oriented SMF. KC kidney tissue
in unexposed mice (kidney
control), KUp kidney tissue in
mice exposed to up-oriented
SMF, KDw kidney tissue in mice
exposed to down-oriented SMF.
Arrow shows inflammatory cells

Table 1 Results of histological analysis of mice exposed (up group,
down group) or unexposed (sham-control) to SMF of different orientation

Histology Sham-control Up group Down group

Liver Normal [n(%)] 9 (100) 8 (88.9) 4 (44.4)

Inflammation [n(%)] 0 (0) 1 (11.1) 5 (55.6)

Spleen Normal [n(%)] 9 (100) 9 (100) 9 (100)

Inflammation [n(%)] 0 (0) 0 (0) 0 (0)

Kidney Normal [n(%)] 8 (88.9) 5 (55.6) 3 (33.3)

Inflammation [n(%)] 1 (11.1) 4 (44.4) 6 (66.7)

Brain Normal [n(%)] 8 (88.9) 1 (11.1) 9 (100)

Edema [n(%)] 1 (11.1) 8 (88.9) 0 (0)
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Blood cellularity

Blood cellularity in mice exposed (up, down) or unexposed to
SMF of different orientation is shown in Fig. 4. Total serum
white blood cells (WBC) count was found to be significantly
lower in exposed (up and down group) when compared to unex-
posed animals (3.49±0.50 and 3.31±0.30 vs. 6.61±0.70;
p<0.01) (panel A). This decrease in exposed groups was mainly
due to a reduction in serum lymphocytes (2.74±0.36 and 2.97±
0.27 vs. 5.47±0.61; p<0.01) (panel D) and to a decrease in

serum granulocytes, especially in down group (0.26±0.03 vs.
0.87±0.10; p<0.01 compared to sham group and 0.26±0.03
vs. 0.66±0.14; p<0.05 compared to up group) (panel C).
While decrease in totalWBC and serum lymphocyteswere about
the same in up and down groups, it is worth noting that statisti-
cally significant decrease in serum granulocytes occurred exclu-
sively in the down group. This decrease in serum granulocytes
was statistically significant not only versus the sham group but
also versus the up group. SMF of a different orientation did not
alter RBC count among groups (p>0.05) (panel B).

Fig. 3 Immunohistochemical
(IHC) analysis of cell infiltrates in
renal tissue. a Renal tissue,
magnification ×10, hematoxylin-
eosin staining. Arrow shows
inflammatory cells. b Renal
tissue, magnification ×40,
monoclonal mouse anti-human
CD15 (granulocyte marker).
Arrow shows CD15 positive
granulocyte. c Renal tissue,
magnification ×40, polyclonal
rabbit anti-human CD3 (T
lymphocyte marker). Arrow
shows CD3 positive T
lymphocyte. d Renal tissue,
magnification ×40, monoclonal
mouse anti-human CD20 (B
lymphocyte marker). Arrow
shows CD3 positive B
lymphocyte

Table 2 Blood parameters in
mice exposed (up group, down
group) or unexposed (sham-
control) to SMF of different
orientations

Blood parameter Sham-control Up group Down group

Plt (109/L) 1311.86±59.99 1140.60±80.24 1266.25±41.49

Hgb (g/L) 125.42±5.39 130.00±3.52 132.00±6.50

Hct (L/L) 0.41±0.02 0.42±0.09 0.43±0.02

MCV (fl) 48.29±1.30 48.62±0.65 48.71±0.94

MCH (pg) 15.00±0.49 15.12±0.23 15.29±0.36

MCHC (g/L) 308.14±4.97 309.75±3.53 309.86±1.84

Total cholesterol (mg/dL) 76.17±3.97 78.73±6.79 89.48±5.71

HDL (mg/dL) 41.77±5.13 56.21±2.38* 61.50±6.19**

LDL (mg/dL) 25.81±6.61 10.74±6.31 16.16±7.26

Triglycerides (mg/dL) 52.94±3.53 48.88±4.37 59.13±5.35

ALT (IU/L) 42.33±3.87 51.29±7.94 63.50±8.17*

CRP (mg/dL) 0.78±0.32 0.59±0.09 0.64±0.12

Data are presented as mean±SEM

Plt platelets, Hgb hemoglobin, Hct hematocrit,MCV mean corpuscular volume,MCH mean corpuscular hemo-
globin, MCHC mean corpuscular hemoglobin concentration, HDL high-density lipoprotein, LDL low-density
lipoprotein, ALT alanine-aminotransferase, CRP C-reactive protein

*p<0.05 compared to control; **p<0.01 compared to control
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Spleen cellular parameters

Spleen cellular parameters in mice exposed to SMF of a dif-
ferent orientation are presented in Fig. 5. Total spleen cellu-
larity in mice exposed to upward-oriented SMF was signifi-
cantly higher when compared to those exposed to downward-
oriented SMF (1.08±0.05 vs. 0.69±0.03; p<0.01) and to con-
trol mice (1.08±0.05 vs. 0.73±0.05; p<0.01) (panel A).
However, there was no difference in spleen red blood cell
count among groups (30.54±3.26 vs. 34.51±1.4 vs. 34.71±
1.05; p>0.05, respectively) (panel B). Spleen granulocytes in
the up group were significantly lower when compared to the
sham group (2.2±0.28 vs. 8.26±1.30; p<0.01) and spleen
granulocytes in the down group were also significantly lower
when compared to the sham group (1.64±0.19 vs. 8.26±1.30;
p<0.01) (panel C). In contrast, spleen lymphocytes did not
alter among groups under the influence of SMF of different
orientation (p>0.05) (panel D).

Liver phospholipid profile

Liver phospholipid profile in mice exposed to SMF of a dif-
ferent orientation is presented in Table 3. There was no differ-
ence in total saturated fatty acids (SFA). However, in mice
exposed to downward-oriented SMF, there was a significant
increase in content of palmitic acid (16:0) when compared to

control mice (24.54±0.19 vs. 22.90±0.70; p<0.01). There
was also an increase of palmitic acid in the upward-oriented
group when compared to sham group, but this increase was on
the border of significance (24.01±0.13 vs. 22.90±0.70; p=
0.05). Stearic acid (18:0) content showed tendency of decrease
in exposed groups, but without statistical significance
(p>0.05). There was no difference in monounsaturated fatty
acids (MUFA) in general. However, content of palmitoleic
acid (16:1n-7) showed a significant, twofold increase in ex-
posed animals (up and down group) when compared to sham
group (0.82±0.06 and 0.84±0.07 vs. 0.40±0.04; p<0.01). On
the other hand, oleic acid (18:1n-9) did not show alterations
among the groups (p>0.05). The amount of vaccenic acid
(18:1n-7) significantly increased in the down group, but not
in the up group, when compared to sham group (2.49±0.14
vs. 1.97±0.17) and also in the down group when compared to
the up group (2.49±0.14 vs. 1.96±0.18). Not only that poly-
unsaturated fatty acids (PUFA) did not alter, but neither did
the sum of omega-3 fatty acids (n-3), the sum of omega-6 fatty
acids (n-6), or the ratio of omega-6 to omega-3 (n-6/n-3).
However, dihomo-γ-linolenic acid (20:3n-6) was reduced in
the exposed groups (up and down) when compared to sham
group (1.06±0.08 and 1.12±0.02 vs. 1.40±0.11; p<0.01). In
addition, α-linolenic acid (18:3n-3) was reduced in the down
group when compared to both sham group (0.40±0.04 vs.
0.62±0.07; p<0.05) and the up group (0.40±0.04 vs. 0.67±

Fig. 4 Blood cellularity in mice exposed (up group, down group) or
unexposed (sham-control) to SMF of a different orientation. Data are
presented as mean±SEM. a Total serum white blood cells in mice
exposed (up group, down group) or unexposed (sham-control) to SMF
of a different orientation; b serum red blood cells in mice exposed (up
group, down group) or unexposed (sham-control) to SMF of a different

orientation; c total serum granulocytes in mice exposed (up group, down
group) or unexposed (sham-control) to SMF of a different orientation; d
serum lymphocytes in mice exposed (up group, down group) or
unexposed (sham-control) to SMF of a different orientation; **p<0.01
compared to control; #p<0.05 compared to up group
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0.08; p<0.01). At the same time, α-linolenic acid from the up
group did not change when compared to sham group
(p>0.05). Overall, in both up and down groups, there was a
statistically significant change in content of palmitoleic
(16:1n-7) and dihomo-γ-linolenic acid (20:3n-6) that occurred
in the same direction. Namely, both the amount of palmitoleic
acid and the dihomo-γ-linolenic acid decreased when com-
pared to sham group. However, in three situations, a change in
the amount of fatty acids was observed exclusively in the
down group. Namely, palmitic (16:0) and vaccenic (18-1n7)
acids increased and α-linolenic acid (18:3n-3) decreased in
the down group when compared to sham group.

Desaturase and elongase activities

Desaturase and elongase activities in the liver in mice exposed
to SMF of a different orientation are presented in Table 4.
Delta 9 (Δ9) desaturase activity did not change in groups of
exposed or unexposed animals (p>0.05). Elongase activity
decreased in the liver of exposed animals (up and down
groups) when compared to sham group (0.73±0.03 and
0.70±0.01 vs. 0.81±0.03; p<0.05 and p<0.01, respectively).
Delta 6 (Δ6) desaturase and elongase also showed significant
decrease in livers of exposed animals (up and down groups)
when compared to control animals (0.07±0.01 and 0.07±
0.003 vs. 0.09±0.01; p<0.05). Delta 5 (Δ5) desaturase

showed significant increase in the up group compared to sham
group (13.52±0.88 vs. 10.64±1.02; p<0.05) but did not differ
when compared to the down group (13.52±0.88 vs. 12.27±
0.32; p>0.05).

Animal weight

There was no significant difference in animal weight or food
intake among the groups at the beginning and at the end of the
experiment (data not shown).

Discussion

In this study, we investigated the influence of a homogeneous,
differently oriented static magnetic field (SMF) of 128 mT on
hematological parameters, tissue characteristics, and lipid
content in subacutely exposed mice. Aiming to single out
the influence of field orientation, we used downward- as well
as upward-oriented vertical homogeneous SMF (Fig. 1).
SMF affected various organs and these effects were, to
some degree, dependent on the SMF orientation. Since
the field gradients were negligible, any possible biological
effect of varying field gradients was excluded and all the ob-
served effects were appropriated to the applied field intensity
in the chosen direction.

Fig. 5 Spleen cellularity in mice exposed (up group, down group) or
unexposed (sham-control) to SMF of a different orientation. Data are
presented as mean±SEM. a Total spleen cellularity in mice exposed (up
group, down group) or unexposed (sham-control) to SMF of different
orientation; b spleen red blood cells in mice exposed (up group, down
group) or unexposed (sham-control) to SMF of a different orientation; c

spleen granulocytes in mice exposed (up group, down group) or
unexposed (sham-control) to SMF of different orientation; d spleen
lymphocytes in mice exposed (up group, down group) or unexposed
(sham-control) to SMF of different orientation; **p<0.01 compared to
control; #p<0.01 compared to down group
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Both upward- and downward-oriented magnetic field
caused a decrease in the amount of total WBC and
lymphocytes in serum, a decrease of granulocytes in
the spleen, kidney inflammation, and an increase in
the amount of HDL. In addition, upward-oriented
SMF caused brain edema and increased spleen cellular-
ity. In contrast, downward-oriented SMF induced liver
inflammation and a decrease in the amount of serum
granulocytes. It appears that SMF of 128 mT affected

specific organs in the body, rather than simultaneously and
equally influencing the entire body system.

We initially found inflammation in the liver after exposure
to the down-oriented SMF of 128 mT (Fig. 2; Table 1). These
histological findings were confirmed by an increase of serum
ALT in the down group only (Table 2). Enzyme ALT is found
in the highest concentration in the liver, and it is typically used
to detect liver injury. Moreover, we have been the first to
discover specific changes in fatty acid profile following
SMF exposure. We observed exclusively in the down group
an increase in pro-inflammatory palmitic fatty acid (16:0)
(Soto-Vaca et al. 2013, Wu et al. 2014) and a decrease in
anti-inflammatory α-linolenic fatty acid (18:3 n-3) (Ren
et al. 2007, Erdinest et al. 2012) (Table 3). It has been shown
that palmitic acid increases the level of pro-inflammatory
TNF-alpha and IL-6 (Staiger et al. 2004, Zhou et al. 2013).
An increase in palmitic fatty acid that we observed could be a
consequence of a reduced activity of the enzyme elongase
18:0/16:0 that converts palmitic fatty acid into stearic fatty
acid (18:0) (Table 4). In the case of α-linolenic acid, which
is an essential fatty acid, we can speculate that employed SMF
affected its metabolism in the liver. SMF of 128 mT may
directly affect activity of enzymes by inducing their confor-
mational changes. Alternatively, SMF may act through the
rearrangement of membrane phospholipids, leading to a flux
of ions (Rosen 1993) that alters enzyme functions. Observing
that 128 mT SMF affected differently the two enzymes that
contain the same metal, magnesium (enzyme Δ6 desaturase
and elongase 20:3n-6/18:2n-6 and enzyme Δ5 desaturase
20:4n-6/20:3n-6), while at the same time, enzyme Δ9
desaturase 18:1n-9/18:0 that contains a different metal, iron,
was not affected (Table 4), we conclude that SMF influence
was probably at the membrane level, rather than at the level of
enzymes’ conformational change. This explanation is based
on the important role of the liver in synthesis and degradation
of phospholipids that are a major component of cell mem-
branes (Rigotti et al. 1994). Alteration of membrane fatty
acids changes membrane fluidity and ion flux and, conse-
quently, the function of various enzymes (McGarry 2002).
The ratio of unsaturated to saturated fatty acids influences
membrane fluidity in bacteria (Mihoub et al. 2012) and in
mammals (Perona et al. 2007). Moderate intensity SMF

Table 3 Fatty acid profiles of liver phospholipids in mice exposed (up
group, down group) or unexposed (sham-control) to SMF of different
orientation

Fatty acids (%) Sham-control Up group Down group

SFA 41.42±0.97 41.60±0.72 41.79±0.26

16:0 22.90±0.70 24.01±0.13 24.54±0.19**

18:0 18.51±0.64 17.60±0.68 17.25±0.25

MUFA 10.26±0.98 11.21±0.71 10.90±0.60

16:1 n-7 0.40±0.04 0.82±0.06** 0.84±0.07**

18:1 n-9 7.89±0.83 8.43±0.82 7.58±0.51

18:1 n-7 1.97±0.17 1.96±0.18 2.49±0.14*a

PUFA 48.33±0.61 47.19±0.88 47.31±0.48

n-6 31.88±0.32 31.14±0.60 30.80±0.49

18:2 n-6 15.97±0.16 15.94±0.63 15.74±0.43

20:3 n-6 1.40±0.11 1.06±0.80** 1.12±0.02*

20:4 n-6 14.30±0.39 13.91±0.53 13.72±0.11

22:4 n-6 0.21±0.01 0.23±0.01 0.22±0.01

n-3 16.44±0.74 16.05±1.11 16.50±0.81

18:3 n-3 0.62±0.07 0.67±0.08 0.40±0.04**a

20:5 n-3 0.52±0.15 0.56±0.16 0.72±0.16

22:5 n-3 0.70±0.08 0.75±0.06 0.82±0.04

22:6 n-3 14.61±0.66 14.07±1.18 14.56±0.78

n-6/n-3 1.96±0.10 2.01±0.17 1.91±0.12

MUFA/SFA 0.25±0.07 0.27±0.05 0.26±0.04

PUFA/SFA 1.17±0.09 1.14±0.09 1.13±0.03

Values are presented as means±SEM

SFA saturated fatty acids, MUFA monounsaturated fatty acids, PUFA
polyunsaturated fatty acids

*p<0.05 compared to control; **p<0.01 compared to control
a p<0.05 compared to Up group

Table 4 Estimated activities of
desaturases and elongases in the
liver in mice exposed (up group,
down group) or unexposed
(sham-control) to SMF of
different orientations

Enzyme Sham-control Up group Down group

Δ9 desaturase 18:1n-9/18:0 0.43±0.14 0.49±0.15 0.44±0.10

elongase18:0/16:0 0.81±0.03 0.73±0.03* 0.70±0.01**

Δ6 desaturase and elongase 20:3n-6/18:2n-6 0.09±0.01 0.07±0.01* 0.07±0.003*

Δ5 desaturase 20:4n-6/20:3n-6 10.64±1.02 13.53±0.88* 12.28±0.32

Values are presented as means±SEM

Significantly different from control: *p<0.05 compared to control; **p<0.01 compared to control
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influences cell membrane ratio of unsaturated versus saturated
fatty acids in bacteria, representing an adaptive reaction
(Mihoub et al. 2012). However, in our study, although some
fatty acids increased and some decreased, the total ratio of
MUFA/SFA and PUFA/SFA of liver phospholipids did not
change (Table 3), probably because of different intensity and
duration of SMF exposure.

Various studies have shown an increase in free radical pro-
duction and degradation of lipid bilayers in liver cells in SMF
exposed animals (Watanabe et al. 1997, Amara et al. 2007,
Hashish et al. 2008). This disruption of lipid membranes
causes cellular edema and loss of functional integrity, which
leads to histological changes and decreased liver function. In
our experiments, we observed a tendency of a decrease in
direct cholesterol transport via LDL and significant increase
in reverse cholesterol transport via HDL (Table 2). An expla-
nation for these findings could be that cholesterol synthesis,
uptake, and degradation in liver decreased under SMF influ-
ence. As a consequence, there was a tendency of serum total
cholesterol increase in exposed animals, mainly due to HDL
increase. HDL is a major serum lipoprotein in rodents and its
fluctuation affects total serum cholesterol to a significant ex-
tent (Lizenko et al. 2008). In previously conducted experi-
ments, increased serum total cholesterol was accompanied
by an increase in serum triglycerides (Lahbib et al. 2010),
which we did not observe. The increase in serum triglycerides
observed in their experiment could be due to different duration
of applied SMF.

In the kidney, as in the liver, an inflammatory infiltrate was
present in SMF exposed animals, causing nonspecific pyelo-
nephritis (Fig. 2). The extent of this infiltrate was more pro-
nounced in the down group. Other studies showed that besides
the liver, SMF of 128 mT can also cause decreased activity of
anti-oxidative enzymes in the kidney that leads to increased
lipid peroxidation and oxidative stress (Amara et al. 2007,
Ghodbane et al. 2011). We reported here morphological
changes in the kidney as reflected by infiltration of various
inflammatory cells (Fig. 3). Furthermore, we showed that
morphological changes, observed in the kidney and liver of
exposed animals, were more profound in the down group
(Table 1). The specificity of our findings in the liver and kid-
ney was confirmed by histological analysis of spleen, where
no inflammation was observed (Fig. 2, Table 1).

In contrast to the liver and kidney, the brain showed edem-
atous changes in upward exposed animals (Table 1, Fig. 2).
Various animal studies showed that SMF causes increased
blood-brain permeability (Saunders 2005). SMF can also in-
duce changes in Na/K pump redistribution especially in the
cytoplasm of affected neurons (Nikolić et al. 2013). Increased
permeability of the blood-brain barrier and functional changes
in Na/K pump can cause neuron swelling. It was shown that
128 mT SMF induces hypoxia-like status in exposed rats
(Elferchichi et al. 2007). When hypoxia develops, one of the

first organs that are affected is the brain, with intraneuronal
edema that we observed in the up group (Fig. 2).

Spleen cellularity is bound to the amount of RBC and
WBC in serum. WBC consists of granulocytes and lympho-
cytes. Lymphocytes make the majority of WBC in mice
(Green 1966). Analysis of the spleen has revealed a significant
increase in spleen total cellularity (RBC andWBC together) in
the up group (Fig. 5, panel A). This is a consequence of a fact
that even a small increase in percentage of lymphocytes could
cause a large increase in total spleen cellularity. We also ob-
served a significant decrease in spleen granulocyte count in
exposed animals (up and down) (Fig. 5, panel C) with con-
comitant decrease in serum granulocytes found mainly in the
down group (Fig. 4, panel C). Previous research also showed a
decrease in splenic granulocytes under the influence of SMF
that was explained by increased phagocytosis and oxidative
stress followed by death of granulocytes (Elferchichi et al.
2007). In our case, serum WBC and lymphocytes were also
decreased in both exposed groups (Fig. 4, panel A and panel
D). The total serum WBC reduction was probably a conse-
quence of lymphocyte redistribution among the serum and
various tissues. Namely, a decrease in serum lymphocytes in
both groups of exposed animals (Fig. 4, panel D) was follow-
ed by an increase in lymphocyte content in the liver and kid-
ney (Fig. 2 and Fig. 3).

Red blood cell count did not statistically change in the
blood or in the spleen between exposed and unexposed ani-
mals. Additionally, there were no changes in hemoglobin con-
tent or in MCV, MCH, and MCHC values among groups
(Table 2). This is in accordance with findings that rats exposed
to a magnetic field of extremely low frequency for 50 and
100 days did not show alteration in RBC count (Cakir et al.
2009). Additionally, a previous study also showed that SMF
of moderate intensity do not influence plasma red blood cell
count (Elferchichi et al. 2007). We concluded that various
intensities of magnetic fields and different exposure times do
not influence RBC count in the blood and spleen of experi-
mental animals. This is probably due to diamagnetic property
of RBC and fast recovery of RBC after exposure to SMF
(Schenck 2005).

Previous research showed that SMF influences the biolog-
ical system by causing pro-inflammatory changes and an in-
crease in production of reactive oxygen species (Sahebjamei
et al. 2007, Hashish et al. 2008, Zhao et al. 2011, Todorović
et al. 2015). Namely, these studies stated that SMF increased
phagocytosis and death of granulocytes, associated with pro-
duction of free radicals. Our experiments showed a redistribu-
tion of granulocytes and lymphocytes that was dependent up-
on SMF orientation. In addition, previous studies (Bras et al.
1998, Chionna et al. 2003) demonstrated cytoskeleton reorga-
nization andmodulation of orientation of lymphocytes follow-
ing exposure to moderate static magnetic field. They hypoth-
esized that some sublethal damage persists in the cells, even
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when the cell morphology still seems to be normal, since it is
known that SMF interferes with DNA repair processes
(Ghodbane et al. 2013). Our observed inflammatory changes
in the liver and kidney of exposed animals may not be con-
nected to the previously observed oxidative stress (Amara
et al. 2007). It has been suggested that SMF increases the level
of acetylcholine by enhancing its release and by decreasing its
degradation (Xu et al. 2011). Increased level of acetylcholine
induces blood vessel dilatation and permeability that leads to
granulocyte and lymphocyte infiltration of the surrounding
tissue. However, another study showed that inhomogeneous
SMF could inhibit the release of pro-inflammatory cytokines
IL-6, IL-8, and TNF-α from leukocytes (Vergallo et al. 2013).
The inhibition of release of pro-inflammatory cytokines from
granulocytes and lymphocytes could be the factor explaining
the absence of CRP increase in our experiment despite inflam-
matory changes in the observed tissue (Pepys and Hirschfield
2003). Here, presented results have been obtained in a very
controlled environment with the outbred strain, which renders
them even more significant.

Conclusion

We investigated the influence of downward- and upward-
oriented homogeneous SMF of 128 mT on subacutely ex-
posed mice. Our results suggested that SMF of moderate in-
tensity produced pro-inflammatory effects that depended on
its orientation. We discovered that upward-oriented SMF
caused changes in the serum, spleen, kidney, and brain, while
downward-oriented SMF influenced the serum, kidney, and
liver. Observed changes varied from brain edema and alter-
ations in blood total WBC count and spleen granulocyte count
to inflammation of the liver and kidney. Mechanisms that led
to inflammation of affected organs were direct infiltration of
inflammatory cells, whereas, in the case of liver, we also
found an increase of pro-inflammatory palmitic fatty acid
and a decrease in anti-inflammatory α-linolenic fatty acid.
Further studies are needed to fully understand these processes.
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ABSTRACT: The electromagnetic analysis of the proposed graphene

based tunable waveguide resonators for submillimeter-wave applications
is presented. Simple design based on the conventional E-plane resonator
is considered. The desired tunability up to 5% is provided by the change

of the effective resonator length. Simulation results are presented to val-
idate the argument. VC 2014 Wiley Periodicals, Inc. Microwave Opt

Technol Lett 56:2385–2388, 2014; View this article online at

wileyonlinelibrary.com. DOI 10.1002/mop.28603

Key words: tunable waveguide resonators; tunable circuits and devices;

submillimeter-wave devices; graphene

1. INTRODUCTION

Expected trends for the multigigabit wireless communications

require usage of large bandwidth available in the submillimeter

frequency range [1–3]. In addition to the existing satellite and

remote sensing applications as well as specialized biomedical

and security purposes [4], plans for commercial wireless appli-

cations will likely motivate rapid technological progress in this

area. Accordingly, there is a significant recent progress in the

development of submillimeter-wave components [5–11]. Size,

complexity, and cost of high frequency components are reduced

when the tunable and/or reconfigurable components are used.

Tunability and reconfigurability can be achieved through the
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usage of electronic tuning, magnetic tuning, optical switching,

or microelectromechanical systems. For a particular application,

selection of an approach is governed by the major limiting fac-

tor for each of the above groups, such as the inability of opera-

tion at higher frequencies (e.g., PIN diodes) or incapability of

handling high power (e.g., MEMS, micro-electrical mechanical

system). Relative shortage of naturally occurring materials with

significant THz response left this frequency range, including the

low THz and submillimeter-waves, largely unexplored.

Recently, graphene emerged as an optimal solution in the design

of tunable plasmonic antennas and other devices operating in

the terahertz range [12–14]. It is already reported to be ineffi-

cient for the patch antenna design at microwaves (X–Ka band),

and all our findings up to date were similar. The submillimeter

and low terahertz frequency ranges have not yet been investi-

gated in detail.

This investigation is focused on the 300 GHz frequency,

likely to be much more used in the near future. We propose a

novel class of tunable waveguide resonators incorporating gra-

phene based waveguide discontinuities rather than switches

made out of graphene. Graphene complex conductivity can be

controlled electrostatically, magnetically, or optically, with the

electrostatic tuning resulting in linear material response. Stand-

ard WR-3 (WG32) waveguide section is considered. A conven-

tional E-plane resonator is replaced either with a conducting,

two-dimensional graphene sheet, or with metal-graphene com-

bined septa, with the graphene vertical stripe of length lg located

at the septa inner edges, that is, toward the center of a resonator

structure as shown in Figure 1. Table 1 summarizes the relevant

data, with the resonant frequency and attenuation levels given

for the conventional E-plane resonator made out of copper with

septa length ðlm1lgÞ.

Electromagnetic modeling and simulation of the structure is

performed using the commercially available WIPL-D three-

dimensional Electromagnetic Solver, CAE/CAM tool based on

the higher order method of moments.

2. GRAPHENE BASED WAVEGUIDE RESONATORS

At 300 GHz, modeling of the structure must be performed with

caution, that is, special care must be taken in the description of

high frequency material properties to obtain highly accurate and

reliable results. In our design, all of the metallic parts are

assumed to consist of copper whose DC conductivity equals 58.0

MS/m. As the difference between the classical skin-effect model

and Drude dispersion model for metals can become significant at

higher terahertz frequencies, the relative error of the skin-effect

model at 300 GHz is checked taking Drude dispersion as exact

model. Conductivity error equals 0.8% resulting in the 0.4%

impedance discrepancy. Surface roughness can reduce effective

conductivity up to a factor of two at frequencies above 10 GHz

[15], therefore, the analysis of an all-copper resonator of the

given dimensions is repeated taking the effective conductivity of

29.0 MS/m. Both results, for 58.0 and 29.0 MS/m conductivity,

are repeated as reference in Figure 2 through Figure 5 (shown in

dark red and red, respectively). Numerical values in Table 1 cor-

respond to the total simulated waveguide section length of

2.8 mm. The rest of the simulations are performed taking the DC

conductivity for the skin-effect in copper. Losses in graphene

prove dominant in comparison with copper as well as dielectric.

Due to its very good compatibility with graphene sheets, as

well as high frequency properties, quartz is used as the needed

dielectric holder material in all the simulations. Where a septum

part is to be covered by the thin film of copper, that is, in

graphene-metal resonators, a special technological process, such

as preplating the quartz substrate with titanium would be needed

to increase the thin film adhesivity. Thickness of the quartz

holder is taken to be 50 lm, which is about the thinnest quartz

wafer that is currently produced. Its relative dielectric constant

equals 3.8 and high frequency loss tangent is 6�3 1025.

Frequencies of interest here are well below the graphene

plasma roll-off frequency. Surface conductivity of graphene thus

stems solely from the intraband contributions [16, 17]:

Figure 1 Inside view of a WR-3 (WG32) waveguide section with E-

plane graphene based septa discontinuities. All-graphene and combined

graphene-metal waveguide discontinuities are considered. [Color figure can

be viewed in the online issue, which is available at wileyonlinelibrary.com]

TABLE 1 Waveguide Resonator Dimensions and Frequency
Range

Resonator Dimensions (lm)

A B lrez lg lm
863.6 431.8 360.0 120.0 200.0

Frequencies (GHz) Attenuation (dB)

fLO 2 fHI fcutoff frez ACu,dc ACu,smm

220 2 325 173.28 300.0 0.43 0.60

Figure 2 All-graphene based waveguide resonator. Significant tunabil-

ity of 5% at 300 GHz can be achieved by varying graphene chemical

potential via electrostatic biasing. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com]
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rðx;lc;C; TÞ5
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ekBT

p�h2ðx2j2CÞ
lc

kBT
12ln e2

lc
kBT11

� �� �
: (1)

Therefore, the surface impedance of the graphene stripe or

sheet equals ZS5RS1jxLS, where the surface resistance and

surface inductance can be calculated as

RS52C
qe

�h
LS; LS5

p�h2

q2
ekBT

qelc
kBT 12ln ðe2

qelc
kBT 11Þ

� � : (2)

Electron charge, reduced Planck constant, and Boltzmann

constant are denoted as qe; �h; and kB. Angular electromagnetic

field frequency is x and the temperature is T 5 300 K. The

resistance to inductance ratio is constant and proportional to the

phenomenological scattering rate C 5 (2s)21, that depends on

the doping levels. Typical relaxation time s 5 1 ps is taken here.

There is one-to-one correspondence between the applied electro-

static bias voltage and the chemical potential lc, that can be

used to tune the resonant frequency.

3. RESULTS AND DISCUSSION

3.1. All-Graphene Waveguide Resonators
Electrostatic tuning of graphene’s surface conductivity produces

an effect equivalent to varying the effective septum length on

both edges. We assume ðlm1lgÞ long septum to be completely

covered with atomically thin graphene sheet. Results shown in

Figure 2 confirm that the desired 5% tunability can be easily

achieved, with the acceptable losses. This tunability range is

determined by the inductance to resistance ratio, that is, by the

relaxation time s. Higher levels of graphene doping are, there-

fore, more desirable.

3.2. Graphene-Metal Combined Waveguide Resonators
Coating only the septum inner edge, toward the center of the

structure, with vertical graphene stripe of length, lg, and cover-

ing the rest of the septum with the thin film of copper, we

obtain combined graphene-copper resonators. Structure geometry

is shown in Figure 1. As a result, effective resonator length is

affected by varying the chemical potential lc, while the total

resonator plus septa length is kept fixed. Due to the field distri-

bution different from the previous case, losses corresponding to

the 120 lm long graphene stripe are virtually the same as for

the whole length of 320 lm graphene sheet. As seen from Fig-

ure 3, Q-factor is increased almost twice, that is, the change in

S-parameters with frequency roughly follows the one corre-

sponding to the all-copper case. Resonator tunability of 3.5% is

obtained.

3.3. Effects of Varying Structure Parameters
Variation in resonator tunability range and graphene loss with

the modification of the inner edge graphene stripe length, lg, is

illustrated in Figure 4. In conclusion, graphene stripe should be

taken as long as possible. An example with two identical stripes

at both septum ends with its central part covered with copper is

shown as well (denoted by 120 1 120). Comparing the two

curves, for 120 and 120 lm 1 120 lm, we observe little impact

in terms of loss and tunability, however, the Q-factor is signifi-

cantly reduced in the second case. Finally, the effect of increas-

ing total septum length while keeping constant the length of

graphene stripe is shown in Figure 5. Along with some improve-

ment in the loaded Q-factor, loss is significantly increased. This

suggests that a trade-off between the Q-factor and tunability, if

necessary, can be performed by increasing ðlm1lgÞ and simulta-

neously decreasing the graphene stripe length lg.

4. CONCLUSIONS

The graphene based tunable waveguide resonators for the WR-3

(WG32) frequency range have been investigated using the full-

wave electromagnetic analysis. Depending on the requirements,

Figure 3 Graphene-metal combined waveguide resonator. Substantial

quality factor improvement is obtained using the copper septa with the

vertical inner-edge graphene stripes. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com]

Figure 4 Effect of varying graphene stripe length lg to the device tun-

ability range. Graphene stripe should be taken as long as possible. Single

example with two identical stripes at both septum ends is given for com-

parison. [Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com]

Figure 5 Effect of increasing septum length by increasing parameter

lm (keeping constant lg5 120 lm). Trade-off between Q-factor, loss,

and tunability can be achieved by simultaneously increasing ðlm1lgÞ and

decreasing lg. [Color figure can be viewed in the online issue, which is

available at wileyonlinelibrary.com]
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resonator can be all-graphene based or graphene-metal com-

bined. Effects of varying structure parameters have been dis-

cussed. We have achieved tunability up to 5% with acceptable

losses. More detailed analysis and filter design is under way.
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ABSTRACT: A coplanar waveguide-fed monopole antenna with split
ring resonator (SRR) loaded substrate is introduced to obtain good

impedance matching over a wide band of frequency. SRR is loaded on
the backside of the substrate used to obtain a wideband covering from
3.87 to 7.63 GHz, which covers the 5 GHz WLAN and 5.8 GHz RFID

applications. The size of the antenna is 31 3 24.57 3 1.6 mm3. A proto-
type of the proposed antenna has been fabricated and measured. The

radiation pattern measured at resonance is omnidirectional in the H-
plane and bidirectional in the E-plane. Details of the proposed antenna
design and measured results are presented and discussed. The measured

peak antenna gain is 2.51 dBi. SRR characteristics are also discussed to
validate the results and parametric study of SRR is also done. VC 2014

Wiley Periodicals, Inc. Microwave Opt Technol Lett 56:2388–2392,

2014; View this article online at wileyonlinelibrary.com. DOI 10.1002/

mop.28602

Key words: broadband antenna; impedance matching; metamaterial;
monopole antenna; split ring resonator

1. INTRODUCTION

An exponential growth in the field of communication has cre-

ated a great demand for broadband antennas for various wireless

communication applications. Coplanar waveguide (CPW)-fed

monopole antennas are appropriate for wideband wireless appli-

cations due to their attractive features like low profile, wide-

bandwidth, good impedance matching, and omnidirectional radi-

ation pattern. Impedance matching over a broad range of fre-

quencies is a challenging one. Good impedance matching was

obtained by changing the size of the ground plane, dimensions

of the antenna, distance between feed point and ground [1–10].

Reactive lumped elements can also be used for good impedance

matching [1]. Varactor diode was inserted in the monopole to

make it resonate at low frequency and also for frequency recon-

figurability. Reactive impedance substrate (RIS) for planar

antenna increases the bandwidth and also reduces the size of the

antenna [2]. RIS with proper choice of surface reactance is a

key component for size miniaturization and bandwidth enhance-

ment of the antenna. The interaction between the antenna and

its image on the substrate was minimized by RIS which leads to

good impedance matching. Substrate with high permittivity can

also be used for size reduction but it reduces the efficiency of

the antenna.

In the past decade, metamaterial with unusual properties

were used for the enhancement of antenna parameters like band-

width, gain, directivity, and size miniaturization [2–10]. Split

ring resonator (SRR) is a basic component of metamaterial,

which is designed to exhibit negative permeability over a certain

range of microwave frequency. The various forms of SRR and

their equivalent circuits were discussed [11]. Metamaterial sub-

strate for antenna was constructed using array of SRR [12].

Metamaterial substrate reduces the size to a large extend but it

decreases the gain and efficiency. This is mainly due to ohmic
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Importance of Accurate Static Equilibrium Orbit
Calculation in Cyclotron Design

Andjelija Z̆. Ilić, Member, IEEE, Jasna L. Ristić-Djurović, and Sas̆a Ćirković

Abstract—Knowledge of the static equilibrium orbit properties
is crucial for cyclotron design and development. With the increase
of computational speed, numerical orbit calculations are more and
more often employed as a part of other methods. Direct numerical
integration of the canonical equations of motion is used most often
for orbit calculations. We propose an original method for the cal-
culation of static equilibrium orbit properties by direct trajectory
tracking in the real, configuration space, and compare it with the
method most commonly used.

Index Terms—Cyclotrons, magnetic fields, optimization
methods, particle beam dynamics, static equilibrium orbit
properties.

I. INTRODUCTION

S TATIC EQUILIBRIUM ORBIT (SEO) calculations are
an indispensable tool in the design and development of

modern cyclotrons [1]–[7]. Since the cyclotron magnetic field
has the double role in the process of acceleration, of guiding the
ion beam bunch toward the field regions corresponding to the
energies of ions and focusing the trajectories of ions, much of
the accelerated orbit behavior can be deduced from the analysis
of the field itself. Analytical expressions of different levels
of complexity and accuracy [8], [9], developed over time, are
nowadays almost completely abandoned in favor of numerical
techniques. Numerical calculation of orbits for a large number
of ion energy values gives a measure of quality of the designed
magnetic field through its level of isochronism as well as the
focusing properties. Computer codes for the simulation of ion
beam acceleration using the well-known ray tracing method
also rely on the SEO calculations. Namely, the transition matrix
parameters used to transform the non-central trajectories about
the central ray are determined from SEO analysis [10], [11].

Computational speed improvements over the last decades led
us, as well as other authors, to employ the orbital frequency
criterion as an error assessment tool in the iterative process of
isochronous magnetic field calculation [12], [13], and iterative
cyclotron magnet shimming [14]–[16]. We have also employed
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the SEO calculation as a subroutine, used in the centering of
trajectories, in the program module devoted to the optimization
of accelerated equilibrium orbits (AEO) [17]. Precise SEO po-
sitioning played important role in determining of the focusing
limit of a cyclotron using the beam dynamics simulation [18].
Whereas accurate calculation is important in the field analysis,
it becomes an imperative when the SEO determination routines
are used in the optimization process.

The SEO determination technique most commonly found in
literature is based on direct numerical integration of the canon-
ical equations of motion and is described in [1]. Static equilib-
rium orbit is defined as the closed orbit possessing the same

-fold symmetry as the guiding magnetic field, where corre-
sponds to the number of cyclotron magnetic sectors. It is unique
for every considered particle energy. In numerical SEO analysis,
there may be more than one appropriate closed orbit, concordant
with numerical criteria, in the vicinity of the actual SEO. Highly
accurate two-parameter optimization, used in [1] to locate the
optimal closed orbit, is based on the well-known Newton itera-
tive method. One of the major benefits of such iteration scheme
is its rapid convergence when the error has been sufficiently re-
duced. On the other hand, the selected orbit is always the one
closest to the initial guess, taken approximately for the first con-
sidered energy point and later extrapolated from the already ob-
tained results.

During the design of the self-written software packages for
ion beam dynamics VINDY and VINDY-A [17]–[20], we de-
veloped original algorithms for SEO determination. Same as the
rest of the program modules written over time, the SEO calcu-
lation routines use the direct trajectory tracking in the real, con-
figuration space, rather than solving the canonical equations of
motion. Here we propose and describe the SEO determination
method of a remarkable accuracy, used for different optimiza-
tion purposes as described in [13], [14], and [17]. Two-param-
eter optimization of the SEO, used by our method, searches over
the range of parameters in the vicinity of the optimal SEO in
order to position it more precisely.

All of the presented examples use the layout and magnetic
field maps given in [21]–[24]. The calculated isochronized
magnetic field map corresponding to the H ion is used
as an input in the evaluation of method performance. This
particular field map is chosen due to the availability of data
on the corresponding static equilibrium orbits calculated by
CYCLOPS code described in [1]. Therefore, the method we
propose is compared with the method most commonly used in
literature. The accuracy of the method in dealing with the more
realistic measured isochronized magnetic field is examined as
well.

0018-9499 © 2013 IEEE
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II. METHOD DESCRIPTION

Two distinct numerical techniques need to be combined to
provide the SEO analysis tool. The first one is the numerical
integration of the trajectory of an ion, i.e., trajectory tracking.
The other one is the optimization method used to determine the
SEO. The insufficient accuracy of numerical integration directly
translates into inaccurate orbit positioning regardless of opti-
mization method used. This can be avoided easily, by setting
stringent accuracy requirements. Optimization itself becomes a
limiting factor for the SEO positioning in that case. The com-
plete method description is built by treating its various parts in
the following subsections.

A. Numerical Integration

The charged particle motion inside a cyclotron is described
by general equations of particle motion in an electromagnetic
field of electric field strength and magnetic induction :

(1)

(2)

The position of the particle is , its momentum is , and is the
velocity intensity. The rest-mass of the particle is is the
electric charge, and is the speed of light. Equations (1) and (2)
are solved using the adaptive time step Runge-Kutta method of
the fourth order. The time step is chosen to comply with the two
accuracy requirements: the maximal allowed local error of po-
sition calculation is , while the local error of the momentum
calculation must not exceed , given as a fraction of the ini-
tial momentum. In the SEO analysis, the parameter is recal-
culated for each considered energy. The two accuracy require-
ments are not fully independent from each other. High accuracy
of position calculation inherently sets bounds on the momentum
calculation error. As opposed to that, the local momentum error
bound alone is not limiting enough in the regions where the
electric field is close to zero, which is the case with SEO anal-
ysis. In such cases it controls the momentum direction, as well
as the constancy of the momentum intensity, important since the
Runge-Kutta method is not symplectic. Combined, the two re-
quirements result in an excellent control of the size of the time
step.

B. Two-Parameter Optimization Requirements

The positioning of the SEO, for any given test ion energy ,
comprises the optimization of exactly two parameters: the ini-
tial radial position and the initial momentum direction in the
median plane of a cyclotron, where the SEO is located. Any ini-
tial azimuthal position is acceptable in the search for a closed
orbit; therefore, a point at the midline of a sector or at the mid-
line of a valley is often taken for simplicity. Due to the -fold
symmetry of orbits, radial coordinate as well as momentum di-
rection angle of an ideal SEO should have identical values at the

Fig. 1. The layout of a cyclotron and the coordinate system used. The control
points along the integration path as well as the direction angles of the initial and
final momentum vectors, used by our optimization criterion, are denoted on an
example static equilibrium orbit.

cross-sections with all radial semi-axes, obtained by the rotation
of positive -axis by 360 / . This requirement is virtually the
same as the one imposed in [1]. If checked after a full turn, it
defines the compliance with the perfectly closed orbit. The ideal
closed orbit also has to be centered in the - and -direction in
case of even , or one of the two directions if is odd. In
the realistic magnetic fields, which are not perfectly symmetric,
combinations of different requirements yield different results.
It can be useful to define a number of control parameters, com-
prising ion position and momentum direction angle at various
points along the path of integration. Weighting coefficients are
used to choose among the predefined parameters of a flexible
optimization criterion.

C. Optimization Criterion

For , as in our examples, it is convenient to take the
cross-sections of the tracked orbits with the coordinate axes as
the control points along the path of integration. Therefore, we
employ the following optimization criterion:

(3)

where and represent the considered initial radial position
and initial momentum direction angle, respectively. Angle is
measured clockwise from the positive -axis in the -plane.
The coordinate system as well as the direction of increase
of the azimuthal coordinate is defined in Fig. 1. Azimuth

coincides with the first sector midline. Test ion coordi-
nates and , used as the control param-
eters, are obtained from the full-turn of the test ion trajectory
tracking starting from . The sin and sin in (3)
correspond to the normalized momentum -components,
and . Optimization criterion is defined in a separate proce-
dure, allowing simple addition of different criteria customized
for various cases. As stated in the Subsection B, if is odd orbit
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Fig. 2. The schematic representation of the optimization algorithm used to de-
termine the static equilibrium orbits. Flexible optimization criterion results in a
remarkable accuracy, while the division into the rough and the fine positioning
phase makes the method efficient.

is centered in one of the two directions, here it is the -direction.
Inclusion of radial semi-axes is desired. In the case of spiral sec-
tors, it is advisable to include both position and momentum di-
rection angle at several points along the path of integration as
the control parameters. Weighting coefficients ,
and are specified in the input file. Although each of them can
be an arbitrary real number, we investigated the effect to the fi-
nally obtained SEO of setting each of the weighting coefficients
either equal to zero or equal to one. The obtained binary arrays

correspond to different optimization cri-
teria.

D. Rough SEO Positioning

In order to make the whole procedure as much user-friendly
as possible, arbitrarily broad range of input radii can
be specified. First, we exclude the trajectories that either exit
the cyclotron pole region or never cross the -axis. Then, the
single parameter, , optimization is used to further narrow the

interval, until it reaches a given limit. The two just
described parts of the SEO positioning comprise the rough po-
sitioning phase. The precise two-parameter optimization is ref-
fered to as the fine positioning phase of an algorithm schemat-
ically represented in Fig. 2. Exclusion of stray trajectories is
performed as long as at least one of the three conditions is
met: the final radial position , after the half-turn ( to

) of the test ion trajectory tracking with initial radius
and initial angle , exceeds the cyclotron pole ra-

dius, ; nonnegative is obtained after the half-turn starting
from and -coordinate anywhere along the orbit
exceeds m here). Iterative adjust-
ment of the lower and upper limit radii, and , by a rela-
tively large , ( cm here), has computational cost
negligible in comparison to the fine positioning phase. Further
interval narrowing also proceeds fast: starting from

and , we track the half-turn of the tra-
jectory. Based on positive or negative , or ,
we replace , or

, respectively. The process is repeated until the
condition is reached. For the odd number of

sectors, negative radial coordinate at the last cross-section of
half-turn particle trajectory with one of the coordinate semi-axes
has to be used instead of . In order for the method to be ap-
plicable to cyclotrons with spiral sectors, analytical estimate of
the initial momentum direction angle, , would be neces-
sary. Instead of , the initial angle is to be
used throughout the rough positioning phase. However, detailed
analysis of spiral sectors is beyond the scope of this paper. The
described procedure alone would be sufficient for the SEO po-
sitioning, if the input magnetic field were ideally symmetric and
its change with radius ideally smooth. In reality, this can not be
fully achieved and the procedure moves on to the two-param-
eter adjustment.

E. Fine SEO Positioning

In the fine SEO positioning phase, each of the values ,
and is kept fixed, while the optimal that minimizes the
quality criterion for each of them is searched for. Thus, we
obtain , and , as well as , and . Upon
that, the pair of initial parameters characterized by the
larger , or , is being replaced by , and the cor-
responding value by . Optimal for the fixed value of

is searched for as long as the interval of the remaining mo-
mentum angles is larger than some predefined allowed direction
error . Similarly, new pairs are found until the search
interval becomes smaller than , the allowed SEO positioning
error.

F. Choice of Weighting Coefficients

Binary arrays of weighting coefficients,
, correspond to different opti-

mization criteria, several of them compared in Table I, for
the symmetric calculated magnetic field map and the realistic
measured magnetic field map for the same ion. We assess
the orbit shape quality through the compliance of all radial
position coordinates at the crossing points with coordinate
axes, as well as the compliance of initial and final momentum
direction angle, shown in Table I. Formally, the same norm as
the one given in (3) can be used, with all weighting coefficients
set to 1.0. A larger number of control points along the path of
integration can be used if desired. As opposed to what we
might expect, the requirement that the orbit is -centered
and -centered produces better overall orbit shape than the
requirement on closeness in terms of equality of initial and
final . That can be seen by the inspection of the first and
second column of Table I. As shown in the next two columns,

-centeredness requirement inclusion gives excellent orbit for
the calculated field map and significantly improves the orbit
obtained with the measured field map. It is enough, in that
case, to only control the initial and final momentum, since
omitting the fourth term in (3) results in no changes. The last
two columns investigate the effect of the requirement that the
radial coordinates at the midlines of the second and third sector
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TABLE I
VARIATION OF SEO CONTROL PARAMETERS FOR DIFFERENT CHOICES OF INPUT WEIGHTING COEFFICIENTS

be equal, combined with the -centeredness or -centeredness
of the orbit. The obtained results are inferior to the previously
obtained ones even for the symmetric field map. We may
notice from the presented data the difference in the maximal
radial coordinates of an orbit in - and -direction for the
measured field. Therefore, the usage of the third term in (3) is
not practical. We set ,
and use the requirement on -centeredness and -centeredness
of the orbit throughout the rest of this paper.

G. Determination of Orbit Parameters

Once the initial parameters minimizing the quality
criterion are found, the full turn of the test ion trajectory
tracking is performed to gather most of the orbit data and a
few more turns are tracked with the trajectory off-centered by

mm radially or mm axially. Additional
turns serve to calculate the frequencies of betatron oscillations
from the time intervals between each two passes of radial and
axial perturbance functions, and , through zero. The gy-
ration frequency, just calculated as the inverse of time needed
to perform a single turn starting from , is multiplied
by twice the averaged zero-crossing intervals and the reciprocal
of the product equals betatron tune. The output data comprises
the ion test energy, , minimal, mean, maximal radii of the
SEO, , radial coordinate while traversing the
accelerating gap, , gyration frequency, , orbit circum-
ference, i.e., the single turn trajectory length, , radial and
axial betatron tunes, and , as well as the control parameters
listed in Table II.

III. RESULTS AND THEIR UTILIZATION

The obtained gyration frequency and betatron oscillation fre-
quencies (tunes) for the calculated ion magnetic field map
are shown in Figs. 3 and 4, respectively. The results of our calcu-
lations are compared to the results previously obtained using the
code CYCLOPS [22], [25]. Calculation accuracy in [25] was set
to , and the accuracy requirements controlling the
numerical integration in our method were set to nm,

ppm. The accuracy requirements on the SEO posi-
tioning were set to nm, rad. Static

TABLE II
COMPARISON OF CHARACTERISTIC CONTROL PARAMETERS ALONG THE ORBIT

FOR THE TWO METHODS, FOR THREE ENERGIES

equilibrium orbit data is calculated for test ion energies from
0.2 MeV to 68.0 MeV, with the data step 0.2 MeV. The agree-
ment of the two sets of results is excellent; in Fig. 4 we had
to use rather thick line to represent the CYCLOPS data, since
the two sets of data completely overlap. The general shape of
the two gyration frequency curves in Fig. 3 is identical as well;
however, there is somewhat larger amount of small oscillations
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Fig. 3. Orbital gyration frequencies for the calculated ion magnetic field map. Comparison of newly obtained results (VINDY-A) with those obtained using
the CYCLOPS code [25] gives excellent agreement, except for the small oscillations in the CYCLOPS result. Such oscillations are due to slight variations in the
obtained initial parameters in the vicinity of the optimal closed orbit, where a number of orbits meet the numerical accuracy requirements (see Table I).
The calculation accuracy of in [25] might be insufficient if the data is to be used as input of other procedures.

Fig. 4. Radial and axial betatron oscillation frequencies (tunes), and , for the calculated ion magnetic field map. Betatron tunes are found by determining
the zero-crossing periods, a method commonly used in signal processing. The two sets of results overlap in almost all points, therefore the CYCLOPS data is
represented by a very thick line and our data as smaller dots.

in the CYCLOPS data. There is more than one orbit concor-
dant with the numerical algorithm accuracy requirements in the
vicinity of the orbit adopted as SEO, and such small oscillations
can be attributed to finding a pair of initial parameters
slightly astray from the optimal. This problem could be removed
in part, or even completely, by addopting better computation ac-
curacy. The consistency in the gyration frequency calculation
shown by our method is probably due to the fact that - and

-centeredness combined in an optimization criterion actually
produce better overall orbit shape, than the usual requirement on
orbit closeness, as illustrated in Table I. The comparison of char-
acteristic control parameters along the orbit is given in Table II,
for initial parameters determined by the two methods,
for three energies. Fig. 5 compares the realistic measured with
the calculated isochronous magnetic field map. In the following,
examples of the recent utilization of described procedures as
subroutines in other methods are given.

A. Isochronous Field Calculation Using Gyration Frequencies

The constancy of the ion gyration frequency checked by the
use of numerical methods is the ultimate quality measure for
an isochronous magnetic field. A step further is to employ the

gyration frequency adjustment in the process of isochronous
field calculation. In the method suggested in [13], we choose
to adjust the magnetic field source rather than the field itself
in order to guarantee the magnet capability to produce the cal-
culated field. Cyclotron magnet responds to the joint effect of
the main and the trim coils as an effective main coil current in-
ducing the desired magnetic field at a given radius, termed in
[13] the effective induction current. The measured response of
the magnet was available for the twenty values of the main coil
current, at the measurement grid points in the median plane de-
fined by cm, . Al-
ternatively, simulated magnetic fields for a number of main coil
currents can be used. The gyration frequency dependence on the
mean orbit radius is obtained from the SEO simulation in each
of the field maps at a number of energy points. It is used to ob-
tain the set of values corresponding to the mean orbit radii .
The effective induction current producing the desired gyration
frequency is found for each radius separately, using the cubic
spline interpolation. The azimuthal variation of the magnetic
field corresponding to the considered effective current is deter-
mined in the same way. Azimuthal variations at different radii
are merged into the isochronized field and the corresponding
gyration frequency distribution over the radii is obtained. If the



4632 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 60, NO. 6, DECEMBER 2013

TABLE III
COMPARISON OF MEAN ORBIT RADIUS, , AND THE NORMALIZED ORBIT

CIRCUMFERENCE,

desired isochronism level is not yet achieved, the solution is re-
fined iteratively, although only few (even one) iterations result
in a remarkable accuracy. As shown by comparison of methods
given in [13], deviation of the realistic from the calculated mag-
netic field, due to the finite number of trim coils, is the least for
the suggested method. Our method, as well as the CYCLOPS,
calculates the mean orbit radius, , by the standard defini-
tion of the mean value of a physical variable. It should be noted
that another parameter often used in the cyclotron community,
the average radius based on the arc length, , is always
larger than by an amount depending on the angle between
the arc tangent and the circle tangent in each integration step,

.

(4)

As shown in Table III, the discrepancy between the two in our
case is less than 0.5%; however, for orbits with the more pro-
nounced scalloping it can be much larger.

B. Fine Magnet Shaping by Azimuthal and Axial Shimming

The method for fine magnet shaping described in [14] uses
the three-dimensional computer modeling of the magnet in com-
bination with static equilibrium orbit calculations to relate the
particular magnetic sector shape and the corresponding radial
dependence of the ion gyration frequency. The gyration fre-
quency is treated as a function of the sector shape and the equa-
tion linking the two is solved numerically by the regula falsi
method. The pre-calculated magnetic field criterion and the em-
pirical weight factors for the shape estimate are avoided by re-
lying directly on the gyration frequency adjustment. The method
is applicable to all radially dependent types of sector shimming,
namely the azimuthal, axial-polar and axial-median shimming.
It works equally well with straight as well as with spiral sectors
and can be used to determine the pole thickness in the cyclotrons
with azimuthally non-varying magnetic fields. Two initial lim-
iting sector shapes are required, the two corresponding gyration
frequency dependencies on the mean equilibrium orbit radius,

, defined by (4), and the desired gyration frequency. The
method is characterized by the excellent accuracy and fast con-
vergence.

C. Accelerated Equilibrium Orbit (AEO) Centering

Accelerated equilibrium orbit centering based on the hard
edge gap approximation customarily uses approximate analyt-
ical formulas to relate the relative increase in radius with the
relative energy gain while traversing the accelerating gap. The
very efficient orbit centering method is proposed in [17], relying
on tabulated orbit parameters from the SEO analysis. Orbit cen-
tering starts from the middle of the valley on the SEO corre-
sponding to the test ion energy. The amount of energy gained
at each accelerating gap is numerically integrated. We use the
cubic spline interpolation and the tabulated dependence of gap
radial coordinate, , on the test ion energy to obtain the five
values of . Differences in after and before each gap
correspond to the orbit center movement. The barycenter of an
outlined parallelogram-like contour corresponds to the shift of
the initial ion coordinates required for the single turn centering.
Although the procedure can be used iteratively, for medium to
large energy values a single step of this single turn centering is
adequate.

D. Betatron Tunes Calculation Using the AEO

Determination of the zero crossing periods, a method com-
monly used in signal processing and applied here to calculate
the betatron tunes from the SEO analysis, is readily adapted to
the AEO analysis. The test ion travelling along the optimized
or presumed AEO is tracked simultaneously with the two other
ions, one off-centered radially and the other elevated from the
median plane. The radial and axial perturbations of the trajecto-
ries of the two ions with respect to the one following the AEO
are considered almost sinusoidal signals whose frequency is to
be found. For each time interval between the two zero-cross-
ings, the averaged test ion energy during that interval is found,
and the corresponding gyration frequency interpolated from the
SEO analysis data using the cubic spline method. Betatron tunes
obtained using the AEO are shown in part (b) of Fig. 5 by the
solid red (dark gray) line. Consistent with the result obtained by
the SEO analysis, the newly calculated tunes are found along the
orbit that is not perfectly centered at all radii and that accounts
for realistic energy gains during the acceleration.

E. Focusing Limit of a Cyclotron

The maximal obtainable energy of ions accelerated in a cy-
clotron is determined either by the bending capabilities or by the
focusing capabilities of the machine, depending on the bending
and focusing constants and ion specific charge. The focusing
limit represents the ion energy at which the axial defocusing
caused by the radial field growth overpowers focusing intro-
duced by azimuthally varying fields. It is most often determined
using the axial beam instability criterion based on the approxi-
mate analytical expressions for betatron tunes. In [18], critical
SEO for axial instability is determined as the one whose max-
imal orbit radius corresponds to the maximum of radial mag-
netic field gradient in the considered limiting magnetic field.
This is the orbit characterized by the maximal degree of axial
beam defocusing, out of all orbits in the vicinity of extraction
radius. Beam dynamics simulations along the critical SEO are
employed to assess the extent of the beam defocusing as the
maximal half-envelope achieved along the several simulated
turns on the SEO. The focusing limit is taken to be the ion
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Fig. 5. Comparison of orbit properties for the measured and calculated
ion magnetic field map. Measured magnetic field map is obtained with the set
of main and trim coil currents providing the field closest to the desired calcu-
lated field. (a) There is a significant gyration frequency difference between the
two field maps. (b) The betatron oscillation frequencies seem to be much less
affected by the field differences. The two cases, denoted as SEO (m) for the
measured and SEO (c) for the calculated field map, are best discerned from the

versus plot. The betatron tunes calculated from the radial and axial per-
turbations of accelerated equilibrium orbit in the measured magnetic field map,
denoted as AEO (m), are shown as well. Large oscillations of the tune cal-
culated using the AEO can be contributed to additional radial perturbation due
to the imperfect orbit centering.

extraction energy corresponding to the maximal half-envelope
reaching 135% of the initial vertical beam size. It is shown that
the obtained focusing limit can be more than 9% smaller than
that obtained from the approximate expressions. Focusing limit
obtained by means of beam dynamics simulations is not only
more accurate; it is actually achievable in reality, unlike the one
from the approximate expressions that corresponds to the infin-
itely large beam size.

IV. CONCLUSION

During the creation of our self-written software packages for
ion beam dynamics, highly accurate original method for the cal-
culation of static equilibrium orbits was developed. It has been
used in many other program modules we developed, but the
method itself was not previously described. It is proposed here
and compared in terms of accuracy with the method prevalent
in existing literature, showing excellent agreement. In its many
applications as a subroutine, it has proven to be robust and fast
as well. The flexible quality criterion utilizing several weighting
coefficients is used in the optimization process. A comparison
given in Section II, using different combinations of weighting
coefficients, corresponds to investigating several different op-
timization criteria. Except for the usual analysis of already ob-
tained magnetic field maps, several examples of recent utiliza-
tion of the proposed method within other methods are outlined.
Remarkable consistency in finding the initial parameters
of each SEO is identified as the major factor contributing to the
high accuracy and fast convergence of all outlined methods.
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Magnet with Uncoupled Combined Functions
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Abstract—Efficient extraction by ion stripping of a number
of ion beams from a multipurpose cyclotron through the same
transport line could be achieved with a combined function magnet.
Characteristics of a combined magnet used for this purpose are
significantly different from those of commonly used combined
function magnets. For example, bending and focusing functions
must be independently adjustable, beam paths are not centered
to the device’s axis, only one device is needed per cyclotron, and
requirements regarding maximal achievable quadrupole and
dipole fields as well as field linearity are not as demanding as for
combined function magnets used for other applications. Using two
analytical models as well as a simple numerical model, it is shown
that two independently powered slanted dipoles, off-centered and
arranged symmetrically with respect to the beam area, could
efficiently serve as a combined function magnet in the stripping
extraction system of a multipurpose cyclotron.

Index Terms—Accelerators, combined function magnets, cy-
clotrons, stripping extraction.

I. INTRODUCTION

A MULTIPURPOSE cyclotron provides a number of ion
beams for different applications for the cost of a single

machine. However, diversity of operating modes a machine
delivers increases the difficulties encountered during its design
and construction. Extraction of more than one beam from a
multipurpose cyclotron into a single transport line is often
achieved with the stripping extraction system [1]–[4]. In a
cyclotron which accelerates negative as well as positive ion
beams beam paths and transverse emittances after stripping
extraction significantly depend on the sign of ion charge during
acceleration [5]–[8]. Directions of ion beams accelerated as
positive do not differ very much; however, these beams need to
be focused in the horizontal direction as soon as they leave the
cyclotron. Directions after extraction of ion beams accelerated
as negative, although close to each other, significantly differ
from those of ion beams which are accelerated as positive.
After extraction ion beams accelerated as negative usually do
not need to be focused because they change their sign, i.e.,
they become positive, during stripping and are therefore not
defocused by the pole-edge field. Consequently, to efficiently
prepare all the extracted beams for further transport through
the same transport line a device providing adjustable strong
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horizontal focusing combined with weak horizontal bending
for beams accelerated as positive as well as strong horizontal
bending in the opposite direction for beams accelerated as
negative is needed. Due to the limited available space in the ex-
traction region, these functions should preferably be delivered
by a single device–the combined function magnet.

Combined function magnets are commonly used in storage
rings, synchrotrons, beam lines, linear accelerators, as well as
in cancer therapy devices, see for example [9]–[16] and refer-
ences therein. General practical and theoretical approaches to
designing a combined function magnets for these purposes are
given in [17]–[19], whereas some important questions that need
to be considered for their effective operation are addressed in
[20]–[22].

Requirements for the combined function magnet suitable
for the stripping extraction system of a multipurpose cyclotron
significantly differ from those of the magnets used for the
mentioned purposes. If it is a part of a cyclotron extraction
system, the combined function magnet needs only dipole and
quadrupole components of the magnetic field; however, these
components must be independently adjustable. For this type of
application, not only that the beam paths through the magnet
are not centered to the device’s axis, but are in fact widely
horizontally distributed over the aperture in the first half of the
magnet’s length [7]. The tolerable levels of field components
other than the bending and focusing components as well as of
the fringe field are fairly high. Consequently, the linearity of
the achieved field in the beam area as well as the sharp fringe
field decrease does not have to be met as rigorously as is the
case with other types of applications. In [7], for example, the
focusing magnetic field gradients are determined using the
step size of 0.05 T/m which is 5% of the strongest gradient
needed. In addition, the sizes of the beams which require strong
focusing are two times smaller than the considered beam area.
On the other hand, the beams which require strong bending
travel through the entire horizontal range of the considered
beam area and the bending fields needed for different ion beams
were calculated in [7] with five significant digits. However,
these beams do not require focusing and their horizontal size
is more than five times smaller than the considered beam area.
Therefore, the linearity offset close to the beam area borders as
high as 5% will not cause significant defocusing problems. If
necessary, bending offsets in the beam area can be accounted
for by using achieved shape of the field instead of the assumed
linear dependence in the calculation of the bending field re-
quired for a particular beam. Finally, only a single combined
function magnet is needed in the stripping extraction system of
a multipurpose cyclotron.

The most common way to provide focusing is with a
quadrupole structure of a magnet, whereas for independent
adjustability of focusing and bending functions two uncoupled

0018-9499 © 2013 IEEE
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Fig. 1. Concept evolution. In each of the three sketches the ion beam area is
indicated by a shaded circle, whereas the poles are represented by their magnetic
moment vectors. The leftmost sketch corresponds to a typical quadrupole. If its
poles are independently powered in pairs, as shown in the middle sketch, values
of the two magnetic moments, and , serve to adjust bending as well as
focusing of an ion beam. This concept will work if the two slanted as well as
off-centered poles shown in the rightmost sketch provide linear field in the beam
area.

input parameters must be available. Both of these requirements
are met if a quadrupole is composed of two independently
powered slanted dipoles, see Fig. 1. Initially, we assume that
each of the dipoles can affect the other one only by the effective
change in the field levels, rather than by the major qualitative
field changes such as the field linearity. The magnetic moments
of a slanted dipole’s poles are not parallel, instead they are both
inclined with respect to the -axis by the same angle but in the
opposite directions. In a typical quadrupole all four poles are
azimuthally equidistant, whereas above described slant angle
of a pole can have an arbitrary value. In addition, unlike a
typical dipole whose target area is around its axis, the slanted
dipole outlined in the right sketch in Fig. 1 is off-centered with
respect to the beam area, i.e., the coordinate system origin.
If a quadrupole composed of a slanted off-centered dipole
and its independently powered mirror image is to be used as
a combined function magnet, each of the slanted dipoles has
to produce approximately linear field in the beam area in the
vertical direction, i.e., . Linear field of the
slanted dipole ensures that when two such fields are added in
the proposed combined function magnet, the resulting sum is
linear as well, regardless of the excitation current intensities
which cause the two components.

Asymmetric excitation of a quadrupole by shunting part of
the current from one pair of the coils is described in [23]. Our
generalization of the problem to slanted dipoles is aimed at pro-
viding the dependence between the slanted dipole geometry and
the achieved field quality. Note that the asymmetrically excited
quadrupole is a special case of the combined function magnet
composed of two slanted dipoles.

Operation of five devices with respect to bending and fo-
cusing is illustrated in Fig. 2. The left graph is devoted to a typ-
ical quadrupole, Q, a typical dipole, D, a slanted dipole shifted to
the left of the beam area, LD, and its mirror image, i.e., a slanted
dipole displaced to the right of the beam area, RD. The fifth de-
vice, the combined magnet composed of the two slanted dipoles
is represented in the right graph. To enable comparison of the
devices, bending and focusing factors, and , which de-
fine bending and focusing properties of a device, are expressed
with respect to the device’s maximal steering field and focusing
gradient, and , respectively. Therefore, a particular
operating mode of a device is defined by and , which
can, in general, take any value between and 1. For a typ-
ical quadrupole , whereas for a typical dipole . If

Fig. 2. Available sets of bending and focusing factors. The bending and fo-
cusing factors, and , scale the fields of a considered device to their maxi-
mums, i.e., . The line segments in the left graph
represent a typical quadrupole, Q, dipole, D, and two slanted dipoles displaced
to the left and to the right of the beam line, LD and RD. When independently
powered slanted dipoles LD and RD are combined into a single device, their
bending and focusing factors, and ,
determine bending and focusing factors of the new device as
and . Consequently, the two line segments representing each
slanted dipole as a single device in the left graph expand into the area shown in
the right graph. The original ranges of bending and focusing factors, [ , 1],
are uncoupled and are shown as lighter inner square. In addition, four sets of
factors depicted as the darker triangles are now available.

a slanted off-centered dipole is displaced to the right of the coor-
dinate system origin its bending and focusing factors are equal,

, whereas for its mirror image, denoted as shifted to the
left of the beam area, . When the two independently
powered slanted off-centered dipoles are composed into a com-
bined function magnet the operating area expands from the two
line segments shown in the left graph into the square depicted
in the right graph in Fig. 2. For ion beams accelerated as neg-
ative, operating conditions of the device will be chosen from
the most-right dark triangle, i.e., from the area where
and . After extraction, ion beams accelerated as positive
need strong focusing as well as weak bending and both bending
and focusing factors should be negative. Consequently, the op-
erating mode of the combined function magnet is most likely to
be chosen from the left half of the lower dark triangle, i.e., from
the area defined by and .

A single value of or in the
combined function magnet can be achieved by multiple com-
binations of the field scaling factors of the left and right slanted
dipole, and , see Fig. 3. Even though as well as is not
governed by a single parameter or , the mapping of sets of
pairs is of one-to-one type. Consequently,
the values of and can be adjusted independently.

The problem comes down to ensuring that a single slanted
off-centered dipole can provide approximately linear magnetic
field in the beam area. The concept is validated by modeling the
slanted off-centered dipole with two analytical models as well
as with one numerical model.

II. ANALYTICAL MODELS

A. Ideal Dipoles

In the first approximation of a slanted off-centered dipole
each of its poles is modeled with an ideal dipole, as shown in
Fig. 4. The diameter of the beam area as well as the horizontal
pole offset from the coordinate system origin is fixed and taken
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Fig. 3. Input/output mapping. The bending and focusing factors of
the combined function magnet are uncoupled because the mapping

is a one-to-one mapping.

Fig. 4. Ideal dipoles model. Each pole of the slanted off-centered dipole is
modeled by an ideal dipole inclined with respect to the horizontal axis by a
slant-angle, . The distance between the ideal dipoles is and they are both
shifted to the left of the beam axis by . The diameter of the considered beam
area is taken to be , as well; therefore, this parameter is further used as the
scaling factor for distances.

to be . Consequently, is used as the scaling factor, whereas
the spatial parameters expected to shape the resulting magnetic
field are and .

Magnetic field of an ideal dipole positioned at the origin of
the coordinate system and aimed along the -axis is defined in
[24] as

(1)

where , - H/m and is ideal
dipole magnetic moment. After appropriate coordinate trans-
formation for each of the two poles of the slanted off-centered
dipole and summation, these formulas lead to the vertical mag-
netic field component along the horizontal axis, i.e., for :

(2)

Fig. 5. Influence of slant-angle, , and pole distance, , on device properties.
The dependence of the field linearity coefficient, , as well as of normalized
focusing and bending capabilities, and , on and is shown
in the right, middle and left graph, respectively. In general, small values of and
large values of and are desired; however, the values of and

which correspond to any desired optimization criterion can be determined
from the depicted data.

where , whereas , and are defined in
Fig. 4. The values of and of its derivative at are used
to define steering and focusing capabilities of the device,
and as

(3)

These are used to linearly approximate along the line seg-
ment as , as well as to further quan-
titatively express linearity coefficient of as

(4)

The influence of the slant angle, , and vertical pole distance
expressed as , on the linearity, focusing and bending coeffi-
cients of the resulting field is given in Fig. 5. To broaden the ap-
plicability of the results, bending and focusing coefficients are
scaled to and are defined as and , respec-
tively.

Since the discrepancy between the achieved field and
its linear approximation does not have to be very small if
the combined function magnet is used as a part of the cy-
clotron stripping extraction system, the geometry of the ideal
dipole model is optimized using the optimization criterion

and the restriction . The
corresponding optimized geometry of the ideal dipoles model
has and . The normalized horizontal and
vertical components of the magnetic field obtained with this
geometry in the beam area are given in Fig. 6. The values of
the focusing and bending parameters as well as field linearity
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Fig. 6. Normalized magnetic field components. For the ideal dipoles model
with and , the magnetic field in the beam area follows the
desired pattern along -axis as well as along -axis. Namely, is approxi-
mately linear and for , whereas for it is the other way
around, i.e., . and is approximately linear. However, the con-
tour lines noticeably deviate from straight lines away from the axеs.

Fig. 7. Current stripes model. Infinite current stripes are expected to be a better
model of a lengthy device. In addition to the slant angle, , and pole distance
expressed as , which were used to define an ideal dipoles model, two new
parameters, the stripe distance and width, expressed as and , respec-
tively, must be considered as well. Following the principle established for the
ideal dipoles model, all the distances, including the additional parameters are
normalized to the beam area diameter i.e. the horizontal offset of the poles, .

coefficient, as defined by (3) and (4) are ,
, and .

Despite promising results regarding the shape of the field the
ideal dipoles model must be taken with caution because it does
not take into account considerable length of a combined func-
tion magnet suitable for cyclotron extraction system, which is
of the order of 0.5 m [7].

B. Infinitely Long Current Stripes

With the aim to obtain a more realistic model of a lengthy
slanted off-centered dipole its poles are represented each with
two infinitely long current stripes, Fig. 7. There are four param-
eters whose influence on the field must be considered: the slant
angle, , normalized half-distance between the poles, , nor-
malized half-width of the poles, , and normalized half-width
of the current stripes, .

Magnetic field of the current stripes model is examined using
the same parameters that were used in the case of the ideal
dipoles model, i.e., the scaled bending and focusing parame-
ters, and , as well as the linearity coefficient,

. An infinitely long current stripe is treated as a collection of
infinitely long wires; therefore, its magnetic field is calculated
by integrating magnetic fields of infinite wires over the stripe
width. Using the expression given in [24] for the strength of the
magnetic field at a distance from an infinitely long wire with
current ,

(5)

the magnetic field of an infinitely long current stripe defined by
and its uniformly distributed total current, , is

calculated to be

(6)

Using formulas (6) for the magnetic field of a single infinitely
long current stripe, characterized by its width, , and uniformly
distributed total current, , after appropriate coordinate transfor-
mation for different stripes within the model and summation, the
vertical magnetic field component of the slanted off-centered
dipole along the horizontal axis, i.e., for , is calculated to
be

(7)

where

(8)

, H/m, and is stripe cur-
rent, whereas , , , , and are defined in Fig. 7. Since

, the formula for the scaled bending pa-
rameter, , is identical to (7); however, the values for ,

, , and are now

(9)

These values, defined by (9), should be used to calculate scaled
focusing parameter, , as well:

(10)
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Fig. 8. Field linearity coefficient. Each of the nine graphs gives the depen-
dence of on and for a particular pair of values of and . The
first, second and third row of graphs corresponds to value of 0.3, 0.5, and
0.7, respectively. Each graph in the first, second and third column represents a
set of current stripes models with the value of equal to 0.5, 1.0, and 1.5,
respectively. The areas corresponding to the desirable low values of are larger
for smaller and larger .

Further, calculated with (7) and (8), determined by (10)
and (9), as well as defined with (7) and (9) are used in (4)
to obtain , the linearity coefficient of along the line seg-
ment , which corresponds to the current stripes
model.

In the ideal dipoles model each of the three considered char-
acteristics of the magnetic field depends on the two parameters,

and ; therefore, the dependence is illustrated with a single
contour plot per magnetic field characteristics, see Fig. 5. In the
current stripes model there are four parameters whose influence
has to be investigated, , , , and . Consequently, the
dependence of the linearity coefficient, , focusing parameter,

, and bending parameter, , on these four param-
eters is each depicted with the nine contour plots in Figs. 8, 9,
and 10, respectively.

Comparison of the results shown in Figs. 8, 9, and 10 reveals
that the process of defining the four model parameters, , ,

, and , must be a trade-off between small values of the
linearity coefficient and large values of the focusing and bending
coefficients. The optimization criterion and restrictions should
be chosen in accordance with the desired field linearity as well
as with the focusing and bending strengths needed in a partic-
ular design of the device. For the sake of consistency, the opti-
mization criterion, , and the restric-
tion, , used here as an example are the same as those
used for the ideal dipoles model. The obtained optimized ge-
ometry of the current stripes model has , ,

, and . The scaled horizontal and vertical
components of the magnetic field obtained with this geometry
in the beam area are given in Fig. 11. The values of the corre-
sponding focusing, bending and field linearity coefficients are

, , and .
Table I lists the considered optimized example in the first

row and compares it with the models resulting from three other
optimization conditions. The two models with and

Fig. 9. Beam focusing coefficient. The format of the figure is the same as for
Fig. 8. The areas corresponding to the desirable large values of are
larger for larger and smaller . The models with smaller values of
provide stronger focusing.

Fig. 10. Beam bending coefficient. The format of the figure is the same as for
Fig. 8. The areas corresponding to the desirable large values of are
larger for larger and smaller . The models with smaller values of and

provide stronger steering.

are the limiting examples of an independently powered
quadrupole. The model in the second row represents a typical
quadrupole with the minimal linearity coefficient, whereas the
one in the third row is characterized by the maximal bending
coefficient. Comparison of these two models with other models
of a typical quadrupole revealed that the two limiting models
are such with respect to all three considered coefficients.
Namely, the model with the minimal linearity coefficient also
has the minimal values of the focusing and bending coefficients,
whereas the one with the maximal bending coefficient is char-
acterized with the maximal linearity and focusing coefficients,
as well. The typical quadrupole model with the most linear
field, i.e., the smallest , is inferior to our optimized model in
all respects. The typical quadrupole model with the maximal
values of the coefficients does provide 2.2 times stronger
focusing as well as 1.2 stronger bending than our optimized
model; however, it is 13 times less linear. In addition, there
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Fig. 11. Normalized magnetic field components. The scaled vertical (left
graph) and horizontal (right graph) magnetic field components correspond
to the current stripes model with , , , and

. The contour lines do not deviate very much from the desired
vertical and horizontal straight lines pattern for and , respectively. The
deviation from the desired pattern is more pronounced at larger distances from
the axes.

TABLE I
COMPARISON OF FOUR MODEL GEOMETRIES

are examples of other models which provide stronger focusing
as well as bending even with slightly better linearity than the
independently powered typical quadrupole, as can be seen from
the third and fourth row of Table I.

The field linearity, focusing as well as bending coefficients
predicted by the infinite current stripes model satisfy the re-
quirements set for the combined function magnet used in the
extraction system of a multipurpose cyclotron. Validity of this
analytical model as well as of the concept of slanted off-cen-
tered dipoles is further tested by a numerical model.

III. NUMERICAL MODEL

The numerical model whose geometry is given in Fig. 12
is constructed and its magnetic field is calculated with MER-
MAID–a 3-D software package based on the first order finite
elements method [25]. A 3-D mesh of the model is constructed
from a non-uniform 2-D triangular mesh in . planes
and a non-uniform 1-D grid in the -direction.

Having in mind comparison of the analytical and numerical
models, the geometry of the numerical model is chosen to re-
semble as closely as possible the geometry of the infinite current
stripes model. In order to also relate the numerical model to the
existing example given in [7], it was assumed that cm
and that the coils are powered by kA. The resulting
magnetic flux density at the mid-length of the device is given in
Fig. 13. The obtained values of the steering field and focusing
field gradient at the coordinate system origin are T
and T/m.

The fields obtained with the numerical model and two ana-
lytical models are compared in Fig. 14. Unlike in Figs. 6 and

Fig. 12. Numerical model. The placement and width of the inner layers of the
coils, i.e., next to the iron, in the plane are identical to those of the
infinite current stripes in the optimized current stripes model, namely, ,

, , and . The coil thickness and length in the
-direction is taken to be and , respectively. The magnetic

properties of the iron are defined with one of the curves embedded in
the numerical modeling software.

Fig. 13. Magnetic field components. The vertical and horizontal magnetic flux
density components in the mid-plane, i.e., for , of the numerical model are
given in the left and right graph, respectively. The longitudinal field component,

, is negligible. The contour lines do not deviate very much from the desired
vertical straight lines for and horizontal lines for .

11, where is used for field normalization, the fields are here
normalized to in order to enable quantitative as well as qual-
itative comparison of the models.

The slanted dipole off-centered to the left of the beam area
depicted in Fig. 12 is combined with its mirror image, referred
to earlier as the slanted dipole displaced to the right of the beam
line. Both dipoles are assumed to have the same maximal values
of steering and focusing components of their fields,

T and T/m, obtained from Fig. 13; however,
the dipoles are independently powered to broaden the range of
the resulting field according to Fig. 2. As stated earlier, the two
input parameters, and , are not independently responsible
one for the focusing and the other for the bending function of the
combined magnet. Fortunately, the needed excitation levels of
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Fig. 14. Model comparison. The vertical, (left column of graphs), and hor-
izontal, (right column of graphs), magnetic field components in the plane

, of the numerical, current stripes, and ideal dipoles model are depicted in
the first, second, and third row of graphs, respectively. To enable comparison,
the field components are scaled to the steering field of the corresponding model.
Note the good qualitative as well as quantitative agreement between the numer-
ical model and the analytical model with infinite current stripes.

the two slanted dipoles are easily determined from the desired
focusing and bending coefficients as and

.
To illustrate applicability of the described device in the strip-

ping extraction system of multipurpose cyclotrons the limiting
requirements for the combined function magnet from [7] are
considered. For the beam of protons which are accelerated to
the energy of 55 MeV as ions the field needed in the com-
bined function magnet is T. Consequently,

and , which correspond
to the scaling factors of the left and right off-centered dipoles

and , see Fig. 2 caption. For the ion
beam accelerated as ions to 44 MeV, which are extracted
as 22 MeV protons, the field in the combined magnet needs
to be T/m T. Therefore, ,

, , and . The needed fields
and those achieved in the numerical model of the proposed com-
bined function magnet are shown in Fig. 15.

The purpose of the presented numerical model is to validate
the analytical model and the principle of device’s operation as
well as to illustrate their applicability. In an engineering design
of a particular device this numerical model can serve only as
a first step in the design process. The good agreement between
the numerical model and the analytical current stripes model en-
sures that Figs. 8, 9, and 10 can be used to determine the first
estimate of the geometry of a device with the desired focusing
and bending characteristics. Even though a simplified numer-
ical model similar to the one presented here provides validation
of the desired performance of a device, during the engineering
design further steps towards a more realistic model as well as

Fig. 15. Comparison of achieved and desired fields. To illustrate the applica-
bility of the proposed design of the combined function magnet its fields are
compared with the two limiting fields needed by the stripping extraction system
described in [7]. The maximal relative errors of the achieved fields in the beam
area, i.e. between cm and 5 cm, are 1.87% for the ions and 3.00% for
the beam accelerated as ions, whereas for the two times larger interval,

cm cm , the maximal relative errors are 3.24% and 13.84%, re-
spectively.

better field quality are due. For example, field linearity could
be improved by changing the pole profile from the simple flat
surface to the shape determined analytically using the method
similar to the one described in [17] or numerically using the ap-
proach analogous to the one shown in [26]. Unlike the numerical
model discussed here, in designing a particular device numer-
ical modeling will focus on fulfilling engineering requirements
rather than on resembling the analytical model. For example, the
coil thickness as well as magnetomotive force would be adjusted
in accordance with the resulting current density rather than with
the similarity to the analytical model.

To illustrate a more realistic numerical modeling we use
the same limiting requirements represented by the fields

T and T/m T, as for the
simplified numerical model. The currents needed to achieve the
field of 0.35 T or the gradient of 0.5 T/m with the slanted dipole
modeled by the analytical, optimized infinite current stripes
model are 432 kA and 80 kA, respectively. Consequently, the
critical, the larger value of the two, kA, is used
further for rough estimates of the realistic numerical model
parameters. Unlike the analytical, the numerical model takes
into account iron core, which enlarges the field due to magne-
tization. In addition, iron pole shape, which can follow any of
the equipotential surfaces, enables field enhancement resulting
from the decrease of the distance between the dipole poles. At
the same time, since the two slanted dipoles in our example of
the combined magnet are closer to each other than are the two
poles within a dipole, the coupling between the two dipoles is
expected to cause the field decrease as well as the field gradient
increase. Namely, the iron cores of both slanted dipoles affect
the resulting field even if only one of the dipoles is powered.
The analytical infinite stripes model can be used to roughly
estimate this effect as ,
where and are, respectively, the field pro-
duced by the one slanted dipole at its pole tip and at the
mirror image of its pole tip, i.e., at the point where the pole
of the mirror dipole within the combined magnet would be.
In order to take this effect into account the realistic numerical
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Fig. 16. Realistic numerical model. The infinite current stripes of the analyt-
ical model are indicated by the dashed straight line segments. The magnetic field
lines corresponding to the analytical model are used to calculate three equipo-
tential surfaces depicted with dashed black curves, the middle of which is used
as a pole profile for the realistic numerical model. The coil width is taken to be

cm. The coil’s outer height is extended to 17 cm compared to 10 cm
wide current stripes, whereas on the inside the coils match the pole length. The
iron core is 80 cm long along the -axis.

model must include both slanted dipoles, unlike the sim-
plified numerical model discussed previously. In a realistic
numerical model the desired fields have to be achieved with a
reasonable value of the induction current, i.e. the coil current
density should not exceed A/mm . The mentioned
estimates can be related to the coil’s cross-section, ,
and field enhancement provided by the iron cores, , as

cm . For example,
if the iron core provides field enhancement factor equal to 4, the
cross-section of the coils needs to be approximately cm .
The outline of a numerical model based on these estimates is
shown in Fig. 16. Since the estimates are based on the analyt-
ical model the obtained outline of the numerical model should
be treated as the second step in the design process. When
designing a particular combined function magnet gap size,
dipole coupling, as well as induction current density have to be
carefully considered and further numerical model adjustments
must follow.

IV. CONCLUSION

The proposed design of a combined function magnet offers
simple and cost-effective way to improve extraction from mul-
tipurpose cyclotrons. Using two analytical models and one nu-
merical model, it is shown that two independently powered,
slanted, as well as off-centered dipoles form a combined func-
tion magnet suitable for use in the stripping extraction system of
a multipurpose cyclotron. Bending and focusing functions of the
magnet are uncoupled and each of them can be independently
chosen to have any value between the two values which corre-
spond to the limiting excitations of a single slanted off-centered
dipole. In addition, each function of the combined magnet can
have a value as high as double its limiting value corresponding
to the slanted dipole. These additional values of one of the coef-
ficients, bending or focusing, are achieved at the expense of the
corresponding available range of the other coefficient. Although
the bending as well as the focusing coefficient of the combined

magnet is not governed by a single input parameter, the needed
excitation coefficients of the two slanted dipoles are easily cal-
culated using two linear expressions.

Applicability of the proposed combined function magnet is
illustrated using the limiting fields of an example stripping ex-
traction system and acceptable discrepancy between the desired
and achieved fields is obtained. Nevertheless, the considered
very simplified numerical model with its straight edges leaves
numerous possibilities for field improvements. For example, the
pole shape could be refined using a method similar to the one
described in [17]. The shape and size of the numerical model is
chosen to match the optimized analytical current stripes model.
Therefore, optimization of the numerical model similar to the
optimizations of the two analytical models performed using the
data in Fig. 5 and Figs. 8, 9, and 10, is likely to improve the ob-
tained field as well.

On the other hand, due to not so tight field accuracy require-
ments it seems worthwhile not only to optimize the geometry of
the combined magnet, but to explore the possibility of obtaining
a combined function magnet using the geometry of a typical
quadrupole, as well. In [27] and [28] it was shown that a simple
cost-effective change of the powering scheme of an existing
device can lead to qualitatively different device. Similarly, ex-
tending the asymmetric excitation of a typical quadrupole, sug-
gested in [23], to fully independent powering of its two-by-two
poles can produce a combined function magnet suitable for ion
beam extraction from a multipurpose cyclotron.
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Higher-Order Frequency-Domain FEM Analysis of
EM Scattering Off a Moving Dielectric Slab

Andjelija Ž. Ilić, Member, IEEE, and Milan M. Ilić, Member, IEEE

Abstract—A higher-order one-dimensional (1-D) finite element
method for analysis of electromagnetic wave scattering off of a
moving dielectric slab is proposed and developed. The numerical
results are verified by comparison to analytical solutions.

Index Terms—Electromagnetic analysis, finite element methods,
higher-order methods, Lorentz transformation, moving media,
scattering.

I. INTRODUCTION

T HE FINITE element method (FEM) is one of the most ver-
satile techniques for electromagnetic (EM) analysis [1].

However, traditional FEM techniques and commercial high-fre-
quency software tools solve macroscopic electromagnetic (EM)
problems in the presence of stationary media. In this letter, we
propose a novel higher-order FEM for EM analysis of scattering
off a moving dielectric slab. The method supports modeling of
slabs with arbitrarily (continuously) inhomogeneous layers and
oblique angles of incidence and can be a useful tool in one-di-
mensional (1-D) analyses of relativistic plasmas with complex
media parameter profiles, where analytical solutions are diffi-
cult or impossible to obtain. For a stationary slab, analytical so-
lution (for the piecewise homogeneous slab) and a low-order
FEM solution can be found in [1], whereas a higher-order FEM
solution (for the normal incidence) can be found in [2]. For a
moving slab, analytical solutions for homogeneous lossless non-
magnetic slabs can be found in [3] and [4], and for a slab with
linearly varying permittivity in [5]. Comparative full-wave nu-
merical solutions are hard to find, they are usually in the time
domain and often limited to perfect electric conductor (PEC)
mirrors (e.g., [6]), whereas general frequency-domain FEM so-
lutions could not be found.

II. THEORY AND IMPLEMENTATION

Consider a uniform linearly polarized plane EM wave im-
pinging obliquely on a flat dielectric slab situated in vacuum,
as shown in Fig. 1. The slab is stationary in its rest frame ,
which is moving at a constant velocity with respect to laboratory
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Fig. 1. Uniform plane wave scattering off a moving dielectric slab backed by
a PEC, perfect magnetic conductor (PMC), or vacuum.

frame . We consider a 1-D case, for which the incident wave
polarization remains unchanged under Lorentz transformations,
hence the slab can only move in the -plane (plane of inci-
dence) with velocity vector components and . In its rest
frame, the slab is infinite in the -plane, its (proper) thick-
ness is , and it can generally be inhomogeneous with rela-
tive permittivity and relative permeability , varying only
as functions of . (Lossless frequency-independent parameters
are assumed, noting that this assumption can easily be removed
with minor modifications of the method.)

Fig. 1 shows an example of a TE incident wave, represented
by its complex electric field intensity vector in frame as

(1)

, , and being the com-
plex field intensity at the origin, the incident-wave wave vector,
and the position vector, respectively, where is the
wavenumber, is the speed of light, and is the
angular frequency of the implied time-harmonic excitation. The
angles of the incident, reflected, and transmitted waves, , ,
and (which can be computed from respective wave vector
components), are also shown in the figure. TM polarization is
considered by means of dual expressions obtained by exciting
the slab with a wave whose complex magnetic field intensity
vector is given as . However, these ex-
pressions are omitted to maintain conciseness of the letter. Note
also that in case of normal incidence, the TE or TM polariza-
tions still remain distinct as they are different with respect to
the plane of movement.

We next introduce the normalized slab velocity components

(2)

and Lorentz-transformation factors

(3)

1536-1225/$31.00 © 2013 IEEE
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To facilitate FEM computation, all incident-wave parameters,
initially given in the rest frame, are first transformed by
means of the Lorentz transformation as seen from the frame,
yielding [7]

(4)

(5)

(6)

(7)

(8)

(9)

noting that, for the given example, from Maxwell’s equations
we have

(10)

Disregarding the propagation term in the direction, ,
the incident field becomes

(11)

the total field in front of the slab is represented as

(12)

and the Cauchy boundary condition, obtained by taking the first
derivative of (12) and eliminating unknown , becomes

(13)

Behind the slab , the total transmitted field (in
vacuum) is

(14)

and the Cauchy boundary condition, obtained similarly as (13),
becomes

(15)

Under given circumstances, the electric field vector wave
equation reduces to

(16)

where

(17)

All natural boundary conditions, between the finite elements
into which the slab can be subdivided, or on the slab outer
boundaries, are imposed and enforced in the rest frame, thus
on the front slab boundary we have

(18)
and similarly on all boundaries between the elements and on the
back boundary.

To solve (16), we next set up the higher-order 1-D FEM in
the rest frame (where the slab is stationary) employing the
higher-order field expansion, formally presented as

(19)

where is the number of nonoverlapping uniformly sized 1-D
elements, is the order of the polynomial field-expansion in
the th element (we use for all elements in this letter),
are polynomial basis functions locally defined on each element,
and are unknown complex coefficients. Standard discretiza-
tion of (16), employing (19), yields

(20)

in each element. The details on the polynomial basis functions,
global matrix assembly, and enforcement of the boundary con-
ditions can be found in the weak formulation in [2]. Continuous
variation of media parameters is implemented by means of La-
grange interpolation as a 1-D version of [8].

Once the FEM solution, valid for , is obtained
in the rest frame, tangential field components at are
first obtained as in (18), and similarly for , and then
transformed by the (inverse) Lorentz transformation [7] into
rest frame, together with the corresponding angular frequencies
and wave vectors, thus finally yielding

(21)

(22)

(23)

(24)

(25)

The reflection and transmission coefficients (which can be de-
fined differently), also firstly found in the rest frame as

(26)

respectively, are transformed into rest frame (as electric field
components), yielding and . It is interesting to note the
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Fig. 2. Reflection (and transmission) coefficients for the slab moving transver-
sally to direction of propagation of the normally incident plane wave: compar-
ison of the FEM solution and analytical solutions from [3] and [4].

possible frequency shift in the reflected wave (Doppler
effect), not present in the transmitted wave, where .

III. NUMERICAL RESULTS AND DISCUSSION

As a numerical example, consider a uniform plane wave nor-
mally incident on a homogeneous lossless dielectric
slab ( , ). The (proper) thickness of the slab, ,
is such that , i.e., , being the
wavelength in the dielectric. This particular example facilitates
straightforward comparison of our numerical results with the
analytical solutions from [3] and [4]. Note that the power re-
flection and transmission coefficients defined in [3] and [4] cor-
respond to and defined in this letter (at normal inci-
dence). We model the slab with four elements and
employ the eight-order polynomial field expansion ,
which is more than sufficient to obtain very accurate solution
(for a stationary slab), considering that the slab is a quarter of
a wavelength thick and optimal solutions are obtained utilizing
six to seven unknowns per wavelength [2].

Shown in Fig. 2 are the power reflection (and transmission)
coefficients computed for the slab moving transversally to direc-
tion of propagation of the plane wave. In the figure, higher-order
FEM results are compared to analytical solutions from [3] and
[4]. (Note that there are many typographical errors in the an-
alytical expressions in cited papers. However, the plots pre-
sented therein are reasonably accurate.) We can conclude from
the figure that the agreement of the FEM and analytical solu-
tions is excellent.

Shown in Fig. 3 are the power reflection and transmission co-
efficients of a dielectric slab moving in direction of propagation
of the plane wave normally incident on the slab. Note that po-
larizations are indistinguishable in this case. Again, the results
obtained by the higher-order FEM (utilizing the same model as
described above) are compared to the analytical solution [3] in
the figure, and we can conclude that the agreement of the re-
sults is excellent. Due to energy transfer between the wave and
the slab, can exceed unity in this example (analogously to a
moving mirror in optics [9]).

Fig. 3. Reflection and transmission coefficients for the slab moving in direction
of propagation of the normally incident plane wave: comparison of FEM and
analytical solutions from [3].

We next investigate the convergence of the FEM results at
high slab speeds, where both and coefficients are highly
oscillatory due to resonances occurring as effects of extreme and
quick apparent changes in the transformed space-time. These
changes influence the slab apparent dimensions and/or relevant
EM quantities (e.g., frequency and wave vectors), critical for
numerical computations within the FEM.

Fig. 4 shows the relative error
with respect to analytical solution, for the reflection coefficient
(TE polarization) at high transversal slab normalized veloci-
ties. Convergence of the FEM solutions under -refinement and

-refinement are shown in Fig. 4(a) and (b), respectively. In
Fig. 4(a), a single-element FEM model is -refined, employing
polynomial expansions of orders 1–8, and it can be concluded
that highly accurate solutions (e.g., with errors smaller than
10 ) can be obtained for the normalized velocities up to

with monotonic (except close to resonances) convergence
with -refinement.

If high accuracy of the solution is required at higher speeds,
-refinement has to be performed as well, and the convergence

can be sustained, as shown in Fig. 4(b), where accurate solution
for velocities higher than is obtained with
and uniformly sized elements.

For the slab moving at high longitudinal velocities (er-
rors not shown for brevity), similar conclusions hold, with the
errors being higher than errors in Fig. 4 due to difference in
nature of numerical problems associated with the two types of
movement. Namely, after Lorentz transformations, the (prop-
agation) coefficient reduces to ,
when , i.e., the FEM computation is affected as if the
frequency of the excitation were increased times (the slab is
becoming electrically thicker as velocity increases, becoming
infinitely thick when ). Conversely, when ,

, i.e., when ,
and the FEM encounters a low-frequency breakdown.

As the final example, consider a TE wave scattering off a
moving (in -direction) inhomogeneous slab with linear permit-
tivity variation at oblique incidence ,
as shown in the inset of Fig. 5. There is no length contraction
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Fig. 4. Error of computed by FEM with respect to analytical solution versus
normalized slab transversal velocity at velocities close to the speed of light:
convergence of the FEM solutions with (a) -refinement and (b) -refinement.

in the -direction, thus in this case. The slab is mod-
eled using elements with polynomial expansion or-
ders . Continuously inhomogeneous permittivity profile is
modeled exactly, using Lagrange interpolation [8]. To account
for the permittivity of the media in the front and in the back of
the slab, permittivity of the background medium in FEM com-
putation is changed from to . To account for the
movement of the medium behind the slab, with no changes in
the described method and computer code, the slab is backed by
a PEC and three thin homogeneous layers, constituting an arti-
ficial absorber optimized to yield minimal reflections [1] at the
operating (Lorentz-transformed) frequency.

Shown in Fig. 5 are the power reflection coefficients com-
puted for the stationary slab, , and for the slab moving
with normalized velocity . In the figure, higher-order
FEM results are compared to analytical solutions from [5], ob-
tained after tedious derivations from the Maxwell–Minkowsky
equations, and are valid only for the linearly varying permit-
tivity profiles. We can conclude based on the figure that the
agreement of the FEM and analytical solutions is excellent.

Fig. 5. Reflection coefficients for the inhomogeneous slab—stationary and
moving transversally to direction of propagation of the obliquely incident plane
wave: comparison of FEM and analytical solutions from [5].

IV. CONCLUSION

The numerical results obtained by the proposed higher-order
FEM, appearing to be the first full-wave higher-order fre-
quency-domain method of its kind, show excellent agreement
with analytical solutions and monotonic and quick convergence
with -, -, and -refinements, required for analysis when
slab velocities approach the speed of light. The method can be
extended to enable scattering analysis for slabs composed of
layers moving with different transversal velocities. These cases
and related practical applications will be studied in our future
work.
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Analytical Description of Two-Dimensional Magnetic Arrays Suitable for
Biomedical Applications

Andjelija Ž. Ilić , Saša Ćirković , Drago M. Djordjevic , Silvio R. De Luka , Ivan D. Milovanovich ,
Alexander M. Trbovich , and Jasna L. Ristić-Djurović

Innovation Center, School of Electrical Engineering, University of Belgrade, Belgrade 11120, Serbia
Department of Pathological Physiology, School of Medicine, University of Belgrade, Belgrade 11000, Serbia

Two-dimensional magnetic arrays are used to generate a magnetic field that pervades a layer of volume above the array’s surface, often
creating regions of high magnetic flux density gradients. We have recently employed an array with equally oriented magnetic moments of
individual elements in several biomedical experiments. We have chosen this type of array because of the slowly decreasing magnetic field
it produces, which extends far from the array’s surface and permeates the experimental volume. In order to fully define experimental
conditions related to the applied magnetic field, we derive exact closed-form expressions for the magnetic flux density. Based on these
analytical expressions and exploiting the array periodicity, a method is proposed for the approximate assessment of the main magnetic
field parameters of interest—mean magnetic flux density and mean gradient of its component perpendicular to the array’s surface. The
obtained approximate assessment can further serve as a tool for the design of arrays with the desired mean field parameters. All the
results are verified and validated by comparison with the finite element modeling as well as measurements.

Index Terms—Analytical modeling, finite element methods, magnetic arrays, magnetic field measurement, permanent magnets.

I. INTRODUCTION

T WO-DIMENSIONAL magnetic arrays are used in a
number of applications including optical switching (elec-

tromagnetic mirror arrays) and other microactuator systems,
microsensors, acoustic transducers, magnetic bearings, unique
microscale components self-assembly, synchronous permanent
magnet planar motors, and magnetic levitation [1]–[11]. A
primary goal in these applications is to create regions of high
magnetic flux density gradients. Array configurations using
alternating magnetic axes of the neighboring elements, or
magnetic axes rotated as suggested by Halbach [12], seem to be
utilized more often. In that case, the obtained magnetic fields
exert their influence mainly in the narrow region close to the
array’s surface, with the magnetic flux lines predominantly
parallel to the surface and alternating in direction between the
adjacent elements. When the array elements all have identically
oriented magnetic moments perpendicular to the array’s sur-
face, the resultant field extends further from the surface. Field
distribution at the surface is wavy, since the magnetic flux lines
partially close in between the adjacent elements. The majority
of the magnetic flux lines, however, add up together to form a
resultant predominantly perpendicular magnetic flux density,
always positive after some boundary distance.

The latter type of the magnetic array, with equally oriented
magnetic axes, can be used to generate static magnetic fields
suitable for biomedical research. Permanent magnets as well
as their combinations in a form of small arrays are already
used in the field of physical therapy and rehabilitation. Al-
though the underlying mechanisms of action are not fully
understood, experimental data suggests beneficial therapeutic
effects in treating arthritis, reducing inflammation and wound
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Fig. 1 Two-dimensional magnetic array used in biomedical research and ref-
erent coordinate system. The produced slowly decreasing magnetic field extends
far from the surface of an array. Vertical cross-section of an array, corresponding
to the plane and halving the magnets along the -axis, is shown on the
right. Small permanent ferromagnetic rods are embedded into an elastic but firm
rubber sheet that in no way disrupts the magnetic field.

healing, pain and stress relief and improving microcirculation
[13]–[17]. However, according to [18], poor field description is
the major flaw in a large number of publications investigating
the biomedical effects of field exposure. Recently, we utilized
the two-dimensional magnetic arrays with equally oriented
magnetic axes in our experiments described in [19], [20].
Magnetic arrays were assembled using the appropriate number
of the so-called type L (large) MADU stripes, five-by-four
equidistant permanent magnet arrangements used in the field
of physical therapy and rehabilitation [21]. These smaller
magnetic arrays were readily available to us and we placed
them side by side to ensure optimal magnetic field coverage
throughout the experimental volume. Three MADU stripes,
i.e., the total of fifteen-by-four individual ferromagnetic rods
are placed below the small standard animal cages, as shown in
Fig. 1. For the large cages, six stripes arranged as an array of
twelve-by-ten ferromagnetic rods are needed.

The Fourier series expansion seems to be the method of
choice in the analysis of large magnetic arrays [6], [7], while
the smaller, non-periodic arrays are often analyzed using

0018-9464 © 2013 IEEE
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the finite-element method (FEM) [1], [11]. Use of equiva-
lent sources, i.e., magnetization currents or surface magnetic
charges to represent the material properties, accordingly with
the theorem of equivalence [22], [23], results in field integrals
that can be solved either analytically or numerically. One
choice of equivalent sources may result in expressions that are
easier to solve, or only solvable [24]. The flat sided individual
magnets lead to analytically solvable integrals. Expressions
for the magnetic field of a single cuboid magnet, based on the
magnetic charges, were first given in [25]. We derive easy to
implement closed-form expressions for the two-dimensional
magnetic array, i.e., the magnetic flux density in an arbitrary
field point, based on the equivalent magnetization currents and
field derivation for a single current sheet. We discuss how to
adapt these complete expressions to the case of alternating
magnetic axes as well as non-periodic arrays.

For arrays with equally oriented magnetic axes, magnetic
flux density, , after some distance from the array’s surface is
predominantly perpendicular to the surface, i.e., the vector is
approximately parallel to the -axis in Fig. 1 ( ).
Disregardingthemuchsmallervariationsofthevector inplanes
parallel to the array’s surface ( ), we consider
only its pronounced change in the -axis direction and introduce
the “magneticfluxdensitygradient” as the negative -component
of thegradientof :

(1)

The mean magnetic flux density and the mean gradient of its
-component in horizontal planes, as well as their dependence on

the -coordinate, are the main parameters of interest in describing
these arrays. We propose a method for the fast preliminary as-
sessment of these two parameters, based on the periodicity of the

-componentofmagneticfield.Boththedetailedfieldexpressions
andthefastestimateareverifiedandvalidatedbycomparisonwith
the finite-element calculations as well as the measured data.
Further, themagneticfluxdensityvariationthroughouttheexperi-
mentalvolume, includingthestraymagneticfield, isstudiedusing
the finite-element calculations. Possible optimization strategies,
using the approximate analytical expressions as a tool to adjust
the meanfield parameters in the experimental volume, are briefly
discussed.Weexpect thisworktobeusefulbothtoresearchersand
to practitioners in the fields of two-dimensional magnetic array
designandbiomedicalapplications.

II. ANALYTICAL MODEL

The development of analytical expressions starts with con-
sidering the basic building block of the two-dimensional array,
the single ferromagnetic rod. Remanent magnetization is either
known in advance or it can be determined using the material
characterization by measurements as explained in Section III.
For the array we analyzed as an example the value of remanent
magnetization was unavailable. Using the magnetic field mea-
surements, we obtained A m kg.

Due to the principal role of the considered stripes to easily
conform to parts of the human body, magnetic array is created
by embedding mm mm mm sized ferromagnetic
rods into an elastic rubber stripe or sheet. The influence of the
rubber can be completely neglected in all calculations. For a
different substrate, care should be taken of its influence.

Fig. 2 Magnetic flux density calculation for a single current sheet. Defining the
angle as the field point elevation above the horizontal plane that contains the
elemental current segment , we can express all other parameters as a function
of in order to simplify the analytical integration.

Assuming the uniform magnetization over the volume of a
ferromagnetic rod, the produced magnetic field is identical to
that corresponding to a short solenoid of rectangular cross-sec-
tion. The surface current density vector, , is given by

(2)

where the magnetization vector is denoted by and repre-
sents the surface normal, i.e., the unit vector perpendicular to
the magnet-air boundary surface, directed from the magnet out-
wards. We obtain A/m.

Each of the four sides of rectangular cross-section solenoid is
a flat current sheet that can be considered as a collection of very
thin wires carrying the elemental currents . Magnetic flux
density, , is perpendicular to the plane defined by the straight
finite wire and the field point F, shown in Fig. 2, and related to

by the right-hand rule. Magnitude is evaluated directly from
the Biot-Savart law [22]:

(3)

Above, represents the shortest (perpendicular) distance from
the arbitrary considered field point F to the conductor axis and
also defines the referent axis for the measurement of angle .
Angles and correspond to the point of current entrance
into the conductor and its exit, respectively.

Due to cancellation of other field components, vector on
the single solenoid axis has only the component in the axis di-
rection. Defining the angle as the field point elevation above
the plane parallel to the that contains the elemental cur-
rent segment , we can express all other parameters as a func-
tion of in order to simplify the integration. Throughout this
work the plane coincides with the top surface of the
magnetic array, including the rubber wrap whose thickness on
each side is mm. Therefore, and

correspond to the field point vertical distance from the
bottom and top surface of the ferromagnetic rods whose sides
are mm and mm, and height is . Angles

, , and , , match and . The elemental currents
equal and , for
the sides and , respectively. Integrating we
obtain

arcsin arcsin

(4)
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The magnetic flux density at the array’s surface equals
mT , and at the center of each magnet

mm mT.
Two-dimensional magnetic array is constructed by placing

individual ferromagnetic rods in each of the parallel
rows in the plane, the magnetic axes all in the -direc-
tion. Magnets are spaced equidistantly with a center-to-center
shift mm and mm in the - and -di-
rection. Due to the periodicity of the problem, the Fourier se-
ries expansion is frequently used in literature. Analytical inte-
gration over the heights of all the current sheets involved, as
explained above, results in the exact expressions for all three
components of the magnetic flux density in an arbitrary consid-
ered field point. The obtained expressions are valid for small
as well as large arrays, and can be applied to the non-periodic
arrays if a set of masking coefficients is properly introduced.
However, the array periodicity is exploited to obtain the simple
but effective analytical assessment of magnetic field parameters
of interest, based on the exact field values at two vertical axes.

With the increase in the number of individual magnets in
both dimensions, the magnetic flux density approaches a lim-
iting, final-state distribution of an infinite array, which is peri-
odic with a period of in the -, and in the -direction. The
magnetic flux density distribution in the central part of a finite
array has to be approximately periodic as well, with the hills
of the distribution located directly above the magnet centers
and the lowest values (valleys) at vertical axes going through
the cross-sections of midlines between the rows of magnets.
Horizontal vector components are small enough in compar-
ison with the -component to be excluded from the assessment.
Therefore, the magnetic flux density on the axes through the
points and in Fig. 3, denoted and , represents
maxima and minima in horizontal planes. The mean magnetic
flux density in a horizontal plane, , may in the first ap-
proximation be replaced by the arithmetic mean of and .
Such an approach will be justified by comparison with measure-
ments and finite-element modeling. In our example, number of
array elements is rather small, while the size of individual mag-
nets, their aspect ratio and mutual spacing are considerable. It
is, therefore, somewhat of a worst-case scenario for validation
of the proposed approach. Vector mean value and variation,

and , and its gradient defined by (1), and
, become

(5)

Without loss of generality, we assume the odd number of el-
ements, , in the -direction and even,

, in the -direction. Integrating over all
the current sheets we obtain . Current sheets par-
allel to the plane contribute to vector

, and those parallel to the plane generate -component,
. After representing , ,

, and as a function of angle , as shown in Fig. 2, two
integrals that need to be solved for each current sheet become

arcsin

(6)

Therefore, we obtain (7), shown at the bottom of the page. The
parameters and correspond to the sines of angles and
, respectively, with being the projection of the angle to

the plane. Upper indices and correspond
to the point of current entrance into the current sheet and its
exit, respectively. Upper indices and denote the
bottom surface or the top surface of the ferromagnetic rod, i.e.,

-
arcsin

sgn
sgn

sgn (7)
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the considered current sheet. Lower indices correspond to
the -th element in the -th row of the magnetic array, while

denotes one of the four current sheets formed by the con-
sidered element. For equal to 1, 2, 3, and 4, current sheet
is located at , , , and

, with respect to the center of the considered ferro-
magnetic rod, respectively. Operator stands for the integer
division. As pointed out in [26], expressions describing per-
manent magnets of rectangular cross-section depend only on
the magnet corner positions, which simplifies the calculations.
Using (7), , ,

, and are cal-
culated at four characteristic axes through the points , , ,
and , denoted in Fig. 3. In our example and .
The magnetic flux density at the top surface of an individual
magnet in the central part of a stripe is decreased from
to mT. At larger , there is an increase in both

and due to the contributions of surrounding rods.
The estimate (5) is based only on the dominant -compo-

nent of the magnetic flux density. For the sake of complete-
ness, as well as possible extension of this analytical description
to the non-periodic arrays, exact expressions for the horizontal
field components are also given in (8), shown at the bottom
of the page. Exact description of arrays with alternating mag-
netic moments of the neighboring elements is obtained easily
by multiplying each element of the sums by , or just

, i.e., . For the arrays with rotated magnetic axes, ex-
pressions get more complicated. Magnetization currents exist at
the top and bottom sides of the magnets as well. Starting from
the general expression ,

, where , , and represent the unit vec-
tors in the - - and -direction, every term in (7) and (8) is re-
placed by the three terms, each multiplied by appropriate ,
and the summation over now includes and as

Fig. 3 Characteristic points used in approximate assessment of the mean mag-
netic field parameters. Mean magnetic flux density in the horizontal planes and
its mean gradient given in (5), are approximated using the exact analytically ob-
tained values at the vertical axes going through the points and . Magnetic
flux density at axes through the points and , as well as and , is val-
idated by comparisons with the finite-element calculations and measurements
performed for nine values of coordinate. Measurement grid is denoted by the
crossings of the dashed lines, along the -axis and along the two lines parallel
to the -axis.

well. For the non-periodic arrays a set of masking coefficients
is introduced, describing the existence of a par-

ticular element in an array’s matrix.

III. MEASUREMENTS

Measurements performed on the example two-dimensional
array, using Digital Teslameter DTM-151, serve two purposes.
Firstly, remanent magnetization is determined from the mea-
sured maxima and minima of the vector in horizontal planes.
Secondly, analytical expressions as well as the finite-element
model are validated against the measured data.

As shown in Fig. 3, we used a set of three stripes and a
measurement grid, consisting of 21-by-3 points in planes par-
allel to the plane. Grid step in - and -direction equals

mm and mm, which agrees with

-

sgn

-

sgn

sgn
(8)
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Fig. 4 Agreement of the three sets of results for the magnetic flux density above the array. Due to large magnetic flux density variations with the coordinate,
the same results are shown in parts (a) and (b), but for two different -ranges. Values of calculated analytically, using (7), and numerically (FEM) agree well
and fully correspond to the realistic, measured magnetic flux density data (dots) at eight heights. At larger , and converge and show slow and
almost linear decrease, opposed to rapidly decreasing . Analytical estimates, using (5), for and its mean gradient defined by (1) are compared to
the numerically obtained values in part (c). The difference between the two is mainly a consequence of the finite number of elements comprising the magnetic
array. Analytical estimates are good enough to be used for fast parameter assessment or preliminary design. Mean total magnetic flux density, , where

, is obtained from finite-element calculations. It is mainly contributed by , and the analytical estimate for lies between and
.

the hills and valleys of the magnetic flux density distribution.
Measurement resolution is 0.005 mT and the reading precision
is 0.01%, for the utilized range of up to 0.3 T [27].

Hexagonal barium hexaferrite ( ), the material out
of which the individual magnets are made, is a type of robust
ceramics that is generally stable to moisture and resistant to cor-
rosion. One of the most important hard magnetic materials, it is
widely used for permanent magnets, magnetic recording media
and microwave devices. Its production cost is low, whereas its
magnetic properties are very good, e.g., high Curie tempera-
ture and high saturation magnetization. These are the material
intrinsic properties, unaffected by the microstructure. Theoret-
ical values and mT are reported
in [28]. Given the barium hexaferrite density reported in [29],

kg/m , the corresponding saturation magneti-
zation is A m kg. However, other magnetic
properties can vary a lot as a function of production process,
e.g., sintering time and temperature [29]–[31]. Therefore, a trial
value of is used to calculate and according
to (7) and the scaling constant for giving the actual field
levels is obtained by field measurement in several hill points.
Since we collected a large amount of measured data to verify
the models, averaged hill and valley magnetic field data for five
planes, mm, was used as a
reference to find a multiplicative constant that minimizes the
mean square difference between the calculated and measured
data. However, it is sufficient to measure in three to five
points above one of the most central hills, at a distance from the
array’s surface. Upon the correction, A m kg.

In total, three sets of measurements were performed. Firstly,
we measured magnetic field at the array’s surface, considering
only hills. Values of and mT,
given as (mean value standard deviation), are obtained from
the repeated measurements for the ‘north’ and ‘south’ side of the
stripes, respectively. We attribute the differences to the stronger
or lighter adhesion to the soft rubber surface or slight tilt of the
Hall probe measuring only the perpendicular field component,
during the manually conducted measurements. Measured values
are somewhat lower than the theoretically predicted 59.62 mT
at the height of the active measurement area of the Hall probe,

mm.

Second set of measurements followed the measurement grid
described above, marked out on a thin glass plate. Data was
taken for mm.
Estimates for and are obtained by averaging the
ten out of 21 values taken along the - axis, and 22 hill values
taken for , respectively. The relative variability of
measurements, assessed as the ratio of the standard deviation
and the mean value, is twice smaller for the second set of mea-
surements than for the first one.

The third set of measurements was taken following the same
procedure as for the second one, with the two and three layers
of arrays on top of each other. Its purpose was to verify the
analytical expressions for the layered arrays.

IV. FINITE ELEMENT MODELING

The finite-element calculations can be used to validate the
analytical expressions, as well as study the magnetic flux den-
sity variation in the experimental volume, including the stray
magnetic field. Any software package for magnetostatic anal-
ysis and modeling could be used for the two-dimensional mag-
netic array modeling. We employed the Mermaid FEM suite for
magnetostatics [32], [33]. It is a universal tool for the design
of permanent and electro-magnets, utilizing first-order scalar
elements to solve for the magnetostatic potential. For the best
accuracy of the results, the basic two-dimensional triangular
mesh is iteratively refined to better conform to the equipotential
lines. It is then repeated in the third dimension to form layers
of triangular prisms. We used 202 by 208 nodes out of maximal
223 by 223 in this software version, covering a 125.0 mm by
172.4 mm surface, to model a third of an array; the rest of the
data is obtained from the symmetry requirements. A total of 61
vertical layers is used, resulting in the total number of nodes
equal to 2 562 976. Material properties input, as the remanent
magnetic flux density in elements designated as ferromagnetic,

- , corresponds to a piece of ma-
terial very long in the direction of magnetization (compare to
189.11 mT in the centers of our magnets). This is accounted for
by considering the actual dimensions of the magnets. Requiring
the relative accuracy of the final results of - , the solution is
obtained after 2.16 minutes on an Intel Pentium 4 machine at
2.2 GHz.
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Fig. 5 The magnetic flux density variation in vertical planes obtained using the finite-element calculations. The dominant, component, is shown for the four
cross-sections: two parallel to the plane and two parallel to the plane, one of each halving the magnets and the other halving the space between the two
rows of magnets. For the cross-sections parallel to the plane the stray magnetic field lies outside the experimental volume, so that the assumptions of the
magnetic flux density periodicity are justified. In the cross-sections parallel to the plane that is not the case due to the small number of magnets in -dimension
and large spacing between them. This is the reason for the discrepancies between the approximate analytical estimates and finite-element calculations of
and in Fig. 4.

Fig. 6 The magnetic flux density variation in horizontal planes obtained using the finite-element calculations. The magnetic flux density of up to 96 mT is produced
right above the ferromagnetic rods, however, flux lines close between the rows of magnets and the variations are large. Above the height of 14 mm flux lines act
to increase a resultant field whose distribution in horizontal planes varies much less than with the height above the array. Mean magnetic flux density in the
experimental volume is obtained by averaging within the -ranges of interest.

Obtained results are compared in parts (a) and (b) of Fig. 4
with the analytically calculated data corresponding to the four
characteristic axes, through the points , , , and , denoted
in Fig. 3. Both the analytical and the FEM model are validated
by comparison with measurements. The agreement of the three
sets of results is excellent. The magnetic array field extends
much further from the surface and decreases slowly, almost lin-
early, as opposed to the of a single ferromagnetic
rod. Part (c) of Fig. 4 illustrates usefulness of the approximate
analytical estimates given by (5) for the fast parameter assess-
ment and preliminary design of magnetic arrays. It compares the
analytical estimates with the exact numerically obtained values,
which took into account effects caused by the finite number of
array elements. Horizontal field components were included in
the numerical model. However, the stray fields at the very edges
of the stripes were excluded when taking mean values. Numer-
ically obtained -component mean, , is somewhat lower
than its analytical estimate.

The results are also used to study the magnetic flux density
variation throughout the experimental volume, including stray

magnetic fields. The two experimental volume cross-sections
parallel to the plane, shown in Fig. 5, give evidence of
an almost periodic magnetic flux density distribution. For these
planes, the regions of the stray field are actually located out-
side the experimental volume, see Fig. 1. Therefore, the field
description suggested by (5) is quite realistic. However, due to
the small number of elements (four) in the -direction and rela-
tively large magnet spacing, the -component of the vector is
significantly lower for the two non-central “hills” and “valleys”
in the planes parallel to the . The results of analytical calcu-
lations and those obtained with FEM are studied using . The
FEM data shows that the -component constitutes more than
96% of the total magnetic flux density in the central hill region
and more than 80% everywhere in the hill region. The same
amount of 96% is obtained for the “central valley” along the

-axis, by comparing minima of and from to
for every considered . In the other two valleys this

quantity decreases with height going as low as 47%. Significant
horizontal field components are to be expected when there are
three rows of magnets on one side versus only one row on the
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TABLE I
MEAN MAGNETIC FIELD PARAMETERS IN THE EXPERIMENTAL VOLUME

OBTAINED USING THE FINITE ELEMENT CALCULATIONS

for the first three rows was used

other and having in mind closure of the flux lines around the
edges. The total magnetic flux density, however, does not suffer
much of a decline when three valleys are compared: it is exactly
the same up to the height of 4 cm and at larger it does not fall
below 80% with respect to the central valley. The total exposure
field therefore does not change too much in horizontal planes.

From the FEM data and Fig. 5, it follows that mm is
the limiting height where the magnetic flux lines start to add to-
gether to form a resultant positive, slowly decreasing, magnetic
flux density ( mm mT). Fig. 6 shows four hor-
izontal cross-sections of the experimental volume, right above
the surface of an array, at 16 mm showing small but positive ,
and the next two at larger , where the field is predominantly
vertical and vertically decreasing. Therefore, it is reasonable to
perform parameter averaging in the horizontal planes to get the
mean magnetic flux density and its mean gradient defined by (1)
as a function of -coordinate. The actual experimental volume
is located between the delimiting planes and , de-
termined by the type of experiment to be conducted. The mean
parameters for the experimental magnetic field description are
calculated by further averaging between the heights and .
Several cases are presented as an example in Table I.

V. POSSIBLE OPTIMIZATION STRATEGIES

Specific ranges of mean magnetic flux density and its mean
gradient as defined by (1) may be required for a certain appli-
cation. It is worthwhile to briefly discuss two ways of mag-
netic field modification. Firstly, the slowly decreasing magnetic
field of the considered array type allows for the significant field
amplification if the heights of equivalent current sheets are in-
creased by stacking the layers of arrays on top of each other.
This is illustrated in Fig. 7 and Table II. Whereas a rapid de-
crease of the single element magnetic flux density prevents ef-
fective field increase by stacking magnets, distributed place-
ment of magnets over the surface imposes the linear field de-
crease with distance and the effect is considerable. It is impor-
tant that the nonmagnetic support between array elements in no
way disrupts the fields produced by other layers. Placement of
a large ferromagnetic plate beneath the lowest layer could be
used to produce an effect equivalent to doubling the number of
layers [22], [23].

The increase in the height of current sheets can be combined
with the adjustments of magnet spacings in - and -direction
to obtain different combinations of mean magnetic flux density,

, and its mean gradient defined by (1), . Expres-
sions (5) can be used as a design tool for this type of magnetic
arrays. As an illustration, in Fig. 8 we present the results of the

Fig. 7 The magnetic flux density amplification using several layers of arrays on
top of each other. The magnetic flux density above the ferromagnetic rods (hills)
and in between the rows of magnets (valleys) is obtained analytically, using (7).
It is depicted by the solid lines in the case of rods (hills) and by the dashed lines
for the valleys. Validity of our assumptions is checked for the number of layers,

, equal to two and three, and the results measured for eight heights at the hill
points and at the valleys are given by the full and unfilled dots, respectively.
Due to the slowly decreasing magnetic field, the superposition results in an am-
plification ratio of almost , although every additional layer is shifted by the
height of one layer with respect to the others.

TABLE II
MEAN MAGNETIC FIELD PARAMETERS FOR LAYERS OF ARRAYS OBTAINED

USING THE ANALYTICAL EXPRESSIONS

Fig. 8 Possible increase in mean magnetic flux density and its mean gradient
given in (5) with the magnet spacing adjustment. The effect to the mean field
parameters of the modification in the array element spacing by a factor is
determined using the approximate analytical estimates given in (5). Different
combinations of mean magnetic flux density, , and mean gradient defined by
(1), , are depicted by solid and dashed curves, respectively.

modification in the array element spacing by a factor , here
taken to be the same for - and -direction. Were the individual
array elements cylindrical instead of brick-shaped, we would
obtain the elliptic integrals. If the numerical integration is to be
avoided, they can be represented using some of the various ex-
pansions, as it was done in [34]. Expressions (7) and (8) become
more complicated, but the validity and usefulness of estimates
(5) remain unaffected.



ILIĆ et al.: ANALYTICAL DESCRIPTION OF TWO-DIMENSIONAL MAGNETIC ARRAYS SUITABLE FOR BIOMEDICAL APPLICATIONS 5663

VI. CONCLUSION

We have considered the general case of two-dimensional
magnetic arrays with the same orientation of magnetic axes
perpendicular to the array’s surface. Exact closed-form expres-
sions are derived for the magnetic flux density in an arbitrary
field point. An extension to the case of alternating magnetic
moments is straightforward, whereas additional terms have to
be included for the most general case of an array with different
vectors of magnetization from element to element. Exploiting
the array periodicity, we propose an approximate assessment
of main magnetic field parameters of interest, that can serve
as a design tool. Finite-element analysis served for the verifi-
cation of analytical model, as well as more detailed magnetic
field analysis. Both models are validated by comparison with
measurements.
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Optimization of Equally Charged
Quadrupole Parameters

Jasna L. Ristić-Djurović, Saša Ćirković, and Andjelija Ž. Ilić, Member, IEEE

Abstract—A quadrupole with equally charged electrodes could
be used to focus as well as to accelerate ion beams. The equality
of electrode charges causes the driving electric field of this device
to be qualitatively different from that of other devices with a sim-
ilar structure composed of four rod-like electrodes. For the same
reason, the area of strong field influence on the beam is shifted to-
wards the entrance and exit of the device. Consequently, it is ex-
pected that the device’s performance depends on the shapes of its
entrance and exit regions. The device parameters whose influence
is studied are aperture radius, gap size, and rod length. Perfor-
mance of the device is quantified with accelerating and focusing po-
tentials, which are obtained as integrals of axial and radial electric
fields. These variables are further used to choose optimal values of
the device parameters for desired operation of the device.

Index Terms—Electrostatic focusing, field description, linear ac-
celerators, performance estimates, quadrupoles.

I. INTRODUCTION

T HE operation of an electrostatic quadrupole whose poles
are all positively charged is first studied in [1] and [2],

using the helical shape of the electrodes. Here, an equally
charged quadrupole (ECQ) is taken to have straight rod-like
electrodes, which are parallel to the device’s axis and are
equidistantly distributed around it. If the voltage used to power
the electrodes is electrostatic, the ECQ device can operate as a
lens [3], [4]. If the driving electric force alternates in time with
appropriately chosen radio frequency (RF), the ECQ device
could produce significant ion beam acceleration, as shown by
the ion beam dynamics simulations in [5] and [6].

The ECQ device is analyzed in [6] with the intent to in-
crease available ion beam energy of the existing low energy
ion beam facility by applying electrode voltages equal in sign
rather than alternating in sign to the existing device with the
quadrupole-like structure. The obtained results indicated that
the described low-cost changes of electrode polarity and use
of grounded cylindrical shield may lead to further application
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Fig. 1. Comparison of electric fields corresponding to simple analytical models
of ECQ and quadrupole lens. The axial and radial electric field components,

and , are given along the lines parallel to the -axis, which are de-
fined by their radial and azimuthal coordinates, and . Four rod-like elec-
trodes are approximated with four uniformly charged finite wires. The wires
are positioned along the edges of imaginary quadratic prism. The wire length
and the sides of quadratic prism bases are taken to be 48 cm and
12 cm, respectively. For the ECQ lens specific charges of the wires are all equal,

0.36 C/m, whereas for the quadrupole lens
0.36 C/m and 0.36 C/m.

span broadening of the considered ion beam facility as well as
of other similar facilities if the ECQ device parameters are ad-
equately adjusted. Note that, as in [4] and [6], the rod radius
and the distance between the rods are chosen to be equal to the
values corresponding to the existing device, here as well. Con-
sequently, the ratio between the rod radius and the radius of the
aperture amongst the rods has the value of 8/9.

Even though the geometry of an ECQ device is similar to a
number of other devices or device components, for example
those described in [7]–[15], the equality of electrode voltages in
an ECQ device produces qualitatively different electric fields.
To illustrate the difference, electric fields within the ECQ and
quadrupole lenses with the same geometry are compared in
Figs. 1 and 2.

The axial and radial components of the field are chosen for
comparison because they could serve as an estimate of accel-
erating and focusing capability of a device. In the simplest an-
alytical model the ECQ lens as well as the quadrupole lens is
approximated with four uniformly charged finite wires. The de-
vices are situated in the cylindrical coordinate system whose
origin is in the middle of the lens and whose -axis is coin-
ciding with the device’s axis. The positions of the wires are

0018-9499/$31.00 © 2013 IEEE
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Fig. 2. Electric fields in transverse plane. The axial and radial electric field
components, and , are given in the plane cm. The simple
analytical finite wires models used to represent the ECQ and the quadrupole lens
are the same as those in Fig. 1. The depicted shape of the fields justifies the use
of the line segments in the half-planes 0 and 45 for data analysis.

defined with radial and azimuthal coordinates given as pairs
0 , 90 , 180 , and

270 for 1, 2, 3, and 4, respectively, where is
the distance between the two neighboring wires. The axial and
radial electric fields within the simplest (subscript ) analytical
models and are calculated using analytical formulas
for finite wires

(1)

where

is charge density, and constant adjusts the sign of the
charge, i.e., for the quadrupole lens, whereas for the
ECQ lens, . Note that finite wires are an approximation
of somewhat shorter rods. For example, for 12 cm, and
the rod radius of 4 cm, good agreement between the simplest
analytical field corresponding to 48-cm-long finite wires
and numerically modeled field of 40-cm-long rods is ob-
tained in [6].

The azimuthal positions of lines along which the calculated
fields are given in Fig. 1 are chosen to correspond to the limiting

fields in one of the devices or both of them. The field compo-
nents along the lines in 0 and 90 planes have limiting
values for the quadrupole lens, whereas, for the ECQ device,
the limiting radial fields are in 0 and 45 planes.
This is consistent with twofold and fourfold symmetry of the
quadrupole and ECQ device, respectively. The radial compo-
nent of the field, i.e., the focusing capability, in the ECQ lens is
an order of magnitude smaller than in the quadrupole lens. How-
ever, the limiting radial fields have the same sign and shape for
the ECQ lens compared to the opposite effects, i.e., focusing
and defocusing, in the two mutually perpendicular transverse
directions of the quadrupole lens. On the other hand, the axial
component of the field, i.e., the accelerating capability of the
ECQ device is practically equal along all considered line seg-
ments and is more than an order of magnitude larger than that
of the standard quadrupole device. In the quadrupole device, the
radial as well as axial field components fall to zero much faster
with distance from the device’s entrance and exit than is the case
for the ECQ device.

The axial and radial electric fields shown in Fig. 2 are calcu-
lated in the transverse plane containing wire tips, using simple
analytical models of the ECQ and quadrupole lenses. In the
vicinity of the -axis, the contour plots corresponding to the
ECQ lens reveal similarities with the contour plots of the einzel
lens fields. The further away the transverse plane is from the
wire tips and coordinate system origin, the broader is the area
around the -axis where the contour lines of the ECQ lens fields
resemble circles.

The simplest estimates of the ECQ device fields shown in
Figs. 1 and 2 indicate that, despite of its quadrupole structure,
operation of this device is more similar to the einzel lens if it is
used for focusing and to the drift tube Sloan–Lawrence acceler-
ator if it is used for acceleration.

The simplest analytical estimate given with (1) predicts very
slow fringe field decay for an ECQ device. In order to gain con-
trol of the field shape in the entrance as well as exit region, a
grounded cylindrical shield around four rod-like electrodes is
introduced. It is to be expected that parameters that define the
geometry of the entrance and exit, e.g., the size of the apertures
on the grounded cylinder and the distance between the apertures
and electrode ends, will play an important role in shaping the
field as well as in the device’s performance. Consequently, ad-
ditional effort is due in order to describe the field in the entrance
and exit region of the device.

II. FINITE WIRES MODEL

In the finite wires model of an ECQ device, the rod-like elec-
trodes are modeled with finite wires, as in the simplest analyt-
ical model. In addition, the grounded cylindrical shield is mod-
eled with two grounded conducting planes. It is assumed that
the grounded cylinder has an infinite outer radius, i.e., that the
cylinder bases are extended into planes. The influence of these
two conducting surfaces is calculated by first adding the fields
of the two images of four finite wires (see Fig. 3) and then by
subtracting the fields resulting from the missing parts of the
planes due to apertures. Therefore, the axial and radial com-
ponents of approximated field are obtained as

and



RISTIĆ-DJUROVIĆ et al.: OPTIMIZATION OF EQUALLY CHARGED QUADRUPOLE PARAMETERS 2163

Fig. 3. Finite wires model of ECQ device. In addition to four
48-cm-long wires uniformly charged with charge density , and each
two adjacent positioned 12 cm apart, two infinite grounded planes are
introduced. The planes have apertures with radius and are placed at the
distance from each end of the wires. The influence of the two planes is
modeled using the method of images.

, where and are components of the
simplest (subscript ) analytical electric field defined with (1).
The fields corresponding to the two images (subscripts and

) are ,
, , and

, where
and are axial shifts of the two images with
respect to the original. The axial and radial field components
corresponding to the apertures (subscript ), i.e., to the missing
parts of grounded planes, are numerically integrated as

(2)

where ( ) and 1, 2, for the entrance
and exit aperture (subscripts and ), respectively.

After completion of all the calculations, the field within the
finite wires model depends on the spatial coordinates , , and

, as well as on , , and . The parameters of the fi-
nite wires model and are related to the rod length
and distance between apertures and rods, , in the real de-
vice through the equation , i.e.,
the distance between the grounded planes in Fig. 3 is equal to
the length of the real device’s grounded cylinder. Consequently,

, for 1, 2. In order to enable
comparison, the results are sorted using the same set of parame-
ters, namely, and , in this section for the finite wires model

Fig. 4. Electric field of finite wires model. The aperture radius and gap size of
the model are taken to be 4.5 cm and 10 cm. The axial and radial
electric field components and are given along seven line segments. The
line segments stretch between the two grounded planes, 30 cm 30 cm ,
they are parallel to the -axis and are determined by their radial and azimuthal
coordinates, , equal to (0 cm, 0 ), (1.5 cm, 0 ), (1.5 cm, 45 ), (2 cm,
0 ), (2 cm, 45 ), (3 cm, 0 ), and (3 cm, 45 ), for 1, 2, 3, 4, 5, 6, and 7.

as well as in the following sections for data corresponding to the
cylindrical rods model.

If the fields of the finite wires model and the cylindrical rods
model, which will be described later, are to be comparable,
special attention must be paid to adjusting the voltages in the
two models. For all examples of the cylindrical rods model,
the voltage of the electrodes is set to 20 kV. Consequently,
the charge density in each sample finite wires model is calcu-
lated from the equations 0 kV and

20 kV, where is elec-
trostatic potential derived from the electric field of the finite
wires model and 4 cm is radius of the electrodes in the
cylindrical rods model.

Rather than being uniformly distributed, the charge is piling
up at wire tips. Therefore, the shape of the fields around
0 cm predicted by the finite wires model is not expected to be
accurate. Consequently, the influence of on the approximated
fields is not investigated; instead, it was taken that 40 cm,
and 48 cm.

The dependence of the field on the spatial parameters , , and
within the volume around the device’s axis for sample values

of aperture radius and gap size is illustrated in Fig. 4.
The axial field component practically does not depend on the
radial as well as on the azimuthal position. The limiting radial
field components, which correspond to 0 and 45 ,
form wider range at larger radii.
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Fig. 5. Dependence of fields in finite wires model on and . The field components are given between the grounded planes along line segments parallel to
the -axis at 1.5 cm. The data corresponding to azimuthal line segment positions 0 and 45 are depicted with solid and dashed lines, respectively.
The axial and radial components of the field and are given in the first and second row of graphs, respectively. Each column of graphs corresponds to the
gap value, , indicated in its title. In each graph, different line colors are dedicated to different values of .

The dependence of the field components on the aperture ra-
dius as well as on the size of the gap between the rods and
the grounded cylinder’s bases is given in Fig. 5. The approx-
imated field depends much more strongly on the gap size
than on the aperture radius . Further, the field change is much
steeper for smaller values of . Although small, the influence
of is larger for smaller values of and . The graphs
in the first column, for 1 cm, have larger scales com-
pared to the scales of the corresponding graphs in the remaining
three columns. Note that the value of corresponding to

1 cm is negative, i.e., 3 cm; therefore, the finite
wires and their images overlap and the resulting field is equal to
the one corresponding to 36 cm and 3 cm.

Analysis of the finite wires model has shown that perfor-
mance of the ECQ device can be modified by adjusting the ge-
ometry of its entrance and exit regions. However, due to unre-
alistic assumption of uniform charge distribution along wires,
a better numerical model of the device must be used in order
to prove the hypothesis as well as to obtain quantitative device
performance predictions.

III. CYLINDRICAL RODS MODEL

In order to obtain highly accurate electric fields usable for
device performance predictions, the geometry of the ECQ
device is numerically modeled, and its fields are calculated
with the commercially available software package WIPL-D
[16]. The electromagnetic solver incorporated in this package
models arbitrarily shaped structures with wires and plates as
basic building blocks. Electrically large bilinear generalized
quadrilaterals are used for modeling metallic plates, lossy or
lossless dielectrics as well as magnetic surfaces. The surface
integral equations are solved with the method of moments
and surface sources as unknowns. For the ECQ device, the
boundary conditions come down to the requirement that the

Fig. 6. Numerically modeled structure of ECQ device. Four cylindrical rods
with base radius 4 cm replace the wires used in the finite wires model.
The distance between axes of each two neighboring rods is equal to the dis-
tance between the wires in the finite wires model, 12 cm, i.e., the rods
are positioned at cm 0 , cm 90 ,

cm 180 , and cm 270 . The rods
are housed in a grounded cylinder with base radius of 20 cm. The values of
aperture radius gap between rods and grounded cylinder base , as well
as rod length , vary and are different for different examples of the model.

electric field components tangential to the metallic surfaces of
the rods and of the grounded cylinder are equal to zero.

The device is modeled with four cylindrical rods used as elec-
trodes and a surrounding grounded cylinder with entrance and
exit apertures (Fig. 6). The electrostatic potential of the rods is
taken to be 20 kV.

The dependences of axial and radial components of
calculated field on spatial coordinates , , and in a sample
cylindrical rods model are given in Fig. 7. These results can be
compared with those corresponding to the finite wires model
shown in Fig. 4, because the values of model parameters ,

, and are taken to be the same in both cases. The qual-
itative behavior of the fields corresponding to the two models
agrees well. As is the case for the finite wires model, for the
cylindrical model, as well, the axial field component is practi-
cally dependent only on , whereas the radial field component
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Fig. 7. Electric field of cylindrical rods model. The figure format is identical
to the one of Fig. 4. The aperture radius, gap size, and rod length of the model
are, as well, taken to be equal to those of finite wires model in Fig. 4, i.e.,
4.5 cm, 10 cm, and 40 cm. Data given along line segments with
different radial positions are depicted by different colors. The azimuthal line
segments positions 0 and 45 are indicated by solid and dashed
lines, respectively.

is more azimuthally dependent at larger radii. The shapes of the
fields in the entrance and exit regions of the device are sim-
ilar for both models. However, outside the entrance and exit re-
gions, the discrepancy between the fields corresponding to the
two models is large. This is a consequence of the assumption
taken in the finite wires model that charge is uniformly dis-
tributed along the wires. Inside the cylindrical rods model, away
from the rods ends, the field is negligible; therefore, it seems that
the field does not depend on the rods length.

The dependence of fields in the cylindrical rods model on
and is illustrated in Figs. 8 and 9 for 40 cm and

20 cm, respectively. From both of these figures, the con-
clusions regarding the influences of the parameters and
on the field are similar to the ones drawn for the finite wires
model from Fig. 5. Namely, the dependence of field components
on the gap size is stronger than on the aperture radius .
The data in Figs. 5 and 8 cannot be quantitatively compared
despite the equality of all three device parameters in the corre-
sponding graphs because of different radial positions of line seg-
ments used, i.e., 1.5 cm for the finite wires model, whereas
for the cylindrical rods model, 2 cm. For the finite wires
model the line segments with radial position 1.5 cm are
chosen in order to stay clear from the apertures for all model
examples with 2 cm. The finite wires model is an ap-
proximate model and, as such, it does not describe reality well
around edges. Examples of the cylindrical rods model are de-
signed in WIPL-D; therefore, field calculations around edges

are performed with high accuracy. However, unlike the finite
wires model where the model parameters , , and are
easily changed by adjusting the appropriate values in an input
file, changing the model parameters values, as well as field cal-
culation, for the cylindrical rods model is more time consuming.
To speed up the process, the fields in the cylindrical rods models
are calculated only along the selected line segments, rather than
in the entire model volume. The line segments with larger value
of are chosen because obtained data are intended to be used
primarily for device performance prediction, and focusing prop-
erties are more pronounced at larger . The anomalies that occur
close to the apertures in the example models with 2 cm
and that are the most noticeable in curves corresponding to

5 cm and 10 cm models in both Figs. 8 and 9 re-
flect the edge position 2 cm.

A comparison of the results shown in Figs. 8 and 9 reveals that
the rod length does not influence the shape of the fields in the
important entrance and exit regions. Closer inspection shows
that the graphs in Fig. 8, which correspond to 40 cm,
can be obtained by cutting the corresponding graphs in Fig. 9,
which correspond to 20 cm, at 0 cm and inserting
straight lines equal to zero from 10 cm to 10 cm. Al-
though cannot directly influence ECQ device performance,
it may serve to adjust synchronization between an ion beam and
a quasi-static RF voltage. However, it should be noted that the
zero field region in the models with 20 cm is very short.
Therefore, this value of is very close to the lower limit after
which the entrance and exit regions of the device overlap and are
likely to no longer have entrance and exit region fields equal to
those corresponding to larger values of .

The electric fields obtained for a number of sample cylin-
drical rods models illustrated in Figs. 8 and 9 confirm the con-
clusion drawn from the study performed with the finite wires
model. Namely, the model parameters and, to much lesser
extent , can influence the electric field of an ECQ device and,
consequently, its performance. Further, electric field shape is
more sensitive on as well as for smaller values of .
Influence of increases with its decrease, as well.

To justify the approach of analyzing electric fields along the
chosen line segments as well as to illustrate similarities with
the einzel lens and the drift tube accelerator, axial and radial
electric fields of an ECQ device are given in four transverse
planes in Fig. 10. The shown results confirm that the device acts
upon an ion beam primarily around the rod tips as well as inside
the gaps between the grounded cylinder and the rod tips. Note
that the ratio between the rod radius and the rod aperture
radius, , is equal to 8/9 for all the considered
examples. For larger values of this ratio, the fields along the

45 line will be less different from the ones along the
0 direction, and, consequently, the corresponding dashed

curves will be closer to the solid curves in Figs. 7–9. Fig. 10
also verifies that focusing capabilities of the ECQ device depend
more on than on , as well as that the radial and azimuthal
dependence of accelerating abilities of the device are negligible
compared to their axial dependence. Therefore, in order to apply
the obtained results to other devices, for small and focusing
estimates, the rod aperture radius should be used as the
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Fig. 8. Dependence of fields in cylindrical rods model on and for 40 cm. The format of the figure is equal to the one of Fig. 5. Here, the rod length
is taken to be 40 cm, as well; however, the line segments along which the field components are given are parallel to the -axis at 2 cm. The data
corresponding to the azimuthal line segment positions 0 and 45 are depicted with solid and dashed lines, respectively.

Fig. 9. Dependence of fields in cylindrical rods model on and for 20 cm. The format of the figure is equal to the one of Fig. 8. The results shown
in Figs. 8 and 9 correspond to two examples of the cylindrical rods model which differ only in the value of .

scaling factor, whereas, for large and acceleration estimates,
is a better choice for the scaling factor.

As mentioned earlier, axial and radial electric fields
can be used as indicators of accelerating and focusing capa-
bilities of a device. Due to the high computational accuracy of
WIPL-D used to calculate the fields in a number of sample cylin-
drical rod models, these fields can be further used to quantita-
tively estimate ECQ device performance for different values of
model parameters and .

IV. DEVICE PERFORMANCE

Accurate performance of a device is usually obtained with
ion beam dynamics simulations. However, interaction between

a device and an ion beam depends not only on the device pa-
rameters but on the ion beam parameters as well, e.g., ion en-
ergy, charge, and mass. If the device performance is to be evalu-
ated independently, the forces acting on a beam within the fully
extended beam path volume must be evaluated. Focusing/defo-
cusing as well as accelerating/decelerating effects accumulate
along the path of a test ion through a device. Consequently, in-
tegrals of radial and axial components of electric field could be
used to evaluate device performance.

Instead of integration over the complete, fully extended beam
path volume, we integrate over the line segments corresponding
to the limiting fields. For the ECQ device, limiting electric fields
occur in the 0 and 45 planes due to the fourfold
symmetry of the device. Therefore, we establish parameters
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Fig. 10. Axial and radial electric fields in sample transverse planes. The pa-
rameters of the cylindrical rods model are 0.5 cm, cm, and

40 cm. Consequently, the transverse planes chosen for the field sam-
pling, 20.5 cm, 20 cm, 17.5 cm, and 10 cm, correspond to the
axial positions of the grounded cylinder entrance aperture, electrode tips, max-
imal focusing plane, and quarter-length of the device, respectively. The fields at

10 cm are an order of magnitude smaller than those within the entrance
region of the device, i.e., at the remaining three axial positions.

and as measures of ECQ device accelerating and focusing
capabilities:

(3)

where and are coordinates of the line segment along which
the integrals are computed. Because of their units, we refer to

and as accelerating and focusing potential, respectively.
These parameters are used to quantitatively express perfor-
mance of the ECQ device in Fig. 11. To achieve smoother
dependencies on , a number of sample models in addition
to those represented by corresponding data in Figs. 8 and 9 are
created.

Fig. 11. ECQ device performance. The dependence of the ECQ device’s ac-
celerating and focusing potentials, as well as of their ratio , on the
gap size, and aperture radius is shown. The accelerating and focusing
potentials are calculated using (3). The data corresponding to the two values of
line segment radius, 2 cm and 3 cm are given in the first and second column
of graphs, respectively. The limiting values occurring in the 0 plane are
given as solid lines, whereas those in the 45 plane are depicted as dashed
lines. Different values of are marked with different line colors. The results
are obtained for sample models with 20 cm; however, the figure is iden-
tical for 40 cm, as can be seen from Fig. 12.

Even though the performance parameters shown in Fig. 11 are
calculated for sample models with 20 cm, the results are
practically equal to those for 40 cm, as can be seen from
Fig. 12. This confirms the conclusion drawn earlier that the ECQ
device acts upon a beam in the vicinity of device’s entrance and
exit, whereas the region in between is the drift space. Note that
this independence of Fig. 11 on is valid for 20 cm,
because entrance and exit region fields overlap around
for lower values of .

The accelerating potential does not depend significantly on
or on . Since changes its sign at 0 cm, a beam is

decelerated in the entrance region and accelerated in the exit
region. The focusing potential is negative along both 0
and 45 line segments for 2 cm. For 3 cm and
0 , the absolute value of the focusing potential is larger than
for 2 cm. Consequently, for 0 , focusing is stronger
for larger distances from the devices axis, as it should be for
a focusing device. For 3 cm and 45 , the focusing
potential is approximately equal to zero, i.e., a beam is neither
being focused nor defocused. Excellent focusing properties are
somewhat shaded by the fact that the ratio is smaller
than 1, which means that more power is spent on acceleration/
deceleration than on focusing. On the other hand, this indicates
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Fig. 12. Dependence of focusing and accelerating potentials on . The figure
format is identical to the one of Fig. 11. The solid line and filled symbols repre-
sent data in the 0 plane, whereas dashed line and open symbols correspond
to the 45 plane. For clarity, only data corresponding to 4.5 cm is
shown; the agreement between the results corresponding to the two different
values of is excellent for other values of , as well.

that the device could work more efficiently as an accelerator if
its voltage is reversed for . These conclusions prove that
the initial estimates arisen from Fig. 1 are correct.

If the device is to serve as an accelerator, must change
its sign for . This can be achieved either by applying
RF voltage, as illustrated in [6], or by altering the device’s ge-
ometry, as shown in Fig. 13. In the former case, the field is
quasi-static; therefore, at any given moment, still has dif-
ferent signs for and for . The test ion ideally syn-
chronized with the applied RF field only perceives as posi-
tive throughout the device. Regardless of whether the change of

’s sign for is real or fictitious, it is accompanied by the
’s change of sign in the same region. As a result, an ion beam

will be defocused in the entrance region and focused in the exit
region of the device. Due to a favorable value of , more
energy is spent on acceleration than on defocusing.

The dependencies in Fig. 11 can be used to adjust the device
parameters to achieve desired performance. If the device is to
be used as an ECQ lens, should be chosen to be as small
as possible. The value for is a tradeoff between stronger
focusing achieved with smaller values of and larger
obtained with larger .

In the ECQ accelerator, should be as large as possible,
although gain in performance decays with the increase in .
Smaller values of provide somewhat stronger acceleration,
whereas for larger , defocusing in the entrance region is
slightly weaker. If entering defocusing is to be overcome by

Fig. 13. Geometries of ECQ device. The upper figure gives the geometry of
the ECQ lens and RF ECQ accelerator. Four dc power supplies correspond to
the ECQ lens. For the RF ECQ accelerator, these are replaced with four ac power
supplies. The lower figure depicts the dc ECQ accelerator. The missing stripe in
the grounded cylinder and four additional properly connected dc power supplies
enable the desired change of axial field orientation in the entrance region.

exit focusing, medium values of as well as should be
chosen.

Note that is equal to 8/9 for all the considered ex-
amples, which is smaller than the typical value of 8/7. Larger
values of this ratio will cause dashed curves in Figs. 11 and
12 to be closer to those depicted by solid lines. The strongest
interaction between the ECQ device and a beam occurs in the
vicinity and within the gaps between the rod tips and the bases
of the surrounding cylinder. Consequently, and should
be considered as scaling parameters when using data in Figs. 11
and 12 for performance estimates of other devices with a sim-
ilar structure. For acceleration estimates and large , a good
choice is , whereas is more suitable for focusing esti-
mates and small .

V. CONCLUSION

The ECQ device acts upon an ion beam within its entrance
and exit regions, i.e., in the regions between the apertures and
electrodes. If the electrode length is above the limiting value,
the acting entrance and exit regions are separated by the drift
space spreading out on both sides of the middle of device length.
Therefore, the device parameters influencing its performance
are the aperture radius and the aperture-electrode gap size. If
it is above the lower limit, the electrode length does not influ-
ence device performance; however, it plays a role in synchro-
nization with a beam if device operates in RF mode. The pa-
rameter whose value should be chosen with most care is the gap
size. The aperture radius is used for fine adjustments of the de-
vice performance. If the device is to serve as a lens, the gap
size should be small, whereas efficient acceleration is achieved
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with large gap sizes. The roles of the entrance and exit regions
may be adjusted to be different by choosing different values of
the corresponding gap sizes and aperture radii. For example, the
combination of large entrance and small exit gap size provides
neutralization of entrance defocusing, although less efficient ac-
celeration. In the ECQ device, the percentage of driving power
used for focusing is always smaller than the one spent on de-
celeration/acceleration. Nevertheless, the ECQ lens may be ap-
pealing for weak focusing because its focusing potential along
a fixed radial position oscillates between the strongest focusing
at the azimuthal positions of electrodes and either weaker fo-
cusing or no action at the azimuths corresponding to the midline
between electrodes.
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Ion Beam Acceleration With Radio Frequency
Powered Rainbow Lens

Jasna L. Ristić-Djurović, Saša Ćirković, and Andjelija Ž. Ilić, Member, IEEE

Abstract—The electrostatic quadrupole lens, quadrupole ac-
celerator and square rainbow lens as well as radio frequency
quadrupole accelerator all have similar structure with four
rod-like electrodes. Unlike the last one, which is powered by the
alternating voltage, the first three are electrostatic devices. Each
two adjacent electrodes of a common electrostatic lens have equal
magnitude and opposite signs of their electric potentials, whereas,
electric potentials of rainbow lens’s electrodes are all equal in
magnitude as well as in sign. If powered by the appropriate radio
frequency instead of a DC voltage, the rainbow lens transforms
into an ion beam accelerator which could cost-effectively broaden
the available energy range of low energy ion beam facilities.

Index Terms—Electrostatic quadrupoles, ion beam dynamics,
linear accelerators.

I. INTRODUCTION

T HE electrostatic quadrupole accelerator has been intro-
duced in [1]–[3]. More recently electrostatic accelerating

gaps and focusing electrostatic quadrupole lenses are com-
bined, for example, in [4], [5]. Another electrostatic device
similar to the electrostatic quadrupole lens, the electrostatic
square rainbow lens is shown to have focusing properties as
well [6], [7]. Unlike the electrostatic quadrupole lens whose
four electrodes are powered by static electric voltages equal in
intensity but alternating in sign with respect to the azimuthal
position of the electrodes [8]–[10], the electrode voltages of
electrostatic rainbow lens are all equal in sign. Contrary to
these electrostatic devices, four electrodes in a radio frequency
quadrupole accelerator are powered by radio frequency (RF)
voltage, see, for example, [11]–[13] and references therein. The
RF voltage, four rods and focusing quadrupole field resulting
from independent operation at different electric potential of
two pieces each supporting two electrodes are combined in
the RF-Focused Interdigital (RFI) and RF-Focused Drift tube
(RFD) linac structures [14], [15]. With the aim to broaden the
application scope of the low energy FAMA facility [16], in
what follows we show that a rainbow lens can be transformed
into an accelerator by relatively small, low cost changes.

The accelerating axial electric field created by slanting the
electrodes of electrostatic rainbow lens with respect to its axis
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Fig. 1. Electric quadrupole accelerator. Four � � �� cm long cylindrical
rods with base radius � � � cm are positioned between � � ��� cm
and � � �� cm at �� � � � � ��

�
� �	� � �	�� �� � � � �

�� �	� �
�
� �	�� �� � � � � ���

�
� �	� � �	�, and �� � � � �

�� �	���
�
� �	�. The rods are housed in a grounded cylinder with base

radius, � � �� cm, aperture radius, � � � cm, and length, � � 
� cm.

[17] turned out to be insufficiently effective [18]. Consequently,
for noticeable acceleration the acceleration method had to be
changed. Namely, if its DC voltage source is replaced with the
medium to high RF power supply, the rainbow lens becomes
a quasi electrostatic instead of an electrostatic device and can
efficiently accelerate ion beams.

If the four rods housed in a grounded cylinder are all pow-
ered by the same properly adjusted RF voltage an ion beam
would be accelerated through the entrance as well as exit accel-
erating gap between the rods and the base of grounded cylinder,
see Fig. 1. To validate the principle as well as to illustrate its
efficiency, interaction between a test proton beam and the de-
scribed device is used. In the first approximation the electric
field of the device is replaced by the analytical electric field
of uniformly charged finite wires. Once the principle is proven
to work it is further tested with the realistic electromagnetic
field obtained by modeling the device with the commercially
available software package WIPL-D [19]. Test ion trajectories
within the proton beam are simulated using the self-made soft-
ware package VINDY [20].

II. ANALYTICAL ESTIMATE

In order to test the idea an analytical model of the device is
composed. Four parallel, equally charged finite wires are posi-
tioned along the edges of imaginary quadratic prism which co-
incide with the axes of the rods shown in Fig. 1. The distance
between two adjacent wires, cm, is equal to the dis-
tance between the axes of neighboring rods; however, in order

0018-9499/$31.00 © 2013 IEEE
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Fig. 2. Electric potential of four uniformly charged finite wires. The wires are
each charged with the uniform charge density � � ���� �C/m. The resulting
potential of the electrostatic field is shown in the � � �� � � �� � � �� cm,
� � �� cm, and � � ��� cm planes.

to better match the electric potential of the rods, the length of
the wires is extended to cm compared to the length of
the rods, cm. Electric field is calculated using analytical
formulas for uniformly charged finite wires

(1)

where

is
charge density and pairs are wire coordinates equal
to , and
for , and 4, respectively. The wires stretch between

cm and cm. Being a vector, electric field is
not easy to visualize; therefore, it is the electric potential
corresponding to the calculated electric field that is given in
five sample planes in Fig. 2. Better matching between the
electrostatic potentials of the four wires and of the four rods is
achieved if the wire length is extended at each end by

cm because the equipotential ellipsoid of a wire, which
contains the circumference of the rod’s base, is than not only
longer but is thinner as well and therefore closer to the rod’s
cylinder. Adjusted length of the wires together with the charge
density of C/m provide that the analytical field of
finite wires and the field corresponding to the real device given
in Fig. 1, have the same values of electrostatic potential of
0 kV at cm, cm, cm, and 20 kV at

cm, cm, cm.
Note that, unlike in [6], the point of zero potential is chosen to
be within the beam path volume; therefore, the agreement
between the ion beam simulations in the approximated and in
the realistic field is expected to be reasonably good.

A beam of protons traveling along the -axis from
cm to cm is first decelerated until it

Fig. 3. Output energy dependence on frequency and phase of power supply.
The initial proton energy of 10 keV is increased to � � �	�� keV with � �
��� MHz and 	 � 
���� .

Fig. 4. Optimal acceleration conditions. Maximal proton energy within a beam
bunch, � , and phase width of a beam bunch, �	 � 	 � 	 ,
are shown in graphs (a) and (b), respectively. Each point corresponds to a beam
bunch traveling along the �-axis whose energy spread after acceleration is 1 %.
The optimal accelerations corresponding to the global maxima���� � and
����	 � are marked with circles in graphs (a) and (b), respectively.

reaches cm and then accelerated for the rest of the path.
A proton could be accelerated throughout its path if the electric
potential of the wires is time varying and changing its sign
when the proton reaches cm. If the charge, uniform along
wire’s length, is alternating in time with radio frequency ,
i.e.,

(2)
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Fig. 5. Optimal accelerations. The graphs in the first and second column correspond to the optimal acceleration with respect to the maximal achieved ion energy
within a bunch, ����� �, and, consequently, to the conditions given in the first row of Table I. The optimal acceleration depicted by the graphs in the third
and fourth column correspond to the maximal phase width criterion, ������ �, and to the second row of Table I. The first and third columns of graphs show
the initial proton bunches at the device entrance � � ��	 cm, whereas the output bunches at � � �	 cm are given in the second and fourth columns. In each
graph, the total of 96 875 simulated test particles is shown. The graphs in the first row give transverse, i.e., � � �, images of the simulated beam. Due to the
fourfold symmetry, the transverse emittances along mutually perpendicular axes, e.g., along �- and �-axis, are identical. Therefore, in order to fully represent the
beam its transverse emittances are given along the two axes which are 45 apart. Consequently, the second and third row of graphs is devoted to the � � � and
� � � emittances of the beam, respectively. The images of the beam bunch in the longitudinal phase space, �� � , are given in the fourth row of graphs.
The central ion within the bunch is depicted by a circle on all graphs. The test ions within the bunch which are in phase with the accelerating voltage are depicted
by dark dots. Angular as well as spatial spreads of the beam caused by the normalized momentum are much larger than those induced by the spatial coordinate.
The output energy depends mostly on the timing between the test ion and the accelerating RF voltage. The least influential parameter is the initial ion energy.

the electric field defined with (1) will resume the same time
dependence. Note that for our example C/m.
Given the size of the device, the time dependent electric
field can be treated as quasi static as long as the condition

MHz is satisfied.
The energy a proton gains during its interaction with the field

defined with (1) and (2) depends on the synchronization be-
tween the two, i.e., it depends on the field’s frequency and phase,

, as well as on the initial energy of a proton, . The
dependence of the output proton energy, , on and is
given in Fig. 3 for the initial proton energy of keV. The
data is obtained by simulating proton trajectories along -axis
for different values of and .

In order to determine optimal conditions for acceleration of
a beam bunch rather than a single proton, the data in Fig. 3 is
further analyzed. Acceleration of a beam bunch whose energy
spread after acceleration is 1 % is investigated using four cri-
teria: maximal output energy of a single proton within a bunch,

, phase width of a bunch, , averaged energy, , and

total energy of a bunch, . Since the chosen energy spread
of 1 % is rather small, the shapes of the curves defining the
dependence of the maximal proton energy within a bunch and
the averaged energy are very similar and the values of and

corresponding to the maxima of these curves are practi-
cally equal. The same is true for the second and fourth criteria,
i.e., for the bunch width and total energy. Therefore, only two
out of four dependencies are shown in Fig. 4. The values cor-
responding to the optimal acceleration with respect to all four
criteria are given in Table I. Note that the maxima of curves

in graph (b) in Fig. 4 correspond to the inter-
vals with local minimum, local maximum or inflection point
of curves in graph (a). In particular, the global
maximum in graph (b) corresponds to the phase interval which
contains inflection point of the corresponding curve,

MHz, in graph (a).
Using the data from the first two rows of Table I as initial

conditions for ion beam dynamics simulations, the two optimal
accelerations marked with circles in Fig. 4 are further investi-
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TABLE I
OPTIMAL ACCELERATION CONDITIONS IN ANALYTICAL ELECTRIC FIELD CORRESPONDING TO FINITE WIRES

gated and the results are shown in Fig. 5. A proton bunch is
represented with the spatial coordinates and , normalized
momentums, and , energy, , and time, . Because of
the fourfold symmetry of the device and axial beam symmetry

and graphs are identical. Therefore, for data pre-
sentation purposes graphs are replaced with
graphs, where is the axis rotated clockwise 45 with re-
spect to the -axis in the plane.

The limits of initial test ion phase space coordinates are
chosen in accordance with the proton beam obtained with the
p-VINIS ion source [21]. The ion source provides a beam
whose spatial as well as angular distribution is Gaussian with

mm and mrad, respectively. The energy
spread within the ion source plasma is smaller than 1 eV.
However, input variables should be distributed over sufficiently
wider intervals if the simulated input-output mapping is to be
used to interpolate the output corresponding to any desired
distribution of input variables, as described in [22]. Therefore,
in our optimal acceleration study, the initial spatial as well as
angular beam spread is taken to be for the optimal accelera-
tion with , and for the example. In
both cases it was taken that the initial energy spread is 10 eV.
Further, all input parameters are taken to be equally spaced as
well as uniformly distributed. Consequently, ion beam simula-
tions are performed once and the output corresponding to any
desired distribution of input variables is obtained much faster
by the method described in [22]. Note that the spatial beam
spreads in Fig. 5 exceed grounded cylinder aperture of
cm at cm as well as at cm; therefore, the
depicted results could be used to determine the acceptance of
the device, as well.

As can be seen from the last row of graphs in Fig. 5, the
analytical quasi static electric field of four finite wires can ef-
ficiently accelerate a proton beam. The maximal ion energy
achieved in the examples of proton beam acceleration with fi-
nite wires shown in [22] and [23] is 37 % larger because the
wires were 8 cm shorter and the applied charge density was al-
most two times larger.

III. NUMERICAL MODEL

Encouraging results shown in Fig. 5 must be validated by
a more realistic approximation of electromagnetic field. The
structure shown in Fig. 1 is modeled using the commercially
available software package WIPL-D [19]. The three-dimen-
sional electromagnetic solver incorporated in this package
models arbitrarily shaped structures with wires and plates as
basic building blocks. Because it is a frequency domain solver
based on the higher order method of moments it is well-suited
for closed region problems and the method of choice for open

Fig. 6. Comparison between realistic and analytical electric field. Due to the
difference between the numerically modeled and approximate analytical electric
field along the axis of the device maximal achievable energy of a test proton is
expected to be lower than the value predicted for the analytically computed field.
Note that, along the �-axis, the total electric field has only axial component, i.e.,
� � � if � � � � � cm.

regions modeling. Metallic plates, lossy or lossless dielectric as
well as magnetic surfaces are modeled with electrically large
bilinear generalized quadrilaterals, which provide very good
flexibility and geometrical accuracy. The higher order numer-
ical engine ensures that highly accurate results are achieved
efficiently.

If proton beam accelerations in the analytically approximated
and numerically modeled field are to be compared the appro-
priate parameters corresponding to the two cases have to be ad-
justed. In order to preserve field symmetry, power lines are at-
tached to the four electrodes and the grounded cylinder in the
middle of the device. To match the approximated field elec-
trostatic potential of 20 kV at cm,

cm, cm, the amplitude of the voltage
applied to the rod electrodes is taken to be 20 kV as well.

The shape of the real electric field is reasonably well approx-
imated in the previous section with the field corresponding to
uniformly charged finite wires because the length of wires is ex-
tended and the points with zero and driving electrostatic poten-
tial are chosen carefully. However, for the analytical finite wires
approximation it was assumed that charge distribution along the
wires is uniform; therefore, the largest discrepancy between the
realistic and approximated field is caused by the charge pile up
at the edges of the device, see Fig. 6. Note that the fields are
given at their peaks, i.e., the value of sine in (2) as well as in the
appropriate expression for total field obtained with WIPL-D are
taken to be 1.
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Fig. 7. Output energy dependence on frequency and phase of power supply for
numerically modeled field. The initial proton energy of 10 keV is increased to
� � ���� keV with � � ��� MHz and � � ����� . As expected, the
maximal achieved energy is 20 % smaller compared to the value predicted by
the simulation in analytically approximated field, see Fig. 3.

The device dimensions and the considered frequencies pro-
vide that the corresponding electromagnetic field is quasi static;
therefore, the influences on ion beam dynamics of the real and
imaginary magnetic as well as imaginary electric parts of the
modeled electromagnetic field are negligible. Regardless, all
components of the realistic electromagnetic field obtained with
numerical modeling are used in ion beam dynamics simulations.
The ion beam dynamics simulations performed with the analyt-
ical field shown in Figs. 3 and 4 and Table I are repeated using
the numerically modeled electromagnetic field and the results
are given in Figs. 7 and 8 and Table II, respectively.

In the analytically calculated field, optimal accelerations
with respect to the and conditions
correspond to the phase intervals which contain local max-
imum and inflection point of the matching curve,
respectively, see Fig. 4. However, in the modeled field both con-
sidered optimal accelerations correspond to the local maxima
of the matching curve. Consequently, beam bunch
dynamics of the two optimal accelerations in the modeled field
are more alike than is the case for the analytically approximated
field, see Figs. 5 and 9. For the same reason, the beam bunch
dynamics simulations shown in Fig. 9 are performed using
equally wide intervals of spatial as well as angular coordinates
of for the both considered cases of optimal acceleration, i.e.,
the simulation intervals for the case are extended
from to .

Wide ranges of input as well as output variables in Figs. 5
and 9 are chosen to illustrate the acceptances of the studied
devices, i.e., of the finite wires and of the rods housed in the
grounded cylinder, respectively. In order to depict a realistic op-
timal acceleration, the method described in [22] and -dimen-
sional linear interpolation are applied to the input-output map-
ping shown in first and second column of Fig. 9, to obtain the
output which corresponds to realistically distributed initial pa-
rameters of a proton bunch. The result is given in Fig. 10. The
initial distribution of the bunch is chosen in accordance with the
output of the p-VINIS ion source [21]. After the interaction with

Fig. 8. Optimal acceleration conditions in numerically modeled field. The
figure format is identical to the one of Fig. 4. Each point corresponds to a beam
bunch traveling along the �-axis whose energy spread after acceleration is 1 %.
The optimal accelerations corresponding to the global maximums ��	
� �
and ��	
�� � are depicted with circles in graphs (a) and (b), and fully
defined in the first and second row in Table II, respectively.

the device, the proton beam bunch is defocused and is twice as
wide in the transverse direction as before the interaction. While
time distribution does not change significantly, energy distribu-
tion seems to evolve from the random uniform into a log-normal
distribution.

IV. DEVICE PROPERTIES

When used as an electrostatic piece of equipment the rainbow
lens is intended to be a focusing device. However, as a side
effect, in the vicinity of lens’s entrance a beam is decelerated
and farther along its path close to the exit it is accelerated, see
Fig. 11. The focusing strength, i.e., the radial component of elec-
tric field is limited by the beam energy, which has to be large
enough to overcome entering deceleration. The ratio between
the driving, focusing and the side effect, accelerating/deceler-
ating force is unfavorable because .

If the device is used as quasi static the sign of the sine mul-
tiplier is negative roughly for ; consequently, a beam is
accelerated through the entering as well as exit gap. The side
effect is distributed first as undesired defocusing through the
first half and then favorable focusing later along the second half
of beam path through the device. The net side effect is unfor-
tunately undesired defocusing due to larger beam energy and
consequently shorter path along the radial direction for .
The ratio indicates that the device is more efficient
as an accelerator than as a lens. Note that these relations depend
on the size of accelerating gaps, , rod length, , as
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TABLE II
OPTIMAL ACCELERATION CONDITIONS IN NUMERICALLY MODELED ELECTROMAGNETIC FIELD CORRESPONDING TO ROD ELECTRODES

Fig. 9. Optimal accelerations in numerically modeled field. The figure format and the number of simulated test ions are equal to those in Fig. 5. The optimal RF
frequency values are � � ��� MHz and 2.5 MHz for ����� � and ����	� � criterion, as given in the first and second row of Table II, respectively.
One of these two non-random uniform input-output mappings, the one corresponding to ����� �, is used to obtain the optimal acceleration of realistically
distributed beam bunch shown in Fig. 10.

well as aperture radius, , see Fig. 1. The values used in our
study are chosen in accordance with the existing device; how-
ever, in order to achieve maximal efficiency of either focusing or
accelerating task, a thorough study of these dependencies should
be performed.

As can be seen from Fig. 11, acceleration occurs primarily
within the gaps between the electrode tips and the grounded
cylinder bases. Consequently, acceleration achieved with the
rainbow accelerator is of the drift tube type, as is the case for the
RF focused drift tube (RFD) and RF focused interdigital (RFI)
linac structures, see [14], [15] and references therein. How-
ever, the electrodes in these devices are divided in two pairs
and each pair operates at different electric potential. Conse-
quently, the resulting quadrupole-like field produces opposite
effects along the two mutually perpendicular transverse axes
which contain electrode centers, in our example these are - and

-axis, and no effect along the axes rotated for 45 , i.e., along
- and -axis. On the other hand, equal polarity of the

rainbow accelerator electrodes provides equal effect along the
- and -axis, as well as less intense but still the same type of

effect along the - and -axis.
In order to fully describe the device, its capabilities to accel-

erate various ion beams to different energies should be investi-
gated and relationships between the desired beam characteris-
tics and device parameters should be defined. As the first step in
this direction, for protons with initial energy of 10 keV, we give
Table III which relates the final energy of accelerated proton,

, with the required RF voltage parameters: amplitude, ,
frequency, , and phase limits, and .

Illustration of the rainbow effect, detailed technical parame-
ters of the rainbow accelerator as well as more thorough discus-
sion about its capabilities will be given in [24].
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Fig. 10. Optimal acceleration of realistically distributed proton bunch. Only optimal acceleration with respect to ����� � criterion is considered. The initial
and final phase space coordinates of 5000 test particles shown in the first and second column of graphs follow the form accepted in Figs. 5 and 9. The initial
spatial coordinates, � and �, as well as normalized momentums, � and � , follow Gaussian distribution, initial test ion energy, � , is taken to have random
uniform distribution, whereas time of arrival at � � ��� cm plane, �, has a distribution typical for the output of a device known as the beam buncher. The initial
distributions are defined by the histograms in third column. After the interaction with the device the output parameters are distributed according to the histograms
in fourth column.

Fig. 11. Peak axial and radial components of electric field. The peak values
of axial and radial electric field components, � and � , are given along two
straight segments parallel to the �-axis at the distance � � 		
 cm. The field
components � �� � and � �� � correspond to � � 		
 cm and � � � cm,
whereas � ��
 � and � ��
 � are given along the line defined with � �
		
 cm and � � � cm.

V. CONCLUSION

By changing its power supply from DC to RF voltage the elec-
trostatic rainbow lens can be transformed into an ion beam ac-
celerator. It is efficient and inexpensive way to broaden available

TABLE III
OPTIMAL ACCELERATION CONDITIONS FOR ����� � CRITERION

beam energy span of the existing low energy ion beam facilities.
Despite of physical as well as functional similarities between
the RF rainbow accelerator, electrostatic quadrupole acceler-
ator, and RF quadrupole accelerator, the acceleration achieved
with the RF rainbow accelerator is in its nature the most similar
to the one of the drift tube Sloan-Lawrence accelerator. Due to
the equal polarity of the electrodes the resulting effects are iden-
tical along the transverse - and -axis and are of the same type
but lesser intensity along the - and -axis. The RFD as
well as RFI linac structures apply the same drift tube type ac-
celeration; however, the quadrupole-like field in these devices
produce opposite effects along the - and -axis and no effect
along the - and -axis. It seems worthwhile to further
investigate the dependence of the RF rainbow accelerator op-
eration on the size of its aperture radius, accelerating gap and
electrode length, as well as to accordingly perform consequent
optimization of its operation.
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jović, and N. Nešković, “Focusing properties of a square electrostatic
rainbow lens,” Nucl. Instrum. Meth. A, vol. 694, pp. 224–233, 2012.

[8] J. J. Livingood, Principles of Cyclic Particle Accelerators. New
York: Van Nostrand, 1961, pp. 311–313.

[9] E. Close and W. B. Herrmannsfeldt, “Numerical simulation of the
transport of intense beams of heavy ions in an electrostatic quadrupole
system,” IEEE Trans. Nucl. Sci., vol. 28, no. 3, pp. 2425–2427, 1981.

[10] M. Reiser, “Comparison of Gabor lens, gas focusing, and electrostatic
quadrupole focusing for low-energy ion beams,” in Proc. 1989 IEEE
Particle Accelerator Conf. Accelerator Science Technol., 1989, pp.
1744–1747.

[11] J. W. Staples, RFQ’s—An Introduction CA, Sept. 1990, LBL-29472,
Lawrence Berkeley Lab., Univ. California Berkeley.

[12] M. Weiss, “Introduction to RF linear accelerators,” CAS School:
Fifth General Accelerator Physics Course, pp. 913–953, 1994,
CERN-94-01.

[13] R. Gaur and P. Shrivastava, “Beam dynamics and electromagnetic de-
sign studies of 3 MeV RFQ for SNS programme,” J. Electromagn.
Anal. Appl., vol. 2, pp. 519–528, 2010.

[14] D. A. Swenson, “CW proton linac for the BNCT application,” in Proc.
24th Linear Accelerator Conf., Victoria, BC, Canada, Sept. 29–Oct. 3
2008, pp. 220–222.

[15] D. A. Swenson, “Status of the RFD linac structure development,” in
Proc. 20th Int. Linac Conf., Monterey, CA, Aug. 21–25, 2000, pp.
935–937.
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distribution in a study of ensemble of particles,” IEEE Trans. Nucl. Sci.,
DOI: 10.1109/TNS.2012.2225153, to be published.
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Role and Significance of Uniform Distribution in a
Study of Ensemble of Particles

Jasna L. Ristić-Djurović and Andjelija Ž. Ilić, Member, IEEE

Abstract—Dynamics of an ensemble of particles is often studied
by tracking a large number of test particles from a chosen initial
state to an adequately defined final state. Random distributions of
particles over considered parameters are frequently used to de-
scribe an initial state of studied ensemble. Randomness of input
data insures that there is no overlapping in test particles visualiza-
tion; however, it hides the dependencies between various input and
output parameters. If non-random, uniformly distributed input
data is used, relationships between the input and output variables
are revealed. Further, mapping of such an input into its output
together with an appropriate interpolation scheme contains de-
scription of an output corresponding to any desired distribution of
input data. A mapping of non-random uniformly distributed input
into its output is combined with -dimensional linear interpolation
into a method for studying dynamics of an ensemble of particles.
Advantages and efficiency of the method are illustrated using an
ion beam interaction with two devices: the four parallel, equally
spaced finite wires and the spiral inflector. The method is appli-
cable if interactions between particles within an ensemble are neg-
ligible compared to other forces involved.

Index Terms—Distribution functions, nonlinear systems, par-
ticle beams.

I. INTRODUCTION

T HERE are numerous scientific studies of interactions
between an ensemble of particles and various devices,

fields or ambiances [1]–[7]. Often, equations describing the
problem of interest are solved numerically, resulting in com-
puter tracking of an ensemble in time or space. Input data for
these problems can be divided into variables which define the
initial state of an ensemble and those related to a device or
ambient interacting with an ensemble. Device related input pa-
rameters are usually fixed or adjusted by using several discrete
values. On the other hand, in order to describe an ensemble
of particles as realistically as possible, values of variables
defining individual particles within an ensemble are often
chosen randomly. Further, these random numbers are usually
selected to follow uniform or normal, Gaussian distribution. As
a result, every particle within an ensemble is visible regardless
of variables chosen for visualization. Unfortunate consequence
is that much information is buried in the randomness of input
data.

If initial values of all input variables are not random, but are
evenly spaced over the considered ranges of variables, a number
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Fig. 1. 1D linear interpolation. The grid nodes and grid cells are lighter (blue).
The data point and data cell are darker (red). The data cell and grid cells are
equal in size and are centered on the data point and grid nodes, respectively.
Only the two grid nodes surrounding the data point are drawn. The data cell
segments falling into different grid cells are different in shade.

of dependencies and relationships can be studied. Influence of
a single variable as well as of its gradient is revealed from the
output data corresponding to the part of input data where all
other variables each have a single value. Coupling of variables is
uncovered by extending the considered part of the input and the
corresponding output to include variable input of two variables.

Response of the studied system to a realistic, random distribu-
tion of input parameters can be obtained by combining the input-
output mapping corresponding to the uniform non-random input
with a suitable interpolation scheme. Consequently, computer
simulation of the studied process is performed only once and the
output corresponding to any desired input is interpolated from
the once obtained uniform input-output mapping. If the inter-
polation is properly chosen and implemented, it provides sub-
stantial decrease in required computational time. The suggested
method can be used to obtain the full space or time variation of
the studied process as well. This is achieved by considering any
intermediate state of the system as the output. Note, however,
that the outlined approach is limited to ensembles of particles
within which forces between particles are much smaller than
the outer forces acting upon the ensemble. Consequently, the
suggested method is not applicable, for example, to problems
requiring inclusion of space charge effects or strong beam cur-
rents.

II. METHOD DESCRIPTION

Over the years we have combined uniform distribution of
input variables with -dimensional linear interpolation to in-
vestigate several problems [8]–[12]. The uniform distribution,
input-output mapping and linear interpolation are explained in
numerous textbooks, for example in [13]–[16]. In what follows
we combine the three methods and adjust their representation to
our needs.

Our intention is to lay out the concept and illustrate its use-
fulness rather than to solve a particular problem. Therefore,
the linear interpolation scheme emerges as a reasonable op-
tion due to its simplicity and speed. When solving a particular
problem the accuracy of our approach can be improved by using
a higher-order interpolation scheme as well as by decreasing the
step sizes of the non-random, uniformly distributed data.

A. Uniform Input-Output Mapping

An output of any process can be conceived as a function of
input parameters. Equations which define a process very rarely

0018-9499/$31.00 © 2013 IEEE
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Fig. 2. 2D linear interpolation. The grid nodes and grid cells are lighter (blue).
The data point and data cell are darker (red). The data cell and grid cells are
equal in size and are centered on the data point and grid nodes, respectively.
Four grid nodes surround the data point and are the ones relevant for the linear
interpolation. The data cell areas falling into different grid cells are different in
shade.

Fig. 3. 3D linear interpolation. The grid nodes and grid cells are lighter (blue).
The data point and data cell are darker (red). The data cell and grid cells are
equal in size and are centered on the data point and grid nodes, respectively.
There are grid nodes around the data point. Consequently, the data
cell is composed of eight volumes each falling into a different surrounding grid
cell. The data cell volumes corresponding to different grid cells are depicted by
different shades.

have analytical solution; therefore, they are solved numerically
using computer simulation. Consequently, the process is defined
by the mapping

(1)

where are input parameters,
are output parameters, are

simulated input-output state transfers, and , and , are the
values of -th input and -th output parameters corresponding to
the -th state transfer. The input-output state transfer described
by (1) can be written as the input-output matrix mapping

(2)

There are no restrictions regarding the choice of input and
output parameters. Namely, input parameters are not necessarily
test particle coordinates; they could be device or ambient re-
lated. Also, input parameters could be chosen for monitoring

Fig. 4. Electric potential of four wires. The wires are each charged with charge
density C/m. The resulting potential of the electrostatic field is
shown in the cm, cm, and cm planes.

the interaction process, i.e., they could be used as output pa-
rameters as well.

In order to enable interpolation, values of the input param-
eters cannot be chosen randomly. Each input variable, , is
represented by values equally separated by . Therefore,
volume in the -dimensional input variables phase space is sam-
pled by uniformly distributed points.
For , (2) becomes uniform input-output matrix mapping,
which fully describes the investigated process.

B. N-Dimensional Linear Interpolation

Linear interpolation is a widespread method of obtaining the
value of a function for the data point within a grid cell by using
the function values corresponding to the grid cell nodes. The
common formula for one-dimensional linear interpolation can
be expressed in a way that at first seems less simple, but in fact
enables simpler extension to the higher dimensions

(3)

The data point falls between the nodes and , the length
of the grid cell as well as of the cell drawn around the data
point is , whereas and are the segments of data point
cell that fall into the grid cells corresponding to the nodes
and , respectively. Fig. 1 illustrates one-dimensional linear
interpolation.

If a function depends on two variables the data point is
surrounded by four nodes, , and and the data cell
area, , is divided into four areas falling into four surrounding
grid cells, , and . The value of a function in the
data point is the sum of function values in the four nodes,

, and , each scaled by the normalized
data cell areas distributed in the four corresponding grid cells,

, and , see
Fig. 2,

(4)
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Fig. 5. Uniform input-output mapping. Six test particle’s phase space coordinates used as input parameters, , are the spatial coordinates and ,
normalized momentums, and , energy, , and time, . The total of
test particles is simulated. The same set of six variables is used as the output parameters, i.e., , for . Angular as well as
spatial spreads of the beam caused by the normalized momentum are much larger than those induced by the spatial coordinate. The output energy depends mostly
on the timing between the test ion and the accelerating RF voltage. The least influential parameter is the initial ion energy.

For a three dimensional function, , the areas become
volumes, and , the number of nodes surrounding
the data point increases to eight, , as shown in
Fig. 3, and the linear interpolation formula becomes

(5)

Even though it is impossible to visualize further increase
of phase space dimension it is easy to follow the sequence of
(3)–(5) with the formula for -dimensional linear interpolation

(6)

where

(7)

are parts of the -dimensional volume of data point cell which
fall into the -th’s node cell and

(8)

is the -dimensional volume of a node cell as well as of the data
cell. is the width of the cell corresponding to the -th phase
space coordinate, is the -th coordinate of the -th
node, .

The phase space coordinates, , where , are
further treated as the input variables, whereas function , is
the output variable. Equations (6)–(8) are valid for any desired
number of output variables, ; namely

(9)

Since -th node, , is defined by its coordinates in the
-dimensional phase space, , expres-

sions under the sum in (9) are actually
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Fig. 6. Comparison between simulated and interpolated output. The same number of test particles, , non-randomly distributed in Fig. 5, is
randomly distributed here over the same intervals of input coordinates, as shown in the first column. The output depicted in the second column is the result of
test ion trajectory simulations. Due to input data randomness all dependencies clearly visible in Fig. 5 are indistinguishable here. The results in the third column
are obtained using the uniform input-output mapping depicted in Fig. 5, six-dimensional linear interpolation, and input data from the first column. The CPU time
needed for linear interpolation is 24 times shorter than the one used up for trajectory simulations. The largest mean error of the interpolated results is 0.9 %, see
Table I.

, i.e., they are each equal to (1). Con-
sequently, are out of rows in (2)
and represent a bound between the uniform input-output matrix
mapping given by (2) and the -dimensional linear interpola-
tion defined by (9).

III. RESULTS

To illustrate the method as well as to obtain quantitative vali-
dation of its efficiency, interaction of ion beams with two de-
vices is used. The first device is composed of four parallel,
equally charged wires positioned along the edges of imaginary
quadratic prism. Ion beam travels parallel to the wires along the
prism axis. In the second example ion beam direction is changed
from vertical to horizontal using a device known in cyclotron
physics as the spiral inflector.

Test ion trajectories are simulated using the self-made soft-
ware package VINDY [17], -dimensional linear interpolation
and post-processing is done in MATLAB, whereas electric field

of the spiral inflector is determined with the commercially avail-
able software package WIPL-D [18]. All computations are per-
formed on a PC with 1.86 GHz CPU and 1.98 GB of RAM.

A. Four Finite Wires

Interaction between a proton beam and an electric field of
finite wires whose charge varies in time is used as an illustration
of the proposed method. Four parallel, cm long wires,
each two adjacent positioned cm apart are shown in
Fig. 4.

Electric field is calculated using analytical formulas for uni-
formly charged finite wires. However, because of its scalar na-
ture, electric potential is easier to represent graphically and for-
mula it is defined with is shorter. Consequently, instead of for
the electric field, we give the formula for the electric potential
of four finite wires in (10), shown at the bottom of the page,
where is charge density and pairs are wire co-
ordinates equal to , and

for , and , respectively. In Fig. 4 five

(10)
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TABLE I
INTERPOLATION ERRORS FOR FINITE WIRES EXAMPLE

Fig. 7. Interpolated output from desired input. The uniform input-output mapping depicted in Fig. 5 is used to linearly interpolate output corresponding to
sets of input parameters. The obtained non-uniform input-output mapping is shown in first two columns following the form accepted in Figs. 5 and 6. Each

of the six input parameters is chosen to follow its own realistic distribution defined by the histograms in third column. After the interaction with the device the
output parameters are distributed according to the histograms in fourth column. Note that this six-dimensional linear interpolation is performed in less than 11 s.

sample planes are used to illustrate this electric potential. It is as-
sumed that the voltage alternating in time with radio frequency

MHz at its peak provides equal charge density along
each wire, C/m. The resulting time dependent elec-
tric field can be treated as quasi static. A beam of protons travels
along the -axis from cm to cm. The described
device acts as an ion beam accelerator; it increases ion energy
more than nine times [19].

Six test particle’s phase space coordinates used as input pa-
rameters are the spatial coordinates and , normalized mo-
mentums, and , energy, , and time, . Because of the
fourfold symmetry of the device and axial beam symmetry

and graphs are identical. Therefore, for data presen-
tation purposes graphs are replaced with
graphs, where is the axis rotated clockwise 45 with re-
spect to the -axis in the plane. The same set of variables
is used as the output parameters, as well.

The uniform input-output mapping obtained with computer
simulation of test ion trajectories traveling through the de-

scribed device is shown in Fig. 5. Due to overlapping of test ion
images, the number of considered test ions appears to be much
smaller than it is. However, more importantly, the results reveal
relationships between input and output variables essential for
understanding ion beam acceleration and focusing caused by
the considered device.

If the initial coordinates of the same number of test ions are
random numbers uniformly distributed over the same ranges
of initial coordinates as in Fig. 5, the test ions images do not
overlap and are all visible; consequently, the graphical presen-
tation of the studied interaction is much richer as seen in the first
two columns in Fig. 6. However, all the dependencies that are so
clear for non-random input become invisible when randomness
of input data is introduced.

The same uniformly distributed random input is used to ob-
tain simulated output as well as linearly interpolated output. The
obtained results are compared in Fig. 6. The CPU time used up
for trajectory simulations is 244.4 s compared to 10.1 s needed
for six-dimensional linear interpolation corresponding to the
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same input data. Consequently, it can be concluded that once
the uniform non-random input-output mapping is simulated, the
linear interpolation of the outcome of any subsequent interac-
tion between the ion beam and the four finite wires is roughly
24 times faster than is the simulation of the same interaction. If
the simulated results are taken as accurate the errors of the in-
terpolated output are given in Table I. The uniform input-output
mapping which is the basis for six-dimensional linear interpola-
tion is performed for sets of input parameters. There-
fore, the initial phase space volume is on average sampled with
less than 4.1 samples per coordinate.

The suggested method can be used to obtain the response of
the system to any desired input. For the example shown in Fig. 7
initial coordinates are chosen to be random numbers whose den-
sity follows common distributions. The spatial and angular input
coordinates follow Gaussian distribution, initial energy is dis-
tributed uniformly, whereas time, i.e., the moment of arrival of
a test particle at the initial plane, cm, follows the distri-
bution with two peaks which resembles the characteristic output
of the device known as the ion beam buncher.

B. Spiral Inflector

The spiral inflector is commonly used in cyclotrons to in-
flect an ion beam from the vertical injection channel to the hor-
izontal median plane between the poles of a cyclotron magnet
[20]–[23]. This device has two electrodes whose electric poten-
tials have the same value but are of opposite sign. Due to a com-
plex form of its electrodes spiral inflector can be viewed as an
extravagantly shaped capacitor. Five parameters used to define
this complicated geometry are the height, , radius, , tilt
parameter, , distance between electrodes , and electrodes’
width, . The first three parameters define the spiral inflector
axis, i.e., the analytical central ion trajectory through the in-
flector [21]:

(11)

where is an angle between -axis and ion velocity
along the trajectory. These equations, , and define the sur-
faces of spiral inflector electrodes, which are used in WIPL-D
[18] to calculate electric field of the device in the nodes of a
3D grid. Further, the electric field in an arbitrary point along a
test particle trajectory is interpolated by the three-dimensional
linear interpolation. The spiral inflector shown in Fig. 8 is de-
signed for ions and magnetic field of T. As was
the case with the finite wires example, for graphical presentation
purposes electric field is replaced by the corresponding electric
potential because of its easier visualization.

In reality the central trajectory through the spiral inflector
does not follow its analytical path and it usually ends up slightly
off the median plane of a cyclotron. The vertical coordinate of
the real central trajectory after it leaves the inflector is adjusted

Fig. 8. Spiral inflector electrodes and potential. (a) Electrodes. The two elec-
trodes are defined by the height, cm, and exit radius,
cm, of analytical central trajectory, tilt parameter, , gap between elec-
trodes, cm, and electrodes’ width expressed with respect to the gap
between them, . The two grounded plates positioned away from the
inflector entrance and exit have rectangular openings parallel to the inflector
entrance and exit. (b) Potential. The potentials of the electrodes are and

. The signs of the electrodes are adjusted according to the electric charge
sign of the ion beam that is being inflected. The electric potential corresponding
to the electric field calculated with WIPL-D is given in three horizontal planes,

cm, cm, and 0.1 cm. The inflector electrodes are indicated as
their transparent inner surfaces.

to be in the median plane by fine-tuning the inflector voltage.
This procedure causes the inflector voltage, , to emerge as one
of the input parameters in a study of ion beam interaction with
the inflector. In the finite wires example input as well as output
variables were all related to an ensemble of particles. Here, in
the spiral inflector example, a device parameter, the inflector
voltage, is used as an input parameter. Since the median plane
of a cyclotron coincides with coordinate of test ions is
the output parameter used for monitoring the proper placement
of the inflected beam.

Because of the problem geometry, phase space coordinates of
a test ion used as input as well as output parameters are given
with respect to the inflector axis, i.e., with respect to the analyt-
ical central trajectory. The and axes, which are tied up to
the analytical central trajectory are perpendicular to it as well
as to each other. Additionally, -axis is perpendicular whereas,

-axis is parallel to the electric field of the inflector. The initial
and final positions of test ions are at the inflector entrance and
exit, respectively. The inflector voltage does not change in time;
therefore, the output does not depend on the initial time and con-
sequently, time is not amongst the input parameters. However, a
spiral inflector does affect the time a test ion spends inside this
device; therefore, time is one of the considered output parame-
ters.

The uniform input-output mapping corresponding to the
spiral inflector example is shown in the first two columns in
Fig. 9. The obtained uniform input-output mapping and six-di-
mensional linear interpolation are used further to attain the
interpolated output, which is then compared to the simulated
output in Fig. 9 as well. The input parameters for the two sets
of compared results are chosen in such a way to insure the
largest interpolation error. For linear interpolation the largest
discrepancy between the accurate and the interpolated value is
most likely to occur at the midpoint of interpolation interval.
Consequently, the input parameters used to obtain the two
outputs for the comparison are equally spaced as well as those
input parameters corresponding to the uniform input-output
mapping; however, the spacing in the former is half the one
used for the later. The output corresponding to the simulated
test ion trajectories is taken to be accurate and the errors of the
interpolated output are given in Table II. The averaged errors
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Fig. 9. Uniform input-output mapping and comparison between simulated and interpolated output. Six variables are used as input parameters, . Five of
them are test particle related coordinates: the spatial coordinates and , normalized momentums, and , and energy, . The
sixth input parameter, the spiral inflector voltage, is device related. The first five out of seven output parameters, , are equal to the first five input
parameters, i.e., , for . The sixth and seventh output variables are the duration of interaction, , and vertical coordinate of a test
ion, . The uniform input-output mapping depicted in the first and second column with dark dots corresponds to the total of

simulated test particles. The simulated and linearly interpolated output shown with light dots in the second and third column, respectively,
correspond to uniformly distributed sets of input parameters depicted by light dots in the first column.
The CPU time needed for linearly interpolated output is 62.3 s. This is 17.0 times less than 1058.4 s used up to track 30375 test ion trajectories for the simulated
output. The largest mean error of the interpolated results is 0.7 %, see Table II.

given in the last two columns are calculated after the exclusion
of the accurate interpolated results that correspond to the input
data sets identical to those of the uniform input-output map-
ping. Consequently, the number of data sets considered in error
calculations is . The six-dimensional linear
interpolation of interpolated output is based on the uniform
input-output mapping corresponding to less than 3.6 samples
per coordinate.

The dependence given in the graph in the fifth row of
second column in Fig. 9 is used to determine that the inflector
voltage value which provides the best horizontality of the beam
after the inflector is kV. Once the proper value of the
inflector voltage is determined the number of input and output
parameters as well as the degree of linear interpolation in fur-
ther studies decreases. The inflector voltage, , and vertical
position of a test ion, , are not observed anymore; therefore,
the number of input and output variables is now and

, respectively. The uniform input-output mapping now
has sets of

data, which is less than 3.7 sample values per coordinate. This
smaller set of simulated data is used to illustrate various depen-
dencies between input and output variables in Fig. 10.

Comparison between Figs. 9 and 5 reveals that dependen-
cies between input and output variables in the spiral inflector
example are not nearly as easily distinguishable as is the case
with the four finite wires example. Therefore, in Fig. 10 relation-
ships between variables are visually set apart by using different
colors as well as different symbols for specifically chosen sub-
sets of data. The template data depicted with the smallest dots
in Fig. 10 in the first and second column is identical to the data
in the third and fourth column, respectively. Larger symbols of
different colors are simply used to emphasize chosen parts of
the existing data set. The similarities between the second row of
the first two columns and the third row of the last two columns
as well as between the third row of the first two columns and
the second row of the last two columns indicate that the spa-
tial and angular coordinates in and direction are coupled.
Further, vague similarities in shapes between the graphs
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TABLE II
INTERPOLATION ERRORS FOR SPIRAL INFLECTOR EXAMPLE

Fig. 10. Uniform input-output mapping for and . Five test particle phase space coordinates used as input parameters, , are the spatial
coordinates and , normalized momentums, and , and energy, . The first five of six output variables, , are equal to
the input parameters, i.e., , for . The sixth output parameter is time, . The total of
test particles is marked with the smallest dots in all four columns. Subset of data defined by ( mm ) is emphasized by larger darker
(red) symbols in first and second column. The condition ( mm ) determines the second subset of data highlighted by larger lighter
(cyan) symbols in third and fourth column. Each of these two subsets is further divided into three subsets defined with keV, 21.1 keV, and 21.8
keV, marked by upper triangle, circle, and lower triangle, respectively. The influences of input variables on the output variables are all of comparable intensity.
Angular as well as spatial coordinates in the direction are coupled with those directed along the -axis.

and , as well as and , may indicate that the coordi-
nates and exchange their roles in the input and output planes,
where represents the graph in the -th column and -th row
in Fig. 10. Similarly, vague resemblances in shapes between the
graphs and , as well as and , may point toward
role exchange in the input and output planes not only between

and , but between , and , as well. Note that the results
shown in Fig. 10 are obtained by test ion trajectory simulations
and are a subset of the results depicted by dark dots in Fig. 9.

As was the case with the finite wires example, here as well
we illustrate the applicability of our method to realistically dis-
tributed test particles within an ensemble. An ensemble of

test ions randomly distributed over their input parame-
ters is used to perform the five-dimensional output interpolation

from the uniform input-output mapping of test ions
depicted in Fig. 10. The results are shown in Fig. 11. In addi-
tion, to demonstrate the flexibility of the method, the ion beam
parameters tied up to the central trajectory are transformed from,

, and , given in the Cartesian coordinate system into
and given in the polar coordinate system.

The data related to the performance of our method in all ex-
amples considered so far is summarized in Table III. The per-
formances of simulation and linear interpolation are expressed
as CPU times, and , as well as CPU times per number of
test particles, and , respectively. The uniform input-
output mapping used to perform -dimensional linear interpola-
tion has input parameters, output parameters, state trans-
fers and sample values per input parameter. The efficiency
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Fig. 11. Interpolated output corresponding to desired input. The uniform input-output mapping with depicted in Fig. 10 is used to linearly interpolate
output corresponding to sets of input parameters. The obtained mapping of the desired input into the corresponding output is shown in the first two
columns. The input parameters are chosen to follow realistic distributions defined by the histograms in third column. After the interaction with the spiral inflector the
output parameters are distributed according to the histograms in fourth column. Note that this five-dimensional linear interpolation and coordinate transformation
from the Cartesian to the polar system is performed in less than 90 s.

TABLE III
PERFORMANCE AND EFFICIENCY OF PROPOSED METHOD

of the proposed method is measured by the ratio . The
data in rows 1, 2, 3, and 4 correspond to the results shown in
Figs. 6, 7, 9 and 11, respectively.

In order to investigate the influence of various parameters
on the performance and efficiency of the proposed method a
number of additional examples are considered and the obtained
results are shown in Fig. 12. The value of chosen for solving
a particular problem is a tradeoff between the accuracy and the
efficiency of the interpolation. For both of the two discussed de-
vices seems to be a reasonable choice. Consequently,
it is safe to conclude that -dimensional linear interpolation is
approximately 20 times faster than test particle trajectory simu-
lations in the spiral inflector study, whereas for the finite wires
example this efficiency indicator is larger than 30.

Our intention was not to solve the two problems but rather
to use the two examples to illustrate usefulness of the proposed
method. When solving a particular problem the accuracy of our
approach can be improved by decreasing the step sizes of the
non-random, uniformly distributed data as well as by using a
higher-order interpolation scheme. A systematic approach for
constructing high order spline interpolation methods used to in-

terpolate fields given at rectangular spatial grids is presented
in [24]. Similar schemes can be used to obtain more accurate
output data for any chosen initial distribution based on evenly
spaced input data mapping. Nevertheless, the trade-off between
the gain in calculation accuracy and the resulting increase in
computational times imposes that the order of the interpolation
scheme should be kept as low as practical.

IV. CONCLUSION

It is shown that, unlike commonly used random distribu-
tion, non-random, uniform distribution of input variables is
very efficient in studying dependencies between variables. Its
disadvantage of being unrealistic is overcome by interpolating
output corresponding to any desired distribution of input vari-
ables from once obtained non-random uniform input-output
mapping. A multidimensional interpolation had been used in
simulations of spatial and/or temporal advances of a studied
system to provide more accurate ambient conditions given
in equally spaced grid points of a 3D spatial grid. To the
best of our knowledge, our extension of this application of
a multidimensional interpolation to interpolating output data
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Fig. 12. Performance and efficiency of proposed method. Interactions between
test ions and the four finite wires, FW, as well as the spiral inflector, SI, are

simulated, sim, and linearly interpolated, LI. The -dimensional linear inter-
polation is based on uniform input-output state transfers. The performance
given as CPU time, , is shown in the upper graph, (a). For FW as well as SI
examples is more than an order of magnitude larger for sim than for LI. It in-
creases with as well as with and seems to be unaffected by . Note that the
three curves corresponding to are approximately equal. The lower
graph, (b), gives the efficiency of the proposed method expressed as the ratio
between the CPU time needed for -dimensional linear interpolation and the
CPU time used up to simulate trajectories of the same number of test particles,

. Efficiency for FW is larger than for SI, it decreases with the increase
of and slightly decreases for larger .

corresponding to any chosen distribution of input data from
the evenly spaced input-output data mapping has not been
discussed before. The order of the interpolation is equal to the
number of input variables. We used the simplest and fastest of
all interpolation schemes, the linear interpolation, to illustrate
application of five- as well as six-dimensional interpolation to
solving two sample problems. It is shown that the efficiency of
the method is more than an order of magnitude larger compared
to the simulation of input-output transfer. If the sampling grid is
as coarse as less than four samples per dimension the accuracy
achieved in the two considered examples is better than 1 %.
The accuracy of our approach can be improved by decreasing
the step sizes of the non-random, uniformly distributed data as
well as by using a higher-order interpolation scheme. Although
the proposed approach to solving problems is illustrated using
interactions between ion beams and two devices, the method
could be implemented in state transfer studies of wide varieties
of systems. However, it should be emphasized that the method
is applicable only if internal forces between particles within
an ensemble are negligible compared to the forces caused
by external fields, devices or ambiances. Therefore, further
improvement could include development of a similar method
for problems with strong internal forces within the studied
ensemble as well as application of -dimensional non-linear
interpolation.
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a b s t r a c t

Systematic errors caused by the deficiencies of the measurement equipment are occurring relatively

often in the engineering practice. The magnetic field measurement system of the VINCY Cyclotron has

been designed well; however, due to the practical limitations in the machining process fabrication

errors are imminent. We present our experiences with the produced measurement system and the

techniques used for the detection and correction of errors. A change in the measuring protocol is

suggested in order to overcome otherwise unavoidable errors caused by measuring system machining

imperfections.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Magnetic field plays crucial role in the operation of an
isochronous cyclotron. During the acceleration, beam ions are
guided, focused, and synchronized with the accelerating radio-
frequency voltage under the influence of the isochronous mag-
netic field. A lot of patience and care is taken to obtain the desired
magnetic field as accurately as possible. Among other procedures,
the precise magnetic field measurements must be conducted
during the process of the magnetic field design and realization.

Magnetic field measurements represent an integral part of the
iterative magnet shimming campaign. In the design of a multi-
purpose cyclotron, measurements are performed for the nominal
as well as for a number of important non-nominal operating modes
of the cyclotron. The obtained detailed maps of the magnetic fields
additionally form a permanent database for the cyclotron control
system and serve in the development of the future experimental
programs as well.

VINCY Cyclotron is a compact multipurpose isochronous
cyclotron for the acceleration of both light and heavy ions [1].
Three groups of magnetic field measurements are performed, the
first one resulting in twenty magnetic field maps for different
main coil currents, the second group summing up to a total of
ll rights reserved.

x: þ381 11 2447963.

djelijailic@ieee.org (A.Ž. Ilić),

(R. Balvanović),
hundred magnetic field maps for different combinations of the
main and trim coils currents, and the third one comprised of the
isochronized magnetic field maps corresponding to the four test
ions of the VINCY Cyclotron. Acquirement of a large quantity of
required data took a lot of time and manpower in spite of the
automatized measurement procedures.

The magnetic field measurement system of the VINCY Cyclotron
is custom built in accordance with the relevant cyclotron geo-
metrical parameters as well as the basic accuracy and flexibility
requirements [2]. Fabrication of the system parts is conducted
within the specifications in all aspects except for the measurement
arm, which in lack of long enough titanium rods was created from
the two pieces welded together. It was only perceived as a problem
during the measurement system exploitation, but it turned out to be
of a little consequence. In spite of that, the usual machining process
tolerances led to the small but consequential errors in the Hall probe
positioning. The origin, effects, and detection of these errors are
described. Their possible correction is investigated, but proven to be
only partial with the planned approach to the system operation. It is
shown that the complete avoidance of the noticed errors is possible
with the modified measurement procedure, i.e., system utilization.
2. Cyclotron magnetic field measurement systems

Mostly contributing to the nonlinearities of the materials used,
the cyclotron magnetic field design represents a cumbersome task.
Starting with the approximate analytical estimates, followed by the
accurate numerical magnetic field modeling, characterization of
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S. Ćirković et al. / Nuclear Instruments and Methods in Physics Research A 679 (2012) 54–60 55
materials and measurements on the reduced model of the cyclo-
tron magnet, it is finalized through the iterative magnet shimming
campaign. Availability of the sophisticated software tools for
detailed three-dimensional modeling of magnet systems allows
for the simulated magnetic field maps usage in the analysis and
optimization of the magnet design, once the magnetic properties of
the materials are well known. An excellent example of a measure-
ment system for determination of material magnetic properties,
primarily B-H curves, can be found in [3]. Most commonly used
methods and instruments for magnetic measurements are des-
cribed in [4].

As pointed out in [5], magnetic field mapping machines for
cyclotron magnets belong to the special purpose equipment and
are custom built to match the cyclotron being designed. An
interesting example of such system realized with the flip-coil
arrays mounted on a rotating beam is the magnetic field survey
system for the TRIUMF Cyclotron magnet [6]. The choice of the
flip coils was motivated by the troublesome control of tempera-
ture dependent output of the Hall probes of the time. The rotating
beam was made out of aluminum and deflected naturally under
its own weight; it was prebowed upwards to account for that
problem. The Hall probe positioner, designed for the PSI Cyclotron
a decade later, already utilized Hall probes with the much lower
temperature coefficients, allowing the system operation without
special thermostatic facilities [7]. It utilized two 1101 circular
segments and a radial bar moving in azimuthal direction on the
segments, carrying two Hall probes mounted on the carriage
which was moving in radial direction on the bar. Azimuthal
positioning was performed by means of the two nonmagnetic
stainless steel tapes with precisely drilled position holes and
controlled by the two photo cells. Namely, a coincidence network
connected with the photo cells assured that the virtual line, going
through the centers of both Hall probes, always showed to the
coordinate center.

Many of the recent measurement system designs use the
method similar to that in [6], with the long measurement arm,
fixed in the machine center, rotating azimuthally and carrying the
Hall probe that can perform radial movement [8,9]. An example of
especially robust and reliable magnetic field mapping system is
described in [10]. Azimuthal accuracy in this system is obtained
by mechanical indexation, i.e., the outer ring carries cogged
segments with one cog for every 0.51. Similar principle is used
for radial positioning, i.e., to avoid any problems that can be
related to the use of the synthetic belt for radial movement, the
rack rail moved by a gear wheel and the shuttle fastened to it are
used. A completely different approach to the magnetic field
mapping is presented in [11], where the magnetic field mapping
in the Cartesian coordinate system is performed and the mea-
sured data subsequently converted into the field data in the polar
coordinates, required for further analysis. The presented mea-
surement system is fast and very accurate, due to the high
precision mechanical x-y stage with the two Hall probes, ensuring
remarkably accurate alignment with the coordinate system of the
machine. The in-depth analysis of the results obtained by mea-
surements is a major part of the iterative magnetic field forming
process [8–11]. It employs harmonic analysis, as well as the beam
dynamics calculations.
3. Magnetic field measurement system of the VINCY Cyclotron

The realized magnetic field measurement system and its
operation are illustrated in Fig. 1. Measurements are performed
by the miniature (14�5�2 mm3) Hall probe MPT-141, whose
small sensitive area of 1�0.5 mm2 enables high precision.
A temperature sensor is included in the probe, allowing for the
corrections of all temperature dependent effects. Measured values
are sent to the control unit using the DTM-141 Teslameter; the
combined relative accuracy of the probe and the Teslameter is
0.01% [12].

The MPT-141 Hall probe is mounted on a movable cart and
kept in place in its center by means of the small gap at its axis.
The cart travels along the measurement arm made of titanium to
be light and firm, and to ensure minimal side effects in the
presence of a strong magnetic field. The arm is supported at the
center of the magnet by the vertical shaft and at two points at the
circumference of the supporting ring by the supporting wheels.
It is located in the median plane of the VINCY Cyclotron.

Azimuthal positioning of the measurement arm, and thus the
Hall probe, is performed by the OMRON servo motor with an
optical incremental encoder of 8000 pulses/rev. It is supervised by
another 15-bit optical absolute encoder. The theoretical precision
of azimuthal positioning is 1.700 while the accuracy of the absolute
encoder readout is 4000. Radial Hall probe positioning is performed
by the OMRON servo motor as well, acting upon the toothed belt
gear made of Kevlar that advances the movable cart. Servo motor
is equipped with an 8000 pulses/rev optical incremental encoder,
but the reduction gear with zero clearance and gear reduction
ratio 1:29 is used. The resulting theoretical precision of radial
positioning is 0.6 mm.

In the fully automatized standard measurement procedure, the
measurement arm rotates in the azimuthal direction from y¼01
to y¼1801. The Hall probe, carried by the movable cart, travels
along the measurement arm and scans the magnetic field
from one to the other side of the pole (from R¼þ100 cm to
R¼�100 cm). When the probe reaches the final position, the
measurement arm moves in the azimuthal direction for one step
and measurements are repeated. In this manner the whole
circular surface in the median plane is covered and the complete
magnetic field map obtained. The usual azimuthal step is 11 and
the usual radial step 10 mm.
4. Systematic measurement error

Magnet shimming procedures are always iterative, proceeding
from the coarse magnetic structure to the finer and finer one. At
the beginning of the second phase of the VINCY Cyclotron
magnetic field measurements the existence of relatively strong
first harmonic component, equaling 3 mT, in the central region of
the machine has been noticed [13]. The usual cause of deficiencies
in the machining and construction of the ferromagnetic structure
was suspected at first; however, additional examination as well as
the most precise placement of the magnetic sectors resulted in no
improvement at all. Such a result indicated that there is a
systematic error brought in by the measurement equipment.
We shall describe the techniques used for the detection and
correction of errors on the example of magnetic field mapping for
the main coil current of 256.5 A and the trim coils currents set to
zero. The lower the main coil current, the larger the magnetic
field flutter, so that the measurement errors are easier to perceive.
The choice made above is especially convenient because it is the
lowest of the four main coil currents corresponding to the four
test ions of the VINCY Cyclotron. The main coil current of 256.5 A
corresponds to the H� test ion.

We presumed that there might be a problem with the Hall
probe positioning. The control measurements, performed for the
two different initial azimuthal positions of the Hall probe, con-
firmed the measurement grid off-centering. Completely different
results obtained for the magnetic field first harmonic in the two
cases, as shown in Fig. 2, can not be associated with a single
considered ferromagnetic structure.



Fig. 1. Magnetic field measurement system of the VINCY Cyclotron (a) and the detailed view of the movable cart carrying the Hall probe (b). The measurement system is

comprised of the mechanical subsystem, control unit and measurement instrumentation. (a) Mechanical subsystem elements are: MA – measurement arm, SR –

supporting ring, R7M – OMRON servo motors for radial (R) and azimuthal (y) positioning, AE – absolute encoder. Control unit includes OS-R and OS-y -optical switches for

radial (R) and azimuthal (y) origin point, respectively, DTM-141 – Digital Hall-Effect Teslameter, PLC CS1 – OMRON servo drivers, OI – operator interface panel, and PC –

personal computer with programs and archive of magnetic field maps. Miniature Hall probe MPT-141 acts as the measurement instrumentation. (b) Movable cart carrying

the MPT-141 Hall probe. The Hall probe is kept in place in the center of the movable cart by means of the gap located at the cart axis. The cart travels along the

measurement arm as guided by the toothed belt gear made of Kevlar. The accuracy of the probe positioning depends on the precision of the cart positioning with respect to

the measurement arm as well as the measurement arm positioning with respect to the coordinate system of the VINCY Cyclotron.
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The complete check up of all the components of the magnetic
field measurement system was performed. The produced measure-
ment arm did not comply with the project specifications. In lack of
a long enough single titanium rod, it was created from the two
pieces welded together and thus not perfectly straight. Although
the manufacturer gave a satisfactory initial estimate of the mea-
surement arm straightness, based on the laser interferometer
system measurements, it turned out incorrect. Repeated measure-
ments, using the precise DEA Epsilon 2304 coordinate measuring
machine, revealed a misalignment of the two welded pieces by
01105600. It is positioned at R¼750 mm according to the standard
measurement coordinate system. Due to the relatively long legs of
an angle, misalignment resulted in a deviation from the straight
line of 0.561 mm at R¼1000 mm, which is out of the 70.1 mm
tolerance range. Fortunately, with the large enough (0.2–0.3 mm)
clearance between the guides and the wheels and the sufficient
tension of the belt, the toothed belt dictates the straight and
centered trajectory to the movable cart. Angular displacement
of the cart trajectory is thereby reduced approximately four times
with respect to the misalignment of the two welded pieces.
Even with the highest azimuthal magnetic field gradient equaling
330 mT/1, the resulting error due to the misalignment angle
would be about 2.5 mT. Influence of the measurement arm
deformity itself to the errors is therefore insignificant in compar-
ison to the observed error magnitudes, which can be as high as
220 mT [13].
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Fig. 2. Systematic error of the magnetic field measurement system. The control
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should be of the same shape only shifted by 451. However, that is not the case,

leading to the conclusion that the measurement system introduces the errors. (For

interpretation of the references to colour in this figure legend, the reader is

referred to the web version of this article.)
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lower. The difference in measured values reaches 220 mT, producing the false

asymmetry of the measured magnetic field and the large amounts of unwanted

harmonics.
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compared with the control values. Standard measurement procedure errors

resulted in the highest amount of unwanted harmonics at the radius R¼8 cm.

The realistic estimates are therefore obtained for this radial position performing

the time consuming but very accurate manual adjustment of the Hall probe

azimuthal position. The amplitudes of the first and third harmonic are 7.25 and

24.73 times smaller, respectively, when the manual azimuth adjustment is

performed. The drop in the second harmonic amplitude equals 29.7%. The

obtained results confirm the assumption of the Hall probe offset being the major

reason for the off-centering of the measurement grid.
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However, the very same clearance between the guides and the
wheels, taken to ensure the motion with minimum friction
important for radial positioning, as well as the trajectory straight-
ness in case of the minor realization flaws, allows for the movable
cart to slightly drift away from the arm symmetry axis. The active
measuring surface of the Hall probe can be somewhat off-
centered as well, i.e., the probe manufacturer declares the active
surface placement tolerance of 70.2 mm. In addition to that, the
measurement arm deformity may have played the role in the
wear out of the wheels and guides by friction while the cart is
moving in the vicinity of R¼750 mm where the deformity occurs.
The combination of these effects resulted in the Hall probe offset
by a small amount Ds with respect to the measurement arm
symmetry axis, occurring during the automatic probe positioning.

The magnetic field of an isochronous cyclotron changes very
smoothly with both the radius and azimuth, except in the region
around the magnetic sector edges. Very high azimuthal magnetic
field gradients in that region provide strong focusing necessary
for the isochronous acceleration. As explained in Fig. 3, even a
small offset in the azimuthal Hall probe positioning in this region
produces the significant amount of unwanted harmonics. The
measurement errors corresponding to the two halves of the
measurement arm are positively correlated introducing the false
asymmetry in the results.

To further examine this assumption, we have introduced
the auxiliary ‘‘manual’’ measurement, i.e., the measurement with
the manually adjusted azimuthal positioning of the Hall probe.
The radial position is kept fixed at R¼8 cm, where the highest
amount of unwanted harmonics was observed, while the mea-
surement arm is rotating through the [01, 3601] range with the 11
step. The azimuthal positioning is achieved by the manual motion
of the arm, with the precision of 4000 given by the absolute
encoder readout. Since the probe centering with respect to the
arm symmetry axis is identical for all the azimuthal positions, any
centering offset that might occur would result in the negatively
correlated measurement errors corresponding to the each set of
diametrically opposite azimuths. The maximal difference of the
measured magnetic field values is therefore the one correspond-
ing to the optical absolute encoder reading precision. For the
highest azimuthal magnetic field gradient equaling 330 mT/1, it
does not exceed 7.3 mT, a value negligible in comparison with the
220 mT difference obtained during the standard automatic mea-
surement. Manual Hall probe position adjustment therefore
provides the realistic control values of the magnetic field differ-
ences and field harmonics.

Fig. 4 compares the amplitudes of the first three magnetic field
harmonics with the control values for the radius R¼8 cm, where
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the highest amount of unwanted harmonics is discovered. The
control values confirm that the actual harmonics amplitudes
are considerably smaller than the apparent ones. Therefore, the
measurement grid off-centering is predominantly caused by the
Hall probe offset Ds. The direct deduction of the actual probe
offset at the time of measurement from the collected data,
presented in Fig. 4, is not possible. First, the active measuring
surface of the Hall probe becomes additionally offset from the
center of the probe if there is any tilt with respect to the radial
direction. Second, with the standard measurement procedure
there is a positive correlation of errors for the diametrically
opposite azimuths, which amplifies the effect. It is possible,
however, to make a reasonable estimate of the joint effect of
these factors, from the assessment of magnetic field gradients and
errors shown in Fig. 4. Were all the other effects negligible, offset
corresponding to the results in Fig. 4 would be 1 mm; therefore,
we may define the estimate, effective Hall probe offset, as
Dse¼1 mm.
5. Measurement error correction

The solution of the observed problem was attempted by the
Hall probe alignment with respect to the measurement arm.
Before the automatic measurement procedure is initiated, the
Hall probe and the movable cart are positioned using the vernier
caliper and the adjustment of the cart wheels. The probe is fixed
and the measurement further performed using the standard
procedure. The effect of the Hall probe alignment to the reduction
of measurement errors is shown in Fig. 5. The maximal difference
DB of the measured data obtained for the diametrically opposite
azimuthal positions, y and yþ1801, is on average reduced four
times with respect to the standard measurement without the
probe alignment. However, at a new level of about 5 mT, it is still
unacceptably high. The corresponding effective Hall probe offset
equals Dse¼0.15 mm. During the lengthy radial motion along
the measurement arm the movable cart, initially aligned with the
arm symmetry axis, drifts slightly away. Additionally, perfect
alignment is impossible and therefore the positive correlation
of offset pertaining to the two diametrically opposite points can
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Fig. 5. The alignment of the Hall probe with respect to the measurement arm. The

difference DB of the magnetic field measured in two diametrically opposite points,

at azimuths y and yþ1801, is shown for the measurement arm azimuthal position

y ranging from 01 to 1801 and the Hall probe radial position R¼8 cm. The results of

the standard automatic measurement, standard probe-aligned automatic mea-

surement and the measurement with the manual adjustment of the Hall probe

position are compared. The systematic error of the standard measurement

procedure is significantly reduced by the Hall probe alignment. However, it is

still unacceptably high.
produce errors. The realistic control measurements prove that
the difference of the magnetic field amplitudes for the opposite
azimuths should in the worst case be limited to the [�2 mT, 2 mT]
interval.

To further lessen the measurement error and bring it to an
acceptable level, we decided to modify the automatic measure-
ments and use only one half of the measurement arm. In that
manner, the measured data corresponding to the two opposite
azimuthal positions is negatively correlated. As demonstrated in
Fig. 6, we finally obtain a good agreement with the control
manually measured data. With the modified automatic measure-
ment, the asymmetry of the magnetic field at R¼8 cm is almost
completely lost i.e., DB is confined to the [�2 mT, 2 mT] interval.
The agreement of the modified automatic measurements with the
control manual measurements is easier to discern in the presence
of actual magnetic structure imperfections. Therefore, we illus-
trate the precision of the modified procedure in Fig. 7, comparing
it with the control manual measurements at two other radii. An
excellent agreement of the results for the two cases is observed,
while the standard measurement with the Hall probe alignment
gives inadequate results. The amplitudes and phases of the low
order magnetic field harmonics with the modified automatic
measurement are shown in Fig. 8. The decrease in the level of
the low order harmonics is substantial compared to the data in
Fig. 4 corresponding to the standard measurement procedure. The
low order harmonics are brought to a level concurrent with the
manually determined control values shown in Fig. 4 for R¼8 cm.
The harmonic components peak out for radii larger than
R¼92 cm, presenting no problems for extraction since the radius
of extraction equals Rex¼84 cm.

The quality of the realized isochronized magnetic fields as well
as the accuracy of measurement procedures can be further
assessed from the beam dynamics parameters, such as the betatron
oscillation frequencies, gyration frequency fluctuations from its
ideal constant value and the corresponding phase excursion of an
accelerated particle. The betatron oscillation frequencies can be
calculated directly from the magnetic field properties, i.e., the
magnetic field harmonic analysis, as well as from the beam
dynamics simulations. We use both of these methods and compare
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the obtained results in Fig. 9 for the measured isochronized
magnetic field map of the H� test ion. The beam dynamics
simulations are performed using the self-written software package
VINDY-A [14]. The results verify the absence of harmful resonant
behavior along the chosen accelerated orbit, and thus the well
designed isochronized magnetic field. The ion kinetic energy
dependence on the mean orbit radius, shown in green dash-dot-dot
line, allows for the interpretation of the results in terms of energy.

The obtained level of isochronism is depicted in Fig. 10. The
nominal gyration frequency used for the H� test ion magnetic field
design was fg

nom
¼20.037 MHz, while the obtained mean gyration

frequency equals f g ¼20.035 MHz. The relative error of the gyra-
tion frequency is shown by the dashed blue line in Fig. 10; it is
rather small indicating the well-isochronized magnetic field. As a
result of the gyration frequency fluctuations, the phase slip of a
particle occurs during the acceleration. The radiofrequency system
phase, fRF, has been monitored at the same azimuth (y¼451) for
different particle kinetic energy, i.e., corresponding to the different
mean orbit radii along the accelerated orbit. Phase excursion of a
particle during the acceleration, Df, is obtained as the difference
between the monitored radiofrequency system phase and its
nominal value for the considered azimuth, fnom

RF ð451Þ ¼ 901. Phase
excursion falls into the range of 751, which can be considered an
excellent result.
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6. Conclusion

During the design and construction of the ferromagnetic
structure of the multipurpose VINCY Cyclotron, we encountered
several serious problems with the generally well devised mag-
netic field measurement system. One of them was the persisting
systematic error stemming from the inability to realize the low
friction precise radial movement along with the very rigid
requirements on azimuthal precision due to the abrupt azimuthal
changes of field amplitudes. We described the two procedures
used to check for the amount of errors due to the measurement
system and to localize the errors. The severity of the measure-
ment system systematic error can be gauged by a small con-
venient change in the measurements, such as starting with the
different initial position of the probe. The actual errors due to the
magnetic structure imperfections can be estimated if the more
time consuming but accurate manual measurements are per-
formed in the regions of largest total measurement errors.

The solution of the problem was firstly attempted without the
modifications of the original measurement procedure. The Hall
probe azimuthal positioning is checked and aligned with the
measurement arm prior to every new instance of field mapping.
Although the measurement precision improved significantly, the
described practice still remained insufficient in coping with the
influence of the high azimuthal field gradients to the error
buildup, as well as the problems in keeping the probe well
aligned during the lengthy radial motion. The modified automatic
measurement procedure is adopted that only uses one half of the
measurement arm and thereby avoids the positive correlation of
the measurement errors. The precision of the modified
measurement procedure is illustrated through the comparison
with the control manual measurements, magnetic field harmonic
analysis and using the beam dynamics simulations.

The main objective of describing our experiences and the
problems encountered in the magnetic field measurements was to
put them to use to the others dealing with the similar issues, where
the precise measurements are of key interest to the final design and
the custom built measurement systems are often subject to the
rather small but highly consequential realization flaws.
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Jasna L. Ristić-Djurović c,4, Alexander M. Trbovich a,2,n

a Department of Pathological Physiology, School of Medicine, University of Belgrade, Dr Subotića 9, 11000 Belgrade, Serbia
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a b s t r a c t

Static magnetic fields (SMFs) are time independent fields whose intensity can be spatially dependent.

This study investigates influence of subchronic continuous exposure to upward and downward directed

SMF on hematological parameters and spleen cellularity in mice. The experiment is performed on the

Northern hemisphere; consequently, the vertical component of geomagnetic field is directed down-

ward. Male, Swiss-Webster, 6 weeks old mice were exposed to the vertically declining SMF. Mice were

divided in three groups and continuously exposed or not exposed for 28 days to the SMF characterized

by the averaged field of 16 mT and averaged field gradient of 10 mT/cm. Differently oriented SMF did

not alter hemoglobin and hematocrit content among the groups. However, the groups exposed to the

upward and downward fields had statistically significant higher levels of serum transferrin compared

to the control. Moreover, spleen cellularity in animals in the downward group was significantly higher

compared to the upward and control group. In addition, spleen lymphocytes in both of the exposed

groups were significantly higher than in the control group. In contrast, spleen granulocytes in the

exposed groups were significantly lower than in the control group. Significant decrease was also

observed in brain and liver iron content with concomitant increase of iron in serum and spleen in

exposed animals. Subchronic continuous exposure to 16 mT SMF caused lymphocyte and granulocyte

redistribution between spleen and blood. This distribution is typical for stress induced hematological

changes. These results suggest that observed changes were not due to an unspecific stress response, but

that they were rather caused by specific adaptation to subchronic SMF exposure.

& 2012 Elsevier Inc. All rights reserved.
1. Introduction

Beneficial and adverse effects of magnetic fields on human body
have been assessed for long time. The frequency of exposure to
magnetic fields has increased with rapid advances in science and
ll rights reserved.
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technology, such as magnetic resonance imaging (MRI) diagnosis,
nuclear magnetic resonance (NMR) spectroscopy and passenger
transport systems that are based on magnetic levitation (World
Health Organization, 2006a). Therefore, it has become necessary to
systematically elucidate the influence of magnetic fields on the body.

Static magnetic fields (SMFs) are time independent fields whose
intensity could be spatially dependent. In our experiment, the
magnetic field does not change in time; therefore it is static.
However, it has different values in space so it is spatially depen-
dent. There are four SMF parameters relevant for the interaction
with a biological system: target tissue(s), magnet characteristics,
magnet support device, and dosing regimen (Colbert et al., 2009).
SMFs are difficult to shield and can freely penetrate biological
tissues (Hashish et al., 2008). However, not only the field intensity,
but also the gradient of the field has important role in biological
effects of SMF (McLean et al., 1995; Markov, 2007a). SMF can
interact directly with moving charges (ions, proteins, etc.) and
magnetic materials found in tissues through several physical
mechanisms (World Health Organization, 2006a).
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Small artificial sources of SMFs are common, ranging from
specialized (audio speakers components, battery-operated motors,
microwave ovens) to trivial (refrigerator magnets) (Stuchly, 1986;
Kowalczuk et al., 1991; World Health Organization 2006a; Hashish
et al., 2008). These small magnets can produce fields of up to few mT
within a centimeter or so of their magnetic poles that further
decrease with square distance reaching levels of few mT (World
Health Organization, 2006b; Hashish et al., 2008). A number of
studies of in vitro biological response to applied magnetic field
suggest the existence of biological ‘‘windows’’ (Markov et al., 1975;
Ukolova et al., 1975; Bawin and Adey, 1976; Azanza and del Moral,
1994; Engstrom et al., 2002; Markov, 2007a, 2007b, 2011; Dini and
Panzarini, 2010). These windows represent combinations of ampli-
tude, frequency of exposure and exposure duration within which the
optimal response is observed, and once outside this range, the
response is found to be significantly smaller. This demonstrates the
principle that more does not necessarily mean better (Markov 2007a).
For SMFs, several windows have been reported, such as 0.5–2 mT,
15–20 mT and 45–50 mT (Markov et al., 1975; Zukov and Lazarovich,
1989; Markov, 2005, 2007a, 2011).

A large numbers of SMF studies have been performed on cells
and cellular components, genetic material, reproduction and
development, physiological and behavioral responses (World
Health Organization, 2006a; Health Protection Agency, 2008).
When taken as a whole, they do not suggest any acute detri-
mental effects on major development, behavioral or physiological
parameters for short-term exposures (Schenck, 2000; Löscher,
2003; Hashish et al., 2008). However, some detrimental effects
have been noticed in in vitro experiments with hippocampal
slides. Namely, electromagnetic field of 2–3 mT caused small
transient depression of excitatory postsynaptic potentials fol-
lowed by a long-lasting amplification of the potentials, while
electromagnetic field of 8–10 mT depressed excitatory postsy-
naptic potential (Trabulsi et al., 1996). This effect was attributed
to the activity of intracellular calcium channels that were affected
by SMF leading to fluctuations in the intracellular Ca2þ concen-
tration (Wieraszko, 2000). Taken together, long-term experiments
still need to be conducted to assess effects of subchronic and
chronic exposure to SMF. There are several scientific articles
concerning the biological effects of the 15–20 mT SMF in vitro
(Markov, 2005; World Health Organization, 2006a; Tavasoli et al.,
2009) or in vivo (World Health Organization, 2006a; Health
Protection Agency, 2008). However, biological effects of 15 mT
SMF on hematological samples were only investigated in in vitro
experiments (Tavasoli et al., 2009; Elblbesy, 2010). Thus far, SMF
studies showed that both extremely low frequency magnetic field
and SMF alter hematological parameters in rats and mice
(Schenck, 2000; Hashish et al., 2008). Spleen total lymphocyte
count, as well as spleen T and B lymphocyte count are also
affected by SMF in mice (Hashish et al., 2008).

On the basis of these results and the fact that the upward and
downward directed magnetic fields have different effects on biologi-
cal systems (Krylov and Tarakanova, 1960; Ružič et al., 1993; Yano
et al., 2001; Eccles, 2005; World Health Organization, 2006a; Health
Protection Agency, 2008), we decided to investigate influence of
subchronic continuous exposure to 16 mT SMF oriented upwards as
well as downwards on hematological parameters and spleen cellu-
larity in mice. However, the magnetic field we used decreases
vertically and ranges from 29.7 mT to 5.8 mT throughout the mice
body. Consequently, different parts of animal bodies were exposed to
different field intensity. The averaged value of the magnetic field
throughout the experimental volume potentially occupied by the
mice is 16 mT. To our knowledge, nobody else had previously
compared separate biological effects of the upward and downward
oriented SMF on hematological characteristics in experimental
animals.
2. Materials and methods

2.1. Animals

Male Swiss-Webster mice, 6 weeks old, obtained from the Military Medical

Academy Animal Research Facility (Belgrade, Serbia) were used. Mice were housed

at four or five animals per cage and offered regular mouse feed and drinking water

ad libitum.

All experimental protocols involving animals were reviewed and approved by

the University of Belgrade School of Medicine Experimental Animals Ethics

Committee. Furthermore, all experiments were conducted concordant to proce-

dures described in the National Institutes of Health Guide for Care and Use of

Laboratory Animals (Washington, DC, USA).

2.2. Magnetic field

As a source of spatially dependent SMF MADU stripes (The Mihailo Pupin

Institute, Belgrade, Serbia; patent number YU 48907/02, Republic of Serbia

Intellectual Property Office, Belgrade, Serbia; patent number WO 99/60581, World

Intellectual Property Organization, Brussels, Belgium, EU) were used. The MADU

stripes are designed to provide easy-to-carry magnetic field, whose aim is to

penetrate into the body, rather than to affect just the body surface, when deployed

to humans or animals. The type L MADU stripe (Fig. 1Panel A) as well as the

experimental setup (Fig. 1Panel B) is depicted in Fig. 1. Due to the five rows of

embedded permanent magnetic rods the width of the type L MADU stripe is

comparable to its length; therefore, it is rather a sheet than a stripe. If the magnetic

axes of the embedded rods alternate in direction throughout the sheet, the

resulting magnetic field is predominantly horizontal, parallel to the sheet’s surface

and the volume of its influence is relatively thin layer above the sheet’s surface. If

the magnetic axes of the rods are all oriented in the same direction the resulting

magnetic field is predominantly vertical, orthogonal to the sheet’s surface and it

spreads further away from the sheet. It has been shown that if the magnetic axes of

the rods have the same direction, either upwards or downwards, the depth of the

resulting magnetic field penetration through a tissue is in general 4–8 times larger

than is the case if the upward and downward directions of the magnetic axes

alternate throughout the sheet (Markov, 2007a). Consequently, the former can be

used to study its influence on the body, whereas the latter is more likely to affect

just the skin of an animal or a human. Since the experiment is performed on the

Northern hemisphere, the vertical component of geomagnetic field is directed

downwards and SMF of MADU stripes has the same or opposite direction to this

field. The downward direction of vertical component of geomagnetic field is

consistent with the geomagnetic reversal. Namely, the south pole of the Earth’s

magnetic field attracts the north pole of the compass magnet; therefore, the south

geomagnetic pole is located in the northern Arctic region in the vicinity of the

north geographic pole (Campbell, 2001). The field intensity of MADU stripes is

measured using Digital Teslameter DTM-151 (Group 3 Technology, Auckland, New

Zealand), whose resolution is 0.005 mT for the range of up to 0.3 T. The precision of

the reading for the same range is 0.01%. The 3D simulation of the magnetic field of

the MADU sheet is performed using Mermaid software (SIM, Novosibirsk, Russia).

The obtained computer model gives the relative values of the magnetic field, i.e.,

these values must be multiplied by a multiplicative constant in order for the model

to match the reality. The multiplicative constant is determined by the magnetic

field calibration procedure, which uses magnetic field values measured at several

chosen points. In our case, the field is measured in the four horizontal planes

instead of just at several points. Consequently, not only that the multiplicative

constant is determined, but the validity of the computer model is also confirmed.

The values of the obtained magnetic field are shown in Fig. 2 for the four planes

parallel at four different distances to the XY-plane, Z¼0.5 cm, 1 cm, 2 cm, and 4 cm.

The XY-plane at Z¼0 contains tops of the embedded magnetic rods. Origin

7.0 software (OriginLab, Northampton, MA, USA) was used for graphing the 3D

calculations generated with Mermaid software. As explained earlier, the magnetic

field calculated with the 3D Mermaid model is calibrated using the measured data.

Although static, the magnetic field we use in the experiment is spatially

dependent. The farther away from the surface of the magnet, the smaller is the

magnetic field. Spatial dependence of variables is described by the variable’s

gradient, i.e. its change per distance. The gradient is obtained by subtracting the

values of the variables at two adjacent points and then dividing the difference by

the distance between the two points. In our case not only the magnetic field but

the gradient of the magnetic field has different values at different points of the

experimental volume, i.e. the cage and mice body. To fully describe the field we

used, we give the values of the field at different points in space (Fig. 2). In order to

summarize the information given in the figure we provide two numbers. The

averaged magnetic field is obtained by summing the values of the magnetic field

at different points in the experimental volume and dividing the sum by the

number of points. The averaging of the gradient of the magnetic field is performed

in the same manner, i.e., all the values are summed and then divided by the

number of points. The maximal value of magnetic field is 60 mT and it occurs

immediately above the magnets, i.e. at Z¼0 mm. In order to classify the experi-

ment according to the common magnetic field window classification



Fig. 1. Graphic presentation of MADU stripe (Panel A) and experimental setup

(Panel B). Panel A The type L MADU stripe contains twenty ceramic ferromagnetic

rods made of barium ferrite (BaFe12O19) embedded in a plastic sheet. The size of each

rod is 4.8 mm�24.4 mm�4.8 mm. Magnetic rods are equidistantly distributed along

X as well as along Y-axes, the distance between them being 14.7 mm and 11.6 mm,

respectively. The magnetic axes of the rods are vertical and equally directed; the

example shown corresponds to the upward directed magnetic field. Panel B Experi-

mental setup. The vertical cross-section through the middle of the experimental setup

is shown. The plastic cage with 4 or 5 animals is placed over MADU stripes. The

magnetic field of MADU stripes is distributed throughout the experimental volume.

The intensity of the magnetic field is indicated by different shades (colors). Also shown

are magnetic lines of force. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)
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scheme (Markov et al., 1975; Zukov and Lazarovich, 1989; Markov, 2005, 2007a,

2011) the averaged values of the applied magnetic field and magnetic field

gradient are used. The MADU stripes were placed directly beneath the two animal

Plexiglas cages that were separated out by 10 cm. The animals were freely moving

inside the cages; consequently, it seems reasonable to perform magnetic field

averaging over the volume potentially occupied by the mice bodies. Since the

height of a mice was 2 cm, we assumed that they were predominantly exposed to

the part of SMF limited by the horizontal planes at Z¼0.5 cm and Z¼2 cm. The

averaged magnetic field and magnetic field gradient in the defined volume are

calculated to be 15.63 mT and 9.8 mT/cm, respectively. Therefore, it can be

concluded that the mice were exposed to the part of spatially dependant SMF of

the MADU stripes characterized by the average magnetic field of 16 mT and

average magnetic field gradient of 10 mT/cm.

2.3. Experimental design

Mice were randomly divided into three groups (9 per group). All three groups

were kept under same conditions. The first experimental group was exposed to

the upward oriented SMF (Up group). The second experimental group was

exposed to the downward oriented SMF (Down group). The permanent magnets

embedded in the MADU stripes cannot be removed or turned off. Therefore,
instead of using sham exposed animals we use a control group exposed to the

ambient magnetic field. The ambient field is measured and the obtained value is

40 mT, which is only 0.25% of the field to which Up and Down groups are exposed.

Note that the magnetic field above MADU stripes is measured; therefore, it is the

sum of the field produced by MADU magnets and the ambient magnetic field.

Exposure to SMF was conducted using three MADU stripes of different

orientation that were placed under the plastic animal cage continuously for 28

days. Food consumption was measured daily and body mass weekly. Following the

exposure period of 28 days, all mice were sacrificed and blood and spleen were

collected for further analyses that were blindly performed.

2.4. Blood and spleen parameters

Blood parameters [erythrocytes, lymphocytes, monocytes, neutrophils,

basophils, eosinophils, hemoglobin, hematocrit, MCV (mean corpuscular volume),

MCH (mean corpuscular hemoglobin), MCHC (mean corpuscular hemoglobin

concentration)] were determined using Hematological counter ABX Pentra 80X

(Montpellier, France) according to manufacturer’s recommendations. The total

number of granulocytes in blood sample was calculated by summing neutrophils

with basophils, and eosinophils.

Serum transferrin was analyzed using BioSystems photometer type BTS-330

(Barcelona, Spain) according to manufacturer’s recommendations. Transferrin

saturation was calculated from iron (Fe) and total iron binding capacity (TIBC)

as serum Fe/TIBC�100.

Spleen was excised, connective and fat tissue were removed, and then spleen

was weighted. A weighted part of the tissue was minced in 1 ml of saline and

dispersed through 0.1 mm cell sieve (KDL, Anping, China) until only the remaining

connective (white) tissue was visible. This cell suspension was additionally

resuspended by pulling and pushing it 10 times through 0.45 mm needle placed

on top of 5 ml syringe (Nipro, Zaventem, Belgium). Total cellular count was

determined using counting chamber (Fein-Optik, Jena, Germany) and expressed as

a number of nucleated cells per microliter of soluble homogenized tissue. A

separate part of spleen tissue was macerated, dispersed through 0.1 mm cell sieve

and smeared for hematological analysis. Spleen smears stained with May

Grünwald–Giemsa (Carlo Erba, Rodano, Italy) were used to count erythrocytes,

lymphocytes and granulocytes in ten visual fields by scoring 100 cells per one

visual field of counting chamber and were expressed as a percentage of total

number of counted cells (Vranic et al., 2000).

Iron was determined in serum, brain, liver and spleen tissue. Total serum iron

was determined using BioSystems photometer type BTS-330 (Barcelona, Spain)

according to manufacturer’s recommendations. Transferrin-bound ferric ions in

the serum samples were released by guadinium and reduced to ferrous by means

of hydroxylamine. Ferrous ions reacted with ferrozine, forming a colored complex

that was measured by spectrophotometer.

Brain, liver, and spleen tissue samples were prepared by microwave digestion

(ETHOS TC, Milestone S.r.l., Sorisole, Italy) according to manufacturer’s recom-

mendations. Tissue of interest (0.5 g) was treated with 8 ml of nitric acid (HNO3)

and 2 ml of hydrogen peroxide (30% H2O2); temperature program was as follows:

5 min from room temperature to 180 1C then 10 min hold at 180 1C. After cooling,

samples were transferred with deionisated water in 50 ml volumetric flask.

Analyses were carried out on atomic absorption spectrometer ‘‘SpectrAA 220’’

(Varian, Palo Alto, California, USA) according to Varian Atomic Absorption

Spectrometers (AAS) Analytical Methods. Analytical quality control was achieved

by analyzing certified reference material BCR-186 (Community Bureau of

Reference—BCR, Brussels, Belgium), which is lyophilized pig kidney used for

determining trace elements (Institute for Reference Materials and Measurements,

Geel, Belgium). Replicate analyses were undertaken within the range of certified

values. Iron values were expressed as mg of Fe per mg of dried analyzed tissue.

2.5. Statistical analysis

Statistical analysis was performed using software SPSS for Windows, version

10.0 (SPSS, Chicago, IL, USA). Difference between groups was evaluated by one-way

ANOVA, followed by Fischer’s LSD test. The level of significance was set at po0.05.
3. Results

3.1. Blood parameters

Blood parameters in control mice and mice exposed to differently
oriented SMF are shown in Table 1. There was a trend in blood
lymphocytes reduction and blood granulocytes increase in mice
exposed to SMF. However, the exposure of mice to the differently
oriented SMF did not alter erythrocytes and leukocytes count
(lymphocytes, monocytes, neutrophils, basophils, granulocytes;



Fig. 2. Magnetic field of type L MADU stripe. Panels A, B, C, and D represent the magnetic field in the horizontal plane at Z¼0.5 cm, 1 cm, 2 cm, and 4 cm, respectively.

Panel A—The magnetic field in the horizontal plane at Z¼0.5 cm; Panel B—The magnetic field in the horizontal plane at Z¼1 cm; Panel C—The magnetic field in the

horizontal plane at Z¼2 cm; Panel D—The magnetic field in the horizontal plane at Z¼4 cm.

Table 1
Blood parameters in mice exposed (Up group, Down group) or not exposed (Control group) to SMF of different orientation for 28 days.

Blood parameter Up group Down group Control group

Erythrocytes (�1012/L) 7.6370.39 6.9370.46 6.9970.55

Lymphocytes (�109/L) 2.0370.37 1.6370.20 4.1972.65

Monocytes (�109/L) 0.1170.04 0.1270.05 0.2070.14

Neutrophils (�109/L) 0.3170.06 0.2970.07 0.2170.04

Basophils (�109/L) 0.0370.01 0.0470.02 0.0270.01

Granulocytes (�109/L) 0.3570.07 0.3370.076 0.2270.056

Hemoglobin (g/L) 114.8874.89 101.3876.92 106.1077.54

Hematocrit (L/L) 0.3870.02 0.3470.02 0.3570.03

MCV (fL) 50.2571.28 48.6770.78 50.2071.21

MCH (pg) 15.1370.35 15.0070.29 15.4070.27

MCHC (g/L) 302.0072.96 306.3372.03 303.9072.31

Transferrin (mg/dL) 47.9672.78nn,nnn 37.9972.58n 26.1073.83

Data are expressed as mean7SEM.
n po0.05 compared to control group.
nn po0.01 compared to control group.
nnn po0.05 compared to the down group.

D.M. Djordjevich et al. / Ecotoxicology and Environmental Safety 81 (2012) 98–105 101
p40.05). In addition, differently oriented SMF did not alter hemo-
globin and hematocrit content, nor MCV, MCH or MCHC values
among the groups (p40.05).

The up and down groups had statistically significant higher
levels of serum transferrin compared to the control group
(47.9672.78 and 37.9972.58 vs. 26.173.83; po0.01 and
po0.05, respectively). Additionally, animals exposed to the
upward oriented SMF had higher levels of serum transferrin than
those exposed to the downward field (47.9672.78 vs.
37.9972.58; po0.05). Taken together, both SMF exposed groups
demonstrated statistically significant decrease in transferrin
saturation, when compared to control animals, with more pro-
nounced reduction in the down group (Fig. 3).

3.2. Spleen cellularity

Spleen cellular parameters in mice exposed to SMF of different
orientation are shown in Fig. 4. Spleen cellularity in animals
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exposed to the downward oriented SMF was significantly higher
compared to those exposed to the upward oriented field
(0.8070.02 vs. 0.6070.04; po0.01), and to control (0.8070.02
vs. 0.3470.02; po0.01). In addition, spleen cellularity in animals
exposed to the upward oriented SMF (Fig. 4A) was significantly
higher when compared to the control group (0.6070.04 vs.
0.3470.02; po0.01). However, there was no difference in spleen
erythrocyte count (Fig. 4B) among the groups (20.4973.64 vs.
17.4371.76 vs. 20.1271.75; p40.05).

Spleen lymphocytes in the up group (Fig. 4C) were signifi-
cantly higher than in the control group (75.9073.46 vs.
68.2071.38; po0.05) and spleen lymphocytes in the down
group were also significantly higher when compared to control
group (79.0471.71 vs. 68.2071.38; po0.01). In contrast, spleen
granulocytes in the up (3.5870.72) and the down (3.5270.29)
groups (Fig. 4D) were significantly lower than in the control group
(11.6670.83; po0.01).
Fig. 3. Plasma transferrin saturation values in mice exposed (up, down) or not

exposed (control) to SMF of different orientation for 28 days. Data are expressed as

mean7SEM; *po0.05 compared to control group; **po0.01 compared to

control group.

Fig. 4. Spleen cellular parameters in mice exposed to SMF of different orientation. Pane

SMF of different orientation for 28 days; Panel B—Spleen erythrocytes in mice expose

Panel C—Spleen lymphocytes in mice exposed (up, down) or not exposed (control) to

exposed (up, down) or not exposed (control) to SMF of different orientation for 28

**po0.01 compared to control group; #po0.01 compared to the up group.
3.3. Serum and tissue iron content

Tissue and serum iron values in mice exposed to SMF of
different orientation are shown in Fig. 5.

Brain showed significant decrease in iron content in the down
group (15.7570.43) when compared to the up (18.9270.32) and
the control group (19.9270.80; po0.01) (Fig. 5A).

Liver showed significant decrease in iron content in the up
(261.73715.61) as well as in the down group (252.03710.96)
when compared to the control group (310.30715.84; po0.05
and po0.01, respectively) (Fig. 5B).

Spleen showed significant increase in iron content in the up
group (Fig. 5C) when compared to the control group
(513.06735.79 vs. 394.85718.35; po0.05).

Serum showed significant increase in iron content in the up group
(4.3071.40) compared to the down (2.2270.45) and the control
group (2.8371.22; po0.01 and po0.05, respectively) (Fig. 5D).

3.4. Animal food intake and body mass

There was no difference in food intake between exposed and
control animals. In addition, there was no difference in body mass
between exposed and unexposed animals. (Data not shown)
4. Discussion

The applied static magnetic field was not uniform, but was
vertically declining. In addition to vertical decrease the field
variation in horizontal planes is intense and has local maxima
and minima. The spatially averaged magnetic field of 16 mT is
used as the closest approximation for the experiment classifica-
tion by the magnetic field windows criteria.

Our investigation showed an increase in total spleen cellularity
in mice exposed to 16 mT SMF of either orientation. In addition,
total spleen cellularity was higher in the downward oriented SMF
than in the upward oriented SMF or in the case of unexposed
animals. The spleen lymphocyte count showed a statistically
significant increase in SMF exposed animals, with a pronounced
l A—Total spleen cellularity in mice exposed (up, down) or not exposed (control) to

d (up, down) or not exposed (control) to SMF of different orientation for 28 days;

SMF of different orientation for 28 days; Panel D—Spleen granulocytes in mice

days; Data are expressed as mean7SEM; *po0.05 compared to control group;



Fig. 5. Tissue and serum iron values in mice exposed to SMF of different orientation. Panel A—Brain iron values in mice exposed (up, down) or not exposed (control) to

SMF of different orientation for 28 days; Panel B—Liver iron values in mice exposed (up, down) or not exposed (control) to SMF of different orientation for 28 days; Panel

C—Spleen iron values in mice exposed (up, down) or not exposed (control) to SMF of different orientation for 28 days; Panel D—Serum iron values in mice exposed (up,

down) or not exposed (control) to SMF of different orientation for 28 days; Data are expressed as mean7SEM; *po0.05 compared to control group; **po0.01 compared

to control group; ##po0.01 compared to the down group.
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increase in the down group. We assumed that the increase in total
spleen cellularity was due to the rise of lymphocyte count in
exposed animals. This is additionally supported by the fact that
majority of leukocytes in mice are lymphocytes (Green, 1966) and
even a small increase in percent of lymphocytes could cause a large
increase in total spleen cellularity. There was a simultaneous
tendency of blood lymphocyte count decrease in SMF exposed
animals. This result is in contrast to findings of decreased splenic
lymphocytes in mice exposed to 2.9 mT SMF (Hashish et al., 2008).
The exposure time in that study (30 days) was similar to exposure
period in our experiment, but the intensity of SMF in our experi-
ment was around 5000 time higher, namely 16 mT. The difference
in SMF intensities, strain of experimental animals (Swiss-Webster
in our experiment and Swiss BALB/c in theirs) and type of used
magnets (our magnetic stripes versus their classical magnetic
disks) could account for the difference in splenic lymphocyte
count. However, blood lymphocyte count showed similar patterns
in both studies. We assumed that due to subchronic exposure and
concurrent adaptation, the spleen, which is a main lymphopoietic
organ in mice (Green, 1966), increased lymphocytes production
and their preservation in the organ without statistically signifi-
cantly decreasing blood lymphocytes.

Previous research showed that SMF influences biological
system in a way that causes proinflammatory changes, as well
as an increase in production of reactive oxygen species
(Sahebjamei et al., 2007; Hashish et al., 2008; Zhao et al., 2011).
We found a statistically significant decrease in spleen granulocyte
count and a tendency of blood granulocyte count to increase in
SMF exposed animals. These findings are comparable to those
from other studies, which demonstrate granulocyte count
increase in blood of SMF exposed mice (Hashish et al., 2008).
Explanation behind the observed changes in our study could be
that phagocytosis and death of granulocytes, which are associated
with production of free radicals, are increased in splenic tissue of
animals exposed to either SMF orientation.

Red blood cells count did not change in blood or in spleen
between exposed and unexposed group. This is in accordance
with findings that mice exposed to SMF for 30 days and rats
exposed to extreme low frequency magnetic field for 50 and 100
days did not show alteration in red blood cell count (Hashish
et al., 2008; Cakir et al., 2009). We concluded that various
intensities of SMF and different exposure time do not influence
red blood cells count in blood and spleen of experimental
animals. This is probably due to fast recovery of the red blood
cells after their exposure to the SMF.

Iron is an absolute requirement for most forms of life because
of its unusual flexibility to serve both as an electron donor and an
acceptor. It can be potentially toxic since free iron in the cell can
catalyze conversion of hydrogen peroxide to free radicals. To
prevent this scenario, all life forms that use iron bind that iron to
proteins. This allows cells to benefit from iron while limiting its
ability to harm. Majority of iron is located in hemoglobin
molecules of red blood cells (RBCs), and the rest is stored in a
form of ferritin in liver, spleen, and bone marrow. The liver’s
stores of ferritin are the primary physiologic source of reserve
iron in the body. Macrophages also store iron as part of process of
breaking down and processing hemoglobin. Once RBCs are
degraded, macrophages recycle iron by putting it onto transferrin
molecules that carry iron through the blood. In addition, macro-
phages require iron for their own antibacterial activity (Alford
et al., 1991).

Main iron storage organs in mice are liver, heart and brain
(Hahn et al., 2009). In our experiment, liver demonstrated a
marked decrease of iron content in the up and in the down
groups when compared to control animals. Besides liver, we have
also determined the amount of iron in spleen and brain. While
dynamics of iron in liver of animals in the exposed groups was the
same, there was a difference in dynamics of iron in brain and
spleen from the animals exposed to the upward or the downward
directed field when compared to control. Namely, in the animals
exposed to the upward magnetic field, the amount of iron did not
change in the brain; it dropped in the liver and increased in
spleen. On the other hand, in the animals exposed to the down-
ward magnetic field, the amount of iron decreased both in the
brain and liver while remaining unchanged in the spleen. Results
from the animals exposed to the upward field may suggest
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relocation of iron from storage in liver to spleen for possible
lymphopoiesis. However, the effects of downward magnetic field
on iron are harder to explain. Iron in brain is tightly regulated and
its elimination is undesired. While too much iron can cause
oxidative stress, too little iron can result in energy insufficiency.
It was unclear where brain and liver iron relocates in animals
exposed to the downward magnetic field. We considered macro-
phages to be a possible destination of this process. To test this
hypothesis, we measured serum iron and transferrin in all animal
groups.

Transferrins are iron-binding blood plasma proteins that con-
trol the level of free iron in biological fluids (Crichton and
Charloteaux-Wauters, 1987). The affinity of transferrin for iron is
very high, but progressively decreases with pH going down below
neutrality. Liver is a key source of the transferrin production but
other places such as brain also produce transferrin. The main role
of transferrin is in transport of iron from absorption center in
duodenum or from RBCs recycling centers in reticuloendothelial
macrophages to tissues. Transferrin is not only crucial for ery-
thropoiesis and cell division (Macedo and de Sousa, 2008), but also
plays a role in innate immunity. Transferrin is responsible for iron
withholding that impedes bacterial survival. Consequently, the
level of transferrin decreases in inflammation (Ritchie et al., 1999).
However, in mice the level of transferrin increases in inflammation
during acute phase response (Barnum-Huckins et al., 1997).

In our experiments, we have noticed different serum iron
dynamics in animals exposed to the magnetic field while there
was no difference in pattern of transferrin production or transferrin
saturation between exposed groups. In the up group serum iron and
production of transferrin increased, while transferrin saturation
decreased when compared to control. In the down group serum
iron did not change, transferrin saturation decreased and transferrin
production increased compared to control. In both groups decreases
in transferrin saturation could be explained by possible decrease of
pH or by increases in transferrin production. The transferrin produc-
tion in the case of the up group should have been larger than the
surplus of iron. Serum iron in the up group could have increased due
to transport from liver to spleen. Serum iron in the down group did
not change. There is a possibility that iron in the down group ended
up in the macrophages and this could be the reason that no changes
in serum or spleen iron were detected there.

It has been recently shown that short-term exposure to SMF
(128 mT/1 h/5 days) produced statistically significant decrease in
serum iron (Elferchichi et al., 2007). The same experimental design
demonstrated that SMF (128 mT/1 h/5 days) induced sympathetic
hyperactivity in rats (Abdelmelek et al., 2006). This result has been
explained through the high turnover of norepinephrine in the
noradrenergic system that could negatively influence the peristal-
tic activity implicated in the assimilation of divalent elements
such as iron (Abdelmelek et al., 2006). This could be true for acute
exposure; however, after 28 days of exposure to SMF the level of
serum iron increased in our experiment, most probably as a result
of redistribution from other compartments rich in iron such as
liver. The rise of spleen content showed the main end point of iron
relocation. It is well established that through the Fenton reaction,
ferro ion (Fe2þ) transforms the weak oxidant hydrogen peroxide
into hydroxyl radical (HO� �), one of the most reactive species in
nature (Arredondo and Nunez, 2005). Iron is important for
immune response in several ways. Macrophages exhibit reduced
bactericidal activity and neutrophils have reduced activity of the
iron-containing enzyme myeloperoxidase when there is a lack of
iron. Iron deficiency also results in decreased T-lymphocyte
numbers and in decreased T-lymphocyte blastogenesis and mito-
genesis (Kuvibidila et al., 1999). Therefore, our results are in line
with the supposition that increased iron level in the spleen could
contribute to the proinflammatory response. This result goes along
with the increase in the serum granulocytes and decreased
lymphocytes, the findings that previously have been shown to
contribute to the increase in immune response and oxidative
stress (Hashish et al., 2008).

Alongside proinflammatory effect, our results lead us to
assume that 16 mT SMF induced chronic stress. Static magnetic
field exposure induces a common stress response in cell cultures,
in spite of the differences related to exposure time and to the cell
types (Dini and Abbro, 2005). In our study, the level of serum
transferrin also changed under the influence of SMF. Namely,
mice exposed to the upward oriented SMF had higher values of
serum transferrin than mice exposed to the downward oriented
SMF or unexposed animals. Mice exposed to the downward
oriented SMF also had higher levels of transferrin when compared
to unexposed animals. A similar finding was observed in study of
mice exposed to 128 mT SMF and it was explained as an increase
in iron metabolism induced by SMF (Elferchichi et al., 2007). In
addition, transferrin in mice has a role in unspecific acute phase
response to inflammation as its positive indicator (Barnum-
Huckins et al., 1997). Since exposure period in our study was 28
days, increased transferrin level in treated animals is more likely
specific adaptive reaction to subchronically induced SMF stress
rather than an unspecific stress reaction. Transferrin saturation
was reduced in both SMF groups when compared to control.
However, the rise of serum transferrin was so immense (almost
doubled in the up group), that it might surpass the need for
saturation. Also, iron level in the spleen increased, and it may not
be achieved with reduced transferrin saturation, so the saturation
may be decreased, but not to extent to disturb iron distribution.

Our results have demonstrated that continuous exposure to
16 mT SMF has no effect on body mass and food intake. Various
researchers had similar findings using SMF of different field intensity
or different exposure times on rats and mice (Margonato et al., 1995;
Robertson et al., 1996; High et al., 2000). The overall data on food
consumption and body mass confirm that SMF cause adaptation to
stress in subchronically exposed animals.

The validity and significance of our results is additionally
substantiated by the fact that we worked with an outbred,
genetically diverse strain of mice, since statistical significance is
achieved more easily when using a genetically identical inbred
strain of mice.
5. Conclusions

Our study is the first, to our knowledge, in vivo experiment
that has simultaneously used separate upward and downward
oriented magnetic fields. We employed spatially dependent SMF
with the average intensity of 16 mT to investigate hematological
parameters in our model. Obtained results showed significant
increase in total spleen cellularity in SMF exposed animals,
especially in animals exposed to the downward directed magnetic
field. Moreover, subchronic continuous exposure to the spatially
dependent SMF whose average intensity of 16 mT was found to
cause lymphocyte and granulocyte redistribution between spleen
and blood, in a way that is typical for stress induced hematolo-
gical changes. Serum transferrin levels, body mass and food intake
confirm that these changes are not due to an unspecific stress
response, but rather that they are caused by specific adaptation to
subchronic SMF exposure.
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Enhancement of Ion Beam Acceleration Efficiency in
Isochronous Cyclotrons

Andjelija Ž. Ilić, Member, IEEE, Jasna L. Ristić-Djurović, Saša Ćirković, and Nebojša Nešković

Abstract—A novel method for efficient analysis of ion beam ac-
celeration in an isochronous cyclotron is proposed. Numerical sim-
ulation is used to perform multiple beam dynamics analyses on the
conveniently chosen subsets of data; consequently, the total quan-
tity of studied data is significantly reduced. The obtained results
provide direct insight into beam behavior and quality of accelera-
tion. Therefore, the analysis is not only efficient, but detailed and
systematic as well. It is used to assess the impact of the accelerated
orbit optimization to the enhancement of acceleration efficiency
when study is extended from a single test ion to the complete ion
beam consideration.

Index Terms—Acceleration efficiency, cyclotrons, multipurpose,
optimal acceleration, particle beam acceptances, particle beam dy-
namics.

I. INTRODUCTION

I SOCHRONOUS or AVF cyclotrons (“azimuthally varying
field” cyclotrons) are currently following one of the two de-

velopment routes. The manufacturers of commercial cyclotrons,
facing market competition, are focused on the constant improve-
ment of the small single purpose machines in terms of perfor-
mances and price [1]–[3]. At the same time, advanced research
centers and radioactive ion beam facilities throughout the world
are being equipped by the ever larger and more powerful multi-
purpose isochronous cyclotrons [4]–[11]. Intended for acceler-
ation of various ion beams in different operation regimes, mul-
tipurpose cyclotrons often serve for both research and commer-
cial applications. They are used either separately or as elements
in a chain of accelerating structures which deliver high energy
ion beams.

The method to achieve optimal acceleration of a test ion in
isochronized azimuthally varying magnetic fields, with all the
imperfections due to machining, construction and field profile
realization constraints, has been suggested in our previous work
[12]. Although generally applicable, it is expected to be espe-
cially useful in the design of multipurpose machines, requiring
the simultaneous optimization of more than one operation mode.

The obtained range of optimal accelerating conditions from
[12] corresponds to single test ion acceleration. It is very narrow
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in comparison with the typical beam emittances and can be
matched only by a very small fraction of beam ions. However,
with the appropriate choice of the referent test ion, the whole
beam acceleration is expected to be optimized as well. Detailed
beam tracking is required to assess the impact optimization has
on the whole beam acceleration.

We propose to apply an accelerated orbit optimization for a
referent test ion to the whole ion beam acceleration, so that the
statistical center of a beam bunch coincides with the optimal
accelerating conditions. In that case, the average variation of
the phase space coordinates from their optimal values would
be the least. The acceleration efficiency throughout the beam
acceptance region is evaluated in order to quantify the overall
impact of such optimization. Analysis efficiency results from
the in-depth examination of beam dynamics on the conveniently
chosen subsets of the initial six-dimensional phase space coor-
dinates. Namely, numerical simulations offer the benefit of sep-
arate analysis on different subsets of data and only subsequent
to this the joint interpretation of the results. The measurement
systems observe all six phase space dimensions at once, and
probably because of that, the beam tracking analyses as well
are customarily conducted in the six-dimensional phase space
as a whole. The computational power available nowadays al-
lows for comprehensive and accurate beam dynamics simula-
tions. Previous analysis of optimal accelerating conditions in
very high intensity beams, employing millions of particles, can
be found in [13]–[15]. Our primary goal was to perform accurate
and systematic acceleration efficiency study when using a small
personal computer. To obtain the accurate results, the coordi-
nate coupling is constantly kept in mind and the data subsets are
chosen accordingly. The total quantity of data is thereby signif-
icantly reduced, keeping the benefit of providing direct insight
into the quality of the acceleration process. Beam acceptance,
its distribution with respect to the acceleration efficiency, and
the coupling of phase space coordinates are analyzed.

As an illustration of the method, and to yield general in-
sight into the behavior of the beam as a whole, detailed beam
tracking is performed for the input parameters corresponding to
the VINCY Cyclotron [13] and the 65 MeV test ion. The
measured magnetic field used is the same as in [12]; it pro-
vides the best obtainable isochronism in the considered mag-
netic structure with the available ranges of main and trim coil
currents [17], [18]. The first harmonic mode of the cyclotron op-
eration corresponds to the test ion acceleration. The accel-
erating region layout and the main characteristics of the VINCY
Cyclotron are given in Fig. 1 and Table I, respectively.

The computer simulations are performed using the ion beam
tracking module of the self written VINDY-A software package

0018-9499/$31.00 © 2012 IEEE



ILIĆ et al.: ENHANCEMENT OF ION BEAM ACCELERATION EFFICIENCY IN ISOCHRONOUS CYCLOTRONS 273

Fig. 1. The layout of the VINCY Cyclotron’s accelerating region. Four straight
sectors of the multipurpose compact isochronous Cyclotron VINCY are denoted
as S1, S2, S3 and S4. Two radiofrequency resonators, denoted as RF1 and RF2,
are located in the first and third valley of the VINCY Cyclotron. The average
angular distance between the midlines of the accelerating gaps of each resonator
equals 41 , allowing the acceleration in the first, second, third and fourth har-
monic mode. The beam rotates clockwise, whereas the azimuthal angle � is
measured contraclockwise, as denoted.

TABLE I
MAIN CHARACTERISTICS OF THE VINCY CYCLOTRON

[12], [19]. The fourth order Runge-Kutta method, with the adap-
tive time step algorithm, is employed. The calculation accuracy
is kept within 1 when the backward tracking and then
forward tracking through the complete accelerating region is
performed. The beam acceptance analysis implies much wider
range of the initial phase space coordinates than is the one cor-
responding to a typical ion beam bunch in a cyclotron. The par-
ticle-particle solver for space-charge effects is thus turned off
and ion transmission and the corresponding acceleration effi-
ciency assessed for each of the considered beam ions indepen-
dently of the others.

II. OPTIMAL ACCELERATION OF A TEST ION

In [12], the ion acceleration is optimized by the adjustment of
the radiofrequency (RF) electrode parameters and the acceler-

Fig. 2. The complete sets of initial conditions yielding the optimal accelera-
tion of the � test ion in the VINCY Cyclotron. (a) The optimal initial energy,
� . (b) The optimal initial momentum vector direction angle, � , measured
clockwise with respect to the positive �-axis. (c) The optimal initial RF phase,
� . For the considered radius � and an arbitrary azimuth �, the phase space
coordinates in the median plane of a cyclotron resulting in optimal accelera-
tion are obtained by interpolation from the sets’ elements. What appears to be a
thick curve in each part of the figure is actually a strip; instead of a single value
a range of acceptable values for each initial parameter is obtained for every az-
imuthal position. The method for defining the complete continuous sets of input
parameters shown above is explained in [12].

ating orbit centering. The synchronization between the ion and
the accelerating voltage depends on the achievable isochronism
of the magnetic field and is addressed by the RF parameters ad-
justment. Orbit centering reduces the differences between the
mean energy increments per gap for different gaps, which in
ideal case should be equal. As a first step, the averaged discrep-
ancy between the RF frequency and the gyration frequency is
minimized, to account for the gyration frequency fluctuations.
Next, the accelerating orbit is centered using the hard edge gap
approximation with the numerical integration of the gap energy
gains. The static equilibrium orbit (SEO) is taken as the initial
guess at the large radii. A single iteration of this single turn cen-
tering is sufficient, contributing to the efficiency of the method.
The optimal RF phase curve is then calculated, taking into ac-
count that a part of the RF phase fluctuations is induced by
the insufficient isochronism and thus unavoidable. To separate
it from the fluctuations due to improper trajectory centering or
poor synchronization with the accelerating voltage, we assume
the ideal acceleration during which the test ion moves along the
SEOs and jumps from one SEO to another at the midlines of the
accelerating gaps. With such an approximation, the impact of
the unavoidable level of fluctuations is minimized by reducing
the averaged RF phase deviation from nominal value for a con-
sidered azimuth. The optimized orbit obtained using these three
steps is not unique; instead the method results in a number of
accelerated orbits providing excellent quality of acceleration.

III. INITIAL CONDITIONS

The optimization procedure has been shown to be highly ac-
curate and very efficient, and it is also fully automatized. For a
given test ion, the corresponding magnetic field and harmonic
mode of the cyclotron operation, the complete sets of optimal
accelerating conditions at the beginning of the accelerating re-
gion are defined. The radius denotes the beginning of the
accelerating region. It is chosen so that the ion beam dynamics
at larger radii is not affected by the possible electrode configu-
ration changes in the central region. Fig. 2 shows optimal initial
conditions for the 65 MeV test ion, for . The
phase space coordinates for an arbitrary azimuth are obtain-
able by interpolation from the sets’ elements, which cover the
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Fig. 3. Betatron tunes vs. energy in tracking along the chosen accelerated orbit.
The variation of betatron oscillation frequencies during the acceleration con-
firms that the initial conditions for acceleration are properly chosen. The cou-
pling between the radial and vertical oscillation modes � � � � � is quickly
traversed at about 44 MeV. There are no dangerous resonant conditions.

range from zero to 360 . Here we take , as this azimuth
does not coincide with any distinctive initial azimuth, such as
the edge or the midline of the magnetic sector, the midline of the
valley, the accelerating gap, etc. The chosen accelerated orbit is
therefore representing the majority of the optimized accelerated
orbits corresponding to the initial coordinates shown in Fig. 2.
Betatron tunes during the acceleration along the chosen orbit are
calculated and the results shown in Fig. 3 verify that no severe
problems due to the coupling resonances are to be expected.

IV. ACCELERATING REGION ACCEPTANCES

The six-dimensional phase space volume of the ion beam
emittance or the accelerating structure acceptance can not be vi-
sualized in a simple and comprehensible manner. The ion beam
emittance, i.e., the phase space region occupied by the beam
bunch, is usually represented by the two-dimensional distribu-
tions of particles obtained as the emittance projections to the
radial, axial and longitudinal phase plane. It is not convenient
to use the same approach for the representation of the struc-
ture acceptance, i.e., the range of permissible phase space coor-
dinates resulting in the ion transmission through the structure.
To keep the information on the coordinate coupling, we use the
six-dimensional phase space volume cross sections resembling
the “slices of the volume”, instead.

The phase space coordinates are denoted as , , , ,
, and , corresponding to the ion position vector and ion

momentum vector angle components in the radial and axial di-
rection, relative to the central ion, to the ion phase relative to the
central ion phase, and to the kinetic energy relative to the central
ion kinetic energy, respectively. The ion phase, , is measured
in the direction of motion. The beam acceptance cross sections
with the radial, - , axial, - , and longitudinal, - ,
phase plane, with the other four phase space coordinates coin-
ciding with the corresponding central ion ones, are called the
decoupled radial, axial and longitudinal acceptances. They are
shown in Fig. 4. The corresponding Twiss parameters as well as
the acceptance statistics are given in Table II.

Almost perfect centeredness of all the particles belonging to
the decoupled acceptances about the origins of the three phase
space planes in Fig. 4 verifies that the chosen accelerated orbit of

TABLE II
TWISS PARAMETERS AND BEAM ACCEPTANCE STATISTICS FOR THE DECOUPLED

ACCELERATING REGION ACCEPTANCES

a referent, central particle is indeed the optimal one. The accel-
eration efficiency of an ion is measured by its averaged energy
gain per accelerating gap, , as in [12]. It is calculated for
every point belonging to the decoupled acceptances and the re-
sulting accelerating region acceptance distribution with respect
to the acceleration efficiency is shown in Fig. 5.

The axial particle motion in an isochronous cyclotron is usu-
ally decoupled from both the radial and longitudinal motion, as
shall be proven explicitly in the following sections. The axial ac-
ceptance area shown in Figs. 4 and 5, obtained for the optimal
values of other four phase space coordinates, is the largest and
beam ions outside of this area shall under no conditions reach
the radius of extraction. It is limited by the small vertical dis-
tance between the sectors of the cyclotron magnet. The radial
and longitudinal acceptance, on the other hand, are determined
by the insufficient focusing or lost synchronization. As a result,
the axial acceptance is small, while the acceleration efficiency
is excellent for all the ions.

The acceleration efficiency is very good for about half of the
transmitted beam ions in the radial and in the longitudinal phase
plane. It is excellent ( ) for about 10% of
the input phase space coordinates in the center of the accep-
tance area for both phase space planes. Having in mind the usual
beam emittances of the considered test ion in the VINCY Cy-
clotron [20]–[22], the following may be concluded. The axial
emittance at the beginning of the accelerating region fits in the

and coordinate ranges of and , re-
spectively; thus, it is much smaller than the corresponding beam
acceptance. Even with the decrease in the acceptance area due
to the deviations of other phase space parameters, the axial ion
beam dynamics should still represent no problem at all. The ra-
dial ion beam emittance, with and within and

, respectively, allows for an excellent matching unless
impeded by the inflector system or the central region design re-
strictions. The same holds true for the usual energy range at this
point, ; however, the input ion beam phase deviation
with respect to the phase of an accelerating RF voltage is much
wider than the phase interval seen to result in the best
acceleration efficiency according to Fig. 5. It fits in the range of

. Due to the suboptimal accelerating conditions a part of
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Fig. 4. Beam acceptance cross sections with the radial (a), axial (b) and longitudinal (c) phase plane, corresponding to the 65 MeV � ion beam motion in the
accelerating region of the VINCY Cyclotron. The phase space coordinates belonging to the decoupled accelerating region acceptances are shown as green dots,
whereas the other input guesses for the beam trajectory tracking simulation appear as red crosses. The origin of the six-dimensional phase space corresponds to
the optimal initial conditions for acceleration shown in Fig. 2. The phase ellipses shown are determined so, as to best encompass the simulation results. Note that
the accelerating region axial acceptance is about 25 times smaller than the radial acceptance.

Fig. 5. The accelerating region acceptance distribution with respect to the acceleration efficiency for the 65 MeV � ion beam. The acceleration efficiency,
measured by the averaged energy gain per accelerating gap, �� , is excellent for about 10% of input phase space coordinates in the center of the acceptance
area in the radial phase plane (a) and in the longitudinal phase plane (c). However, all of the input phase space coordinates in the axial phase plane, belonging to
the acceptance area, are characterized by excellent acceleration efficiency (b). The latter is due to the small vertical distance between the sectors of the cyclotron
magnet preventing the transmission of beam ions, as opposed to the insufficient focusing and synchronization responsible for stopping of beam ions in the other
two cases. For the same reason, the accelerating region axial acceptance is significantly smaller than the radial acceptance.

the beam ions might lose synchronization with the accelerating
voltage and leave the beam bunch.

V. COUPLING OF THE PHASE SPACE COORDINATES

In order to completely describe the six-dimensional beam
acceptance ellipsoid we need to analyze the two-dimensional
phase space volume cross sections corresponding to different
nonzero combinations of other four phase space coordinates.
The range of input guesses shown in Figs. 4 and 5 for the beam
trajectory tracking is wide enough for the investigation of co-
ordinate coupling. Randomly chosen initial phase space coor-
dinates, as well as a reasonable number of equidistant ones, re-
quire an extremely lengthy simulation to provide enough data
for the desired analysis. Moreover, a huge quantity of data re-
sulting from such analysis is unnecessary. The radial acceptance
is of a particular interest to the adjustment of initial conditions
for acceleration. The radial emittance of an incoming ion beam
bunch needs to be matched with the radial acceptance at a con-
sidered point. The initial range of input ion beam phase devia-
tions can be reduced by introducing the ion beam buncher and
ion beam chopper in the vertical channel guiding the ion beam
to the spiral inflector. The initial energy range mostly depends

on the characteristics of the ion source employed. Because of
the axial symmetry, the optimal initial conditions will always
be in the median plane of a cyclotron. Therefore, the influence
of other phase space coordinates to the radial acceptance and the
acceleration efficiency in the radial phase plane has been investi-
gated. For each of the parameters, equidistant initial guesses are
taken, i.e., the distribution of test ions at start is uniform. The
total number of initial guesses for the beam trajectory tracking
is thus greatly reduced without any loss of relevant information.

Fig. 6 shows the influence of ion energy, its phase with respect
to the RF voltage, axial position and axial momentum to the ra-
dial accelerating region acceptance. For a change in ion energy
in the vicinity of optimal initial conditions from Fig. 2 the cor-
responding shift of the phase space ellipse is almost linear. In
the first approximation, it is given by:

(1)

with the coordinates of the phase space ellipse center,
and , given in mm and mrad, and ion energy deviation
in MeV. Parameters and are obtained as the statis-
tical mean values of the coordinates within the acceptance area.
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Fig. 6. The coupling of the accelerating region radial acceptance with other four phase space coordinates. The deviations from the optimal values of ion energy (a)
or its phase with respect to the accelerating radiofrequency voltage (b), denoted by�� and��, lead to the almost linear shifts of the phase space ellipse defining
the radial acceptance. The change of the phase space ellipse position is accompanied by very small variations in the ellipse shape and orientation, as well as the
decrease in size of the acceptance area. The deviations from the optimal values of axial position (c) or axial momentum (d) of an ion,�� and � , respectively, do
not cause any significant changes of the phase space ellipse position, shape, or orientation, but the decrease in size of the acceptance area is pronounced. Therefore,
the radial motion of an ion is not influenced by its axial motion, whereas the decrease of six-dimensional acceptance is the direct consequence of the accelerating
region axial acceptance.

TABLE III
THE RADIAL ACCEPTANCE TWISS PARAMETERS DEPENDENCE ON ION ENERGY

The acceptance ellipse size, shape and slope change slightly as
illustrated by the data in Table III.

Similarly, the ion phase deviation, , with respect to the
accelerating RF voltage leads to the almost linear shift of the
phase space ellipse defining the radial acceptance:

(2)

TABLE IV
THE RADIAL ACCEPTANCE TWISS PARAMETERS DEPENDENCE ON ION PHASE

DEVIATION

with and in mm and mrad, and in degrees. The
comparison of Twiss parameters , , and , for several values
of phase deviation is given in Table IV.

The analysis of the accelerating region radial acceptance cou-
pling with the axial position and axial momentum gives quali-
tatively different results. There are no significant changes of the
phase space ellipse position, shape, or orientation, but the de-
crease in size of the acceptance area as a consequence of the
decreased axial acceptance is pronounced. The corresponding
Twiss parameters for different values of and are given in
Tables V and VI, respectively.
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Fig. 7. The ion energy influence on the acceleration efficiency distribution over the radial acceptance. With an increase in ion energy, �� � �, there is no
reduction in size of the acceptance area characterized by the largest acceleration efficiency. The set of coordinate pairs in the radial phase plane, ���� � �, which
corresponds to the most efficient acceleration varies in accordance with the phase space ellipse shifts. The decrease in ion energy, �� � �, leads to the significant
reduction in size of the most efficiently accelerated part of the acceptance, as well as to the decrease of overall radial acceptance. Therefore, ion energy lower than
the optimal one cannot be accounted for merely by the convenient choice of radial phase space coordinates.

Fig. 8. The ion phase deviation influence on the acceleration efficiency distribution over the radial acceptance. Positive values of the ion phase offset, ��, corre-
spond to the ions leading in comparison with �� � �, whereas for �� � � ions are lagging. Regardless of the sign of ��, a decline of acceleration efficiency
is considerable, rapid, and much more pronounced than the corresponding decrease of radial acceptance. The findings confirm that ion phase offset has the major
influence on acceleration efficiency in cyclotrons.

TABLE V
THE RADIAL ACCEPTANCE TWISS PARAMETERS DEPENDENCE ON AXIAL

POSITION

TABLE VI
THE RADIAL ACCEPTANCE TWISS PARAMETERS DEPENDENCE ON AXIAL

MOMENTUM

VI. INFLUENCE OF THE COUPLED INPUT PARAMETERS ON THE

ACCELERATION EFFICIENCY

The key question when assessing the quality of acceleration
is how much the changes in the coupled input parameters influ-
ence the acceleration efficiency. Fig. 7 shows that the increase in
ion energy with respect to the optimal value results solely in the
acceptance shift according to (1). However, the decrease in en-
ergy causes the reduction in size of the radial phase space area
with the best acceleration efficiency. Fig. 8 demonstrates that
the ion phase deviation, , leads to the very pronounced dete-
rioration in the acceleration efficiency, regardless of the sign of

. The overall decrease in the acceleration efficiency is larger
than 10% for . As shown in Fig. 9, the axial param-
eters have no impact on the acceleration efficiency in the radial
phase space plane.

The presented analysis presumes a uniform distribution of
particles in each of the six dimensions of a phase space. It is
convenient since the distribution of ions within a beam bunch
differs from case to case. Knowledge of the ion distribution for
a particular case, along with the system acceptance for the uni-
form distribution, enables optimization of the beam parameters.
It may happen that the central particle is not the one best suited
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Fig. 9. The influence of the axial phase plane coordinates on the acceleration efficiency distribution over the radial acceptance. Acceleration efficiency within the
radial acceptance, is influenced by neither the axial position,��, (top), nor by the axial momentum, � , (bottom). The area in the center of radial acceptance, cor-
responding to the excellent acceleration efficiency, is conserved with changes of both�� and � , as long as the acceleration to the extraction energy is achievable.
Beam ions characterized by lower values of acceleration efficiency are lost first, with the increase in magnitude of �� or � .

Fig. 10. The influence of the RF phase offset and orbit decentering on the
acceleration efficiency. The acceleration efficiency for the 65 MeV � test
ion is the highest and almost constant for ��� �� � �� � �� �� and
�� � �� � � . With further offset in the particle – RF voltage synchroniza-
tion or larger orbit decentering, the acceleration efficiency rapidly decreases.
While the radial dimension of the ion beam is usually much smaller than the
acceptable range of ��, the phase width of the accelerated test beam bunch is
typically wider than its optimal range. This is why the RF phase offset is most
often the critical parameter linked to the deterioration of acceleration efficiency.

for the accelerated orbit matching, i.e., that some other particle
should be the referent one.

VII. INFLUENCE OF THE RF PHASE OFFSET AND ORBIT

DECENTERING ON THE ACCELERATION EFFICIENCY

The obtained data can be further exploited to analyze the in-
fluence of the RF phase offset and orbit decentering on the ac-
celeration efficiency. The upper limit of orbit decentering may
be estimated as the initial radial deviation, , for the ion trajec-
tories characterized by the initial radial momentum . The
RF phase offset is estimated by the initial beam ion phase devia-
tion, . The results shown in Fig. 10 emphasize once again the

critical impact of input range of phase deviations to the acceler-
ation efficiency in an isochronous cyclotron. The radial dimen-
sion of the ion beam is usually much smaller than the acceptable
beam decentering. A proper choice of initial conditions for ac-
celeration can reduce the first problem and fully account for the
second one.

VIII. COUPLING OF ALL SIX PHASE SPACE COORDINATES

Finally, for the sake of completeness and to confirm the above
conclusions, the accelerating region acceptances have been ana-
lyzed using the randomly chosen input phase space coordinates
for beam tracking. The range of input guesses is the same as in
previous analysis, i.e., as in Figs. 4 and 5. Beam tracking anal-
ysis has been performed on a total of 20 000 ions, a number
chosen to be comparable with the sum of 18 410 ions used in all
the previous calculations together.

The six-dimensional beam acceptance projections to the ra-
dial, axial and longitudinal phase planes are shown in Fig. 11.
The coupling between the motions in different directions can
be analyzed, finding the particular ranges of input phase space
coordinates shown in parts (a) and (c) in different symbols. As
seen before, changes in only or only in the vicinity of
optimal initial conditions, lead to almost linear shifts of the ra-
dial phase space ellipse given by (1) and (2). Due to such cou-
pling of coordinates, projections of the six-dimensional accep-
tance are spread throughout the radial and the longitudinal phase
planes. An excellent agreement of the axial acceptance projec-
tion and the decoupled axial acceptance verifies that the axial
motion is decoupled from the other two. The equal distribution
of the large dots in Fig. 11, whether they are surrounded by the
green squares or not, testifies that the radial or longitudinal mo-
tion are not affected by the axial phase space coordinates either.
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Fig. 11. Coupling between the radial (a), axial (b) and longitudinal (c) motion in the accelerating region of the VINCY Cyclotron. The agreement between the
axial projection of the six-dimensional acceptance represented by dots and the decoupled axial acceptance ellipse from Fig. 4 is excellent (b), verifying that the
axial motion is decoupled from the motion in radial and longitudinal directions. The other two motions are mutually coupled. The conditions�� � � , � � � ,
�� � � , � � � , �� � � , and �� � � , are approximated by ��� �� � �� � �� ��, ��� ���� � � � �� ����, �� �� � �� � � ��,
�	 ���� � � � 	 ����,�
��� � �� � 
��� , and���� �� � �� � ��� ��, respectively. Blue triangles and orange circles correspond to �� � �

and �� � � in part (a), and to �� � � and � � � in part (c). In part (a) they depict the radial phase ellipse movements defined by (1) and (2). Fulfillment
of both conditions, shown by the large dark violet dots, defines the corresponding decoupled acceptances and completely agrees with the solid line ellipses copied
from Fig. 4. Additionally, the ions complying with �� � � and � � � as well are represented by the green squares. Their equal distribution throughout the
corresponding phase space ellipses validates the assumption that the axial phase plane coordinates exhibit no influence to radial and longitudinal motion.

The axial phase plane is therefore fully decoupled from the other
two planes.

IX. CONCLUSION

The novel method for detailed, systematic and efficient beam
tracking analysis has been described. Its main benefit lies in the
capability to obtain a lot of relevant results with a very limited
quantity of input data. Separate analyses on the conveniently
chosen subsets, i.e., subspaces, of input phase space coordinates
were used. Care is taken to interpret the results correctly by
accounting for the coordinate coupling. All the results in Sec-
tions III–V were obtained from beam tracking analyses on a
total of 18 410 ions. However, they give much better insight into
the improvement of the quality of acceleration than the results of
Section VI, obtained with the total of 20 000 randomly chosen
initial phase space coordinates.

It is confirmed that the ion beam motion in the axial phase
plane is fully decoupled from both the radial and longitudinal
motions. Further, it is shown that all of the beam ions within the
axial acceptance have excellent acceleration efficiency. Axial
input beam parameters do have impact on the beam ion trans-
mission for those ions whose radial or longitudinal initial phase
coordinates are non-optimal.

The acceleration efficiency for the 65 MeV test ion is ex-
cellent ( ) for about 10% of the input phase
space coordinates in the center of the decoupled acceptance area
for both radial and longitudinal phase space planes. Therefore,
although the range of optimal accelerating conditions for the
referent particle, shown in Fig. 2, is relatively narrow, the re-
gions of the phase space planes characterized by the excellent
acceleration efficiency are very wide. For five out of six phase
space coordinates the six-dimensional ion beam acceptance is
wide enough to completely optimize the acceleration process.
Only the RF phase range of accelerated beam is wider than the
phase interval seen to result in the best acceleration efficiency.

The coupling of the phase space coordinates has been inves-
tigated from the point of view of the influence on the radial
acceptance and the acceleration efficiency in the radial phase

plane of the other four phase space coordinates. It is of a par-
ticular interest to know the effects of coupling on the radial ac-
ceptance in order to adjust the radial emittance of an incoming
ion beam bunch. It has been shown that changes in ion energy
or ion phase deviation in the vicinity of optimal initial condi-
tions lead to almost linear shifts of the radial phase space el-
lipse. The radial phase space area corresponding to the excel-
lent acceleration efficiency is significantly reduced for the ion
energy smaller than the optimal. The ion phase deviation leads
to the very pronounced overall deterioration in the acceleration
efficiency, whether an ion is leading or lagging. For the phase
deviation of , the overall decrease in the acceleration ef-
ficiency is larger than 10%.

The presented detailed analysis confirms that the method pro-
posed in [12] is of a great importance for improvement of the
quality of acceleration in an isochronous cyclotron. The accel-
erating region acceptance distribution with respect to the accel-
eration efficiency allows for optimal acceleration of the most of
beam ions.

REFERENCES

[1] Y. Jongen et al., “High-intensity cyclotrons for radioisotope produc-
tion and accelerator driven systems,” Nucl. Phys. A, vol. 701, pp.
100c–103c, Apr. 2002.

[2] R. R. Johnson et al., “Advances in intense beams, beam delivery, tar-
getry, and radiochemistry at advanced cyclotron systems,” Nucl. In-
strum. Methods Phys. Res. B, vol. 261, no. 1–2, pp. 803–808, Aug.
2007.

[3] A. M. J. Paans, “Compact cyclotrons for the production of tracers and
radiopharmaceuticals,” Int. J. Nucl. Res. NUKLEONIKA, vol. 48, no.
Suppl. 2, pp. s169–s172, 2003.

[4] M. Duval, M. P. Bourgarel, and F. Ripouteau, “New compact cyclotron
design for SPIRAL,” IEEE Trans. Magn., vol. 32, no. 4, pp. 2194–2196,
Jul. 1996.

[5] R. E. Tribble et al., “A facility upgrade at Texas A&M University for
accelerated radioactive beams,” Euro. Phys. J.–ST, vol. 150, no. 1, pp.
255–258, Nov. 2007.

[6] R. C. York et al., “Proposed upgrade of the NSCL,” in Proc. IEEE
Particle Accelerator Conf., 1995, vol. 1, pp. 345–347.

[7] S. Kurashima et al., “Developments at JAEA AVF cyclotron facility for
heavy-ion microbeam,” in Proc. 18th Int. Conf. Cyclotrons and Their
Applications, Catania, Italy, 2008, pp. 131–133.

[8] B. N. Gikal et al., “DUBNA Cyclotrons – status and plans,” in Proc.
17th Int. Conf. Cyclotrons and Their Applications, Tokyo, Japan, 2005,
pp. 100–104.



280 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 59, NO. 2, APRIL 2012

[9] S. Brandenburg, “The superconducting cyclotron AGOR: Accelerator
for light and heavy ions,” in 1987 Proc. IEEE Particle Accelerator
Conf., Washington, DC, 1987, pp. 376–378.

[10] D. Rifuggiato, L. Calabretta, and G. Cuttone, “Ten years of operation
with the LNS superconducting cyclotron,” in Proc. 17th Int. Conf. Cy-
clotrons and Their Applications, Tokyo, Japan, 2005, pp. 118–120.

[11] M. Fukuda et al., “Design studies of the K900 JAERI superconducting
AVF cyclotron for the research in biotechnology and materials sci-
ence,” in Proc. 16th Int. Conf. Cyclotrons and Their Applications, New
York, 2001, pp. 189–191.
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Constant Speed Parametrization Mapping of Curved
Boundary Surfaces in Higher-Order Moment-Method

Electromagnetic Modeling
Milan M. Ilić, Member, IEEE, Slobodan V. Savić, Andjelija Ž. Ilić, Member, IEEE, and

Branislav M. Notaroš, Senior Member, IEEE

Abstract—A constant speed parametrization (CSP) mapping of
boundary surfaces is proposed for moment-method analysis of an-
tennas and scatterers, along with its approximation using large
higher-order Lagrange-type curved quadrilateral patches. The im-
portance of the proper placement of interpolation nodes that en-
sures minimum mapped parametric space distortion (arc-length
parametrization) is explained and demonstrated on simple exam-
ples. The CSPmapping results in on average five times lower radar
cross section (RCS) error for a spherical scatterer than with the
ray casting (central projection) parametrization mapping. The ex-
tension of the CSP concept to arbitrary surfaces is illustrated in
modeling of the double-ogive target.

Index Terms—Curved parametric elements, electromagnetic
analysis, geometrical mapping, higher-order modeling, moment
methods, scattering.

I. INTRODUCTION

R ELATIVELY recently, the computational electromag-
netics (CEM) community has started to extensively

investigate and employ curvilinear elements for geometrical
modeling of antennas and scatterers [1]–[9] because they offer
greater modeling flexibility and enable larger elements to be
used in meshes of arbitrary structures, particularly when com-
bined with higher-order basis functions for currents and fields.
Most frequently used curved parametric elements for CEM
modeling by far are those involving polynomial parametriza-
tion (e.g., Lagrange interpolating polynomials, Bézier curves,
and splines) [1]–[7], but more complex parametrization based
on rational polynomial functions (e.g., rational Bézier curves
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and nonuniform rational B-splines or NURBS) has also been
adopted in a number of works [8], [9]. Rational polynomial
parametrization allows exact modeling of all conical sections
(e.g., a circle) and can ensure constant surface tangents across
element interconnects, but it comes at the cost of more complex
implementation and impairing the overall polynomial structure,
and thus the resulting opportunities for efficient nonredundant
calculations of field integrals and generalized impedances
(inner products) [3], when polynomial basis functions in para-
metric coordinates are used.
However, practically all works in curvilinear CEM mod-

eling focus on definitions and implementations of particular
basis functions on curved elements, as well as on evaluations
of associated generalized impedances, i.e., integrals in the
curvilinear space, and it appears that none of them address the
problem of how to actually position the interpolation (control)
nodes that guide the geometry of curved elements. On the
other hand, the mapping from the element parent domain to its
curvilinear form, typically done by some kind of projection,
can be performed in an infinite number of ways. This problem,
which apparently has not been adequately investigated and
documented by CEM researchers, turns out to be especially
important when higher-order large curvilinear elements are
constructed and applied (e.g., Lagrange elements of orders
higher than two, when more than three interpolation nodes per
edge drive the element geometry).
This letter focuses on Lagrange-type generalized parametric

quadrilaterals as basic geometrical boundary elements in the
method of moments (MoM) analysis of metallic and dielec-
tric antennas and scatterers within the surface integral equa-
tion (SIE) approach [3] and points out the importance of proper
placement of interpolation nodes such that the resulting map-
ping introduces the least amount of parametric coordinate dis-
tortion in the mapped domain, i.e., it keeps the differential arc
lengths as constant as possible at all points of the mapped sur-
face. The goal of this work is to introduce the constant speed
parametrization mapping of MoM-SIE surfaces and its approx-
imation using large Lagrange quadrilateral patches, and to ex-
plain and emphasize the importance, in general, of achieving
the constant speed parametrization (arc-length parametrization)
along the surface coordinate lines, in an exact or approximate
fashion, in order to obtain final analysis results with the best
possible accuracy, considering the degrees of freedom used to
describe the geometry. Note that an interesting example of a
CEM application of the arc-length parametrization can be found

1536-1225/$26.00 © 2011 IEEE
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Fig. 1. Parent-line to parametric-curve mapping for (a) an arbitrary curve and
(b) a quarter of a circular arc.

in [10], where it is adopted in the context of directivity and
impedance optimizations of planar curved wire antennas. This
letter also derives simple formulas for the exact mapping of
parent line segments and squares to circular arcs and spherical
sections, respectively, which result in uniformly or almost uni-
formly spaced interpolation nodes in the projected domain, thus
keeping the least amount of distortion, and which, in that re-
spect, differ from conventional mapping formulas based on the
central projection parametrization (ray casting). Furthermore,
it demonstrates the general applicability of the constant speed
parametrization (CSP) mapping to more complex curved sur-
faces by positioning the Lagrange interpolation nodes so that
the equidistant points in the parent domain are also equidis-
tant along the corresponding projected arcs in the child domain
through a numerical solution to a set of resulting CSP equations
in the parametric space.

II. RAY CASTING AND CONSTANT SPEED PARAMETRIZATION
GEOMETRICAL MAPPINGS

Consider an arbitrary curve that needs to be parametrized for
the purposes of CEM simulation, as shown in Fig. 1(a). To this
end, we start from the parametric equation for the line segment
in the parent domain, , , ,
and seek a transformation in the form .
Conventionally, the mapping of the line segment is done by pro-
jecting it onto the curve with the common center as the projec-
tion center (an analogous procedure for square-to-surface map-
ping is given in [11] and [12]). This type of mapping can be
referred to as the ray-casting parametrization (RCP) mapping,
given the analogy with ray-casting applications in computer
graphics [13], [14]. Applied to a quarter of a circular arc of ra-
dius , shown in Fig. 1(b), the RCP mapping is then easily de-
rived as

(1)

and the rate of change of differential arc lengths on the

curve comes out to be
, so that it can be clearly seen in the right-hand half

of Fig. 1(b) that the RCP yields nonequidistant projections of
parent interpolation nodes ( ). However, we introduce
here a different mapping, as depicted in the left-hand half
of Fig. 1(b), where the interpolation node at is
mapped to the middle of the left-hand half of the arc, which

Fig. 2. Geometrical modeling of an eighth of a circular arc based on approx-
imations of the RCP and CSP mappings, respectively, using second-order La-
grange parametric curves. Distances between interpolation nodes according to
RCP and CSP mappings are also indicated.

results in uniformly spaced nodes on the parametric curve. The
associated transformation is given by

(2)

for which is constant. We call this type of map-
ping the CSP mapping, as the speed with which the mapped
point traces the curve, expressed in terms of the parameter ( ),
is constant along the curve (for ).
To demonstrate the difference resulting from approximations

of the mappings in (1) and (2) by Lagrange elements, we model
the left-hand half of the circular arc in Fig. 1(b) by a second-
order ( ) Lagrange curve using three equidistant interpo-
lation nodes obtained by RCP and CSP mappings, respectively,
and plot the results in Fig. 2. It can be seen that the CSP curve
approximates the arc geometrically almost exactly, whereas the
RCP curve deviates from it, albeit only slightly. Thus, it is to be
expected that anymodels with the CSPmappingwill yield better
results. Furthermore, the computed is much more uni-
form for the CSP curve. Hence, in addition to a higher geomet-
rical accuracy, we expect better solutions with the CSP mapping
than with the RCP one because the surface-current densities in
MoM modeling are expressed as functions of coordinates in the
parent domain, i.e., and (on generalized quadrilaterals), in
which integrations and testing are performed as well, and with
respect to which the approximation of the CSP mapping intro-
duces less distortion.
We next consider mapping from a square parent domain to

one-sixth of a sphere (of radius ). The exact RCP mapping,
found analogously to (1) [11], [12], is illustrated in the left inset
of Fig. 3, where similar problems as in Fig. 1 with distortion of
the projected parametric space are observed. The use of the CSP
mapping, with keeping the points uniformly distributed along
the corresponding parts of the two great circles on the spherical
patch, again can overcome the problems. As a generalization of
(2), the resulting exact CSP mapping is given by

(3)

and this is depicted in the right inset of Fig. 3.
In general, explicit analytical expressions for the CSP map-

pings are difficult or impossible to find. Instead, positioning the
Lagrange interpolation nodes such that the equidistant points in
the parent domain are also equidistant along the corresponding
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Fig. 3. MoM-SIE analysis of a dielectric ( ) spherical scatterer (six
quadrilaterals, , and ), using RCP and CSP
mapping models: absolute relative RCS error averaged over multiple values of

versus the number of integration points in the Gauss–Legendre formula
(with details of RCP and CSP square-to-surface mappings depicted in the in-
sets).

projected arcs in the child domain is sufficient and can be car-
ried out numerically along an arbitrary parametric line, as will
be demonstrated in an example in Section III.
Finally, note that although the CSP mapping is presented in

this letter in conjunction with Lagrange curvilinear parametric
elements, it can as well be applied to any curve or surface
defined by mathematical equations, including those using
NURBS [15]. Namely, any curve can be reparametrized to
achieve constant speed parametrization [16], which, in general,
must be done numerically [15].

III. NUMERICAL RESULTS OF 3-D MOM-SIE EM MODELING
USING RCP AND CSP MAPPINGS

As the first example of 3-D MoM-SIE EM modeling using
RCP and CSP mapping approaches, consider a dielectric (
, ) spherical scatterer of radius in free space. The
spherical surface is modeled by means of six Lagrange quadri-
lateral patches of the fourth geometrical order ( ),
and with polynomial divergence-conforming hierarchical basis
functions [3] of order in both directions ( and
) for electric and magnetic surface current density vectors on
all patches. It is found that the CSP model, which gives accu-
rate results for the monostatic radar cross section (RCS) up to
the frequency at which , being the wavelength in the
dielectric, performs much better than the RCP model, which re-
sults in noticeable errors even starting from relatively low fre-
quencies (where ) and definitely performs poorly
at frequencies where . In addition, Fig. 3 presents
the respective percentage errors of the RCS calculation [with
respect to the analytical solution (Mie’s series)] averaged over
the frequency range up to where versus the number
of integration points (using the Gauss–Legendre integration for-
mula) in each direction of quadrilateral patches in MoM-SIE
solutions. We conclude from the figure that while both models

produce numerically stable solutions, the CSP model gives five
times lower average error in the considered frequency span.
As the second example, in order to independently identify

the sole influence of the parametrization on the solution accu-
racy, we consider a metallic square plate scatterer (of side length

m), which is geometrically exactly represented by a
flat quadrilateral. While the computed RCS at a frequency of

MHz for the CSP model (standard quadrilateral with
) agrees very well with a completely -refined

reference solution by WIPL-D, the result for a non-CSP quadri-
lateral with for whichwe offset the control points
at by m differs by 46%. The accuracy gain in
the current distribution over the plate is even more pronounced.
As the last example and a demonstration of the general ap-

plicability of the CSP mapping to more complex curved sur-
faces (arbitrarily defined by some sort of mathematical equa-
tions), we perform CSP modeling and scattering analysis of
the metallic double ogive, a benchmark target established by
the Electromagnetic Code Consortium (EMCC), at a frequency
of GHz [17]. First, the ogive is meshed (based on
geometrical equations from [17]) using 24 MoM quadrilateral
patches with , and the model appears in the inset
of Fig. 4. Next, the CSP algorithm is applied to parameter ranges

in and in, respectively. For a para-
metric line defined by , , , we stipulate that the par-
tial arc lengths between any two points are equal to one another,
and equal to of the total arc length spanned by , where
is the number of segments required within the parameter span.
This is done by numerically solving the set of equations

(4)

(5)

where in and in (the very tip
points of the two half-ogives are excluded), and
(there is a jump discontinuity at the plane), using a
standard secant method for numerical root finding and evalu-
ating all the integrals numerically as well. The solutions are
parameters arranged in the CSP manner in the -plane
( , ). On the other hand, as the ogive is
rotationally symmetric, the CSP distribution of the parameter
( ) is given by , .
Finally, interpolation nodes (that define MoM patches) are ob-
tained by substituting parameters and into geometrical
equations of the ogive in [17]. Higher-order MoM CSP results
with (total number of unknowns is 420) for the
RCS of the double ogive are compared in Fig. 4 with simulation
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Fig. 4. RCS of the metallic double ogive at GHz [17] as a function
of the azimuthal angle (the elevation angle is zero) for the horizontal ( )
and vertical ( ) polarizations, respectively: comparison of the higher-order
MoM-SIE solution using CSP parametrization with results obtained by
FEKO [18]; geometrical model with 24 curved ( ) quadrilateral
elements is shown in the figure inset.

results obtained by FEKO [18], and an excellent agreement of
the two sets of results is observed.

IV. CONCLUSION

This letter has introduced a constant speed parametriza-
tion mapping of MoM-SIE boundary surfaces in analysis of
antennas and scatterers and its approximation using large
Lagrange-type quadrilateral patches and has demonstrated the
importance of achieving, at least approximately, the constant
speed parametrization (arc-length parametrization) along the
surface coordinate lines. The proper placement of interpolation
nodes that ensures minimum mapped parametric space distor-
tion is especially important when large high-order curvilinear
elements are constructed and applied. In 3-D MoM-SIE anal-
ysis of a spherical scatterer, the CSP cube-to-sphere mapping
has resulted in on average five times lower percentage error in
RCS computations than with the ray-casting parametrization
mapping. The RCS results have confirmed all conclusions and
expectations derived from the analysis of geometrical results
in Fig. 2. Moreover, we realize that what appeared as slight
geometrical inaccuracies in the model actually translates into
rather considerable errors in the RCS, which emphasizes even
more the importance of proper geometrical mapping, namely,
CSP mapping in the higher-order MoM-SIE case. The proposed
CSP mapping concept has been extended to arbitrary curves

and surfaces (defined by some sort of parametric equations)
employing a numerical solution to a set of resulting CSP equa-
tions in the parametric space, which has been demonstrated in
3-D MoM-SIE modeling of the EMCC double-ogive target.

REFERENCES

[1] P. P. Silvester and R. L. Ferrari, Finite Elements for Electrical Engi-
neers. Cambridge, U.K.: Cambridge Univ. Press, 1996.

[2] B. M. Notaroš, “Higher order frequency-domain computational elec-
tromagnetics,” IEEE Trans. Antennas Propag., vol. 56, no. 8, pp.
2251–2276, Aug. 2008.

[3] M. Djordjevic and B. M. Notaros, “Double higher order method of mo-
ments for surface integral equation modeling of metallic and dielectric
antennas and scatterers,” IEEE Trans. Antennas Propag., vol. 52, no.
8, pp. 2118–2129, Aug. 2004.

[4] J. P. Swartz and D. B. Davidson, “Curvilinear vector finite elements
using a set of hierarchical basis functions,” IEEE Trans. Antennas
Propag., vol. 55, no. 2, pp. 440–446, Feb. 2007.

[5] G. Kang, J. Song, W. C. Chew, K. C. Donepudi, and J. M. Jin, “A
novel grid-robust higher order vector basis function for the method of
moments,” IEEE Trans. Antennas Propag., vol. 49, no. 6, pp. 908–915,
Jun. 2001.

[6] W. Ding and G. Wang, “Treatment of singular integrals on generalized
curvilinear parametric quadrilaterals in higher order method of mo-
ments,” IEEE Antennas Wireless Propag. Lett., vol. 8, pp. 1310–1313,
2009.

[7] M. S. Tong andW. C. Chew, “A higher-order Nyström scheme for elec-
tromagnetic scattering by arbitrarily shaped surfaces,” IEEE Antennas
Wireless Propag. Lett., vol. 4, pp. 277–280, 2005.

[8] E. Martini, G. Pelosi, and S. Selleri, “A hybrid finite-ele-
ment-modal-expansion method with a new type of curvilinear
mapping for the analysis of microwave passive devices,” IEEE Trans.
Microw. Theory Tech., vol. 51, no. 6, pp. 1712–1717, Jun. 2003.

[9] L. Valle, F. Rivas, and M. F. Cátedra, “Combining the moment method
with geometrical modelling by NURBS surfaces and Bézier patches,”
IEEE Trans. Antennas Propag., vol. 42, no. 3, pp. 373–381, Mar. 1994.

[10] J. Kataja and K. Nikoskinen, “The parametric optimization of wire
dipole antennas,” IEEE Trans. Antennas Propag., vol. 59, no. 2, pp.
350–356, Feb. 2011.

[11] B. M. Kolundzija and B. D. Popovic, “Entire-domain Galerkin method
for analysis of metallic antennas and scatterers,” Proc. Inst. Elect. Eng.
H, vol. 140, no. 1, pp. 1–10, Feb. 1993.

[12] B. M. Kolundzija and A. R. Djordjević, Electromagnetic Modeling
of Composite Metallic and Dielectric Structures. Norwood, MA:
Artech House, 2002.

[13] An Introduction to Ray Tracing, A. S. Glassner, Ed. San Francisco,
CA: Morgan Kaufmann, 1989.

[14] A. De Cusatis Jr., L. H. De Figueiredo, and M. Gattass, “Interval
methods for ray casting implicit surfaces with affine arithmetic,” in
Proc. 12th Brazilian Symp. Comput. Graphics Image Process., 1999,
pp. 65–71.

[15] G. Casciola and S.Morigi, “Reparametrization of NURBS curves,” Int.
J. Shape Model., vol. 2, no. 2 & 3, pp. 103–116, 1996.

[16] B. O’Neill, Elementary Differential Geometry, 2nd ed. Amsterdam,
The Netherlands: Elsevier, 2006.

[17] A. C. Woo, H. T. G. Wang, M. J. Schuh, and M. L. Sanders, “Bench-
mark radar targets for the validation of computational electromagnetics
programs,” IEEE Antennas Propag. Mag., vol. 35, no. 1, pp. 84–89,
Feb. 1993.

[18] “FEKO,” EMSoftware& Systems-S.A. (Pty) Ltd., Stellenbosch, South
Africa, 2011 [Online]. Available: http://feko.info/applications/RCS



 

___________________________ 
* The paper was presented at the Third International Conference on Radiation and Applications in Various Fields of Research (RAD 
2015), Budva, Montenegro, 2015. 
 
**andjelijailic@ieee.org   147 
 

EVALUATION OF SMF EXPOSURE FIELD LEVELS AND GRADIENTS 

OBTAINABLE USING THE 2D MAGNETIC ARRAYS
*
 

Andjelija Ž. Ilić **, Saša Ćirković, Jasna L. Ristić-Djurović 

Institute of Physics, University of Belgrade, Zemun-Belgrade, Serbia 

Abstract. Two-dimensional magnetic arrays have been proven useful as exposure setups for biomedical experiments 
with static magnetic fields. Different static magnetic field levels as well as vertical field gradients can be attained 
from these exposure setups by means of varying the geometrical parameters of an array and the type of magnetic 
material employed. Evaluation of obtainable field and gradient values has been conducted by varying one by one 
parameter. Several relevant parameters were chosen to represent the effects of input parameter changes on the 
magnetic flux density above the array. Calculations were conducted using the exact analytical expression. 

Key words: Non-ionizing radiation exposures, exposure setups, static magnetic field (SMF), two-dimensional 
magnetic arrays, parameter adjustment 

DOI: 10.21175/RadJ.2016.02.027 

1. INTRODUCTION 

Effects of electromagnetic (EM) fields on biological 
systems can be either beneficial or adversarial. Static 
magnetic fields (SMF) of low and moderate intensity 
are shown to have mainly beneficial effects, based on 
empirical and collected experimental data. Observed 
therapeutic effects include those related to treating 
arthritis [1], healing bone fractures [2], and improving 
microcirculation [3]. Mechanisms of action of SMFs 
are not yet fully understood. 

Experimental magnetic fields are generated using 
various arrangements of current coils or permanent 
magnets. Certain types of two-dimensional (2D) 
magnetic arrays have been successfully employed as 
exposure setups for SMF generation as well [4], [5]. 
The type of the array described in [4], with the 
magnetic axes of individual magnets equally oriented 
and perpendicular to the array’s surface, produces the 
slowly decreasing magnetic field. In the considered 
case, individual magnets were distributed across a flat 
surface periodically at equal distances xd and yd in two 
orthogonal directions. The dominant field component 
is perpendicular to the surface of the array and an 
order of magnitude larger than other magnetic field 
components, provided that individual magnets are not 
too sparsely placed across the surface. Magnetic flux 
density variation in planes parallel to the array’s 
surface is significantly smaller than the field decrease 
with distance from the surface. This allows for the 
definition of the field gradient perpendicular to the 
array’s surface. This exposure setup therefore produces 
inhomogeneous magnetic field whose magnetic flux 
density as well as gradient vary predominantly in the 
direction perpendicular to the array’s surface, with very 
slight variations in planes parallel to the surface. This 

configuration enables studying the effects of both 
magnetic flux density and its gradient. 

Different SMF field levels as well as field gradients 
can be attained by means of varying the geometrical 
parameters of an array and the type of magnetic 
material employed. We investigate the effects to the 
magnetic flux density and its gradient of varying 
several parameters, with the aim to define the range of 
SMF exposure field levels and gradients available for 
conducting experiments. 

2. TWO-DIMENSIONAL MAGNETIC ARRAYS WITH EQUALLY 

ORIENTED MAGNETIC MOMENTS OF ARRAY ELEMENTS 

In the investigation of obtainable exposure field 
levels and gradients we assume an array of N-by-N 
identical square cross-section magnets, equally spaced 
on a flat horizontal surface and kept in place by a 
non-magnetic substrate. We assume equal and vertical 
orientation of magnetic moments of all magnets. Were 
the magnets mounted on a ferromagnetic plate instead, 
similar analysis would apply, with the height of the 
magnets doubled due to the image theorem.  

x

y

z

y xd = dxd b a=

a

h

 
Figure 1. Two-dimensional magnetic array 
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Vertical axis is denoted as the z-axis and the whole 
array is assumed to be symmetrical with respect to the 
x- and y-direction, as shown in Fig. 1. Rows of magnets 
are parallel to the x-axis, with the magnet centers 
spaced by xd. Distance between the adjacent rows is yd 

= xd. Magnetic flux density distribution at the array’s 
surface varies periodically from negative to positive Bz, 
since the magnetic flux lines partially close between the 
adjacent elements. With the increase in height, z, above 
the array’s surface the majority of the magnetic flux 
lines add up together to form a resultant magnetic flux 
density Bz. Above a low-limit height for conducting 
experiments, z = z0, magnetic flux density is positive 
everywhere except for the stray field above the array 
edges. With the further increase in height, magnetic 
flux density variation in horizontal planes decreases. 
We define parameter z1% , as the height above the array 
above which field variation in the horizontal planes is 
less than 1%, and Bz, 1% as the corresponding mean 
magnetic flux density. Magnetic field vertical gradient 
decreases with height as well, with magnetic field 
decrease almost linear at larger heights. 

Basic properties of several magnetic materials most 
commonly used for permanent magnets [6], [7] are 
listed in Table 1. Material remanent magnetization, Br , 
and Curie temperature, TC, as well as the maximum 
energy product, (BH)m , must all be accounted for 
when choosing the right magnets for a particular 
application. Improved energy product is accompanied 
by the increased cost of permanent magnets, ranging 
from about 5 USD per kg for ferrites (BaFe12O19), to 
about 50 USD/kg for Alnico, and to about 120 USD/kg 
for samarium-cobalt and neodymium magnets [8]. 
High quality neodymium magnets are more expensive, 
up to about 200 USD/kg. Remanent magnetic flux 
density corresponds to bulk material, i.e., to a piece of 
material very long in the direction of magnetization. It 
is related to the magnetization per unit density, Mr , by 
the equation Br = µ0�ρ�Mr , where ρ represents the 
material density. Considering equivalent surface 
currents resulting from magnetization and real magnet 
dimensions, actual magnetic flux density is obtained 
analytically. For the magnetization in the z-direction, 
four vertical sides of each magnet can be replaced by 
the current sheets carrying the surface current density 
JmS = ρ�Mr . 

Vertical component of the magnetic flux density, 
Bz(x,y,z), is calculated as the sum of the contributions 
of all vertical sides of all the magnets comprising the 
array. For a single square cross-section magnet of side 
length a and height h magnetic flux density is given by: 
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In the above, x1 and y1 are the distances, measured in 
the direction of x-axis and y-axis, from the magnet 
center to the field point. Magnet side is denoted by k, 
numbers 1, 2, 3 and 4 corresponding to the negative 
x-axis, negative y-axis, positive x-axis and positive 
y-axis with respect to the magnet center. Square 
brackets stand for the integer division. Point of current 
entrance into the current sheet corresponds to tp = 0, 
and the point of current exit to tp = 1. Indices tq = 0 
and tq = 1 denote the bottom surface or the top surface 
of the magnet. Derivation of the above equation, as well 
as the expressions for x-component and y-component 
of the magnetic flux density, are given in [4]. It has 
been shown in [4] that the Bz field component is 
dominant. Therefore, this evaluation considers only the 
dominant field component. 

Table 1. Basic properties of typical commercial magnetic 
materials  

Material Br (T) 
(BH)m 
(kJ/m3) 

TC (°C) 
Mr 

(Am2/kg) 
Jms 

(A/m) 
BaFe12O19 0.40 34 450 65.0 318.3 
Alnico 1.25 43 860 142.1 994.7 
SmCo5 0.88 150 720 85.4 700.3 
Sm2Co17 1.08 220 820 102.3 859.4 
Nd2Fe14B 1.28 300 400 135.8 1018.6 

3. RESULTS AND DISCUSSION 

The surface current density, JmS , enters the 
magnetic flux density equation as the multiplicative 
factor to scale the expression depending exclusively on 
the geometrical parameters of an array. Therefore, for 
a fixed given geometry of an array, difference in the 
achieved field levels for different magnetic materials 
corresponds to the ratio of remanent magnetization of 
materials. This is illustrated by the example shown in 
Fig. 2, where moderately sized magnets (a = 8 mm, 
h = 5 mm) were arranged with the gap between every 
two magnets equal to the magnet length a (kd = 1). 
Please note that the parameter kd is introduced as the 
ratio of the gap size to the magnet size. Corresponding 
center-to-center magnet spacing equals xd = (kd+1)�a. 
Number of individual magnets in a row is taken equal 
to N = 15 in this as well as in the all other examples. 
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Figure 2. Magnetic flux density along the magnet axis, along 
the magnet gap axis, and mean magnetic flux density in 
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horizontal planes above the array, for magnetic materials 
listed in Table 1 (a = 8 mm, h = 5 mm, xd = 16 mm) 
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Figure 3. Influence of the magnet side length, a, on several 
parameters describing the magnetic field above the array, 
with the relative spacing between the magnets kept fixed at 
half the side length (upper plot) and whole side length (lower 

plot) 

In Fig. 2, magnetic flux density at the vertical axes 
through the magnet centers is represented by the 
dashed lines, and the one between every four magnets 
(axes where the x-spacings and y-spacings cross) is 
shown by the dash-dot-dot lines. Mean magnetic flux 
density in horizontal planes above the array is well 
approximated as the average of the two (depicted by 
the solid lines). Up to some low-limit height magnetic 
flux density along the magnet gap axis is negative as 
the flux lines close between the magnets. At the same 
height, right above the magnets the field is strong, so 
that all in all next to the surface the field intensity is 
strong, direction of magnetic flux lines alternates, and 
field gradients are very pronounced. After the limiting 
height, z0, magnetic flux densities above the magnets 
and between the magnets start converging to fast reach 
the height where the field variation everywhere in the 
horizontal planes lies below 1% of the mean field level 
in that plane. For the considered example, magnetic 
flux density is positive everywhere above the plane 
z0 = 10.2 mm. The 1% threshold is z1% = 24.0 mm, and 
the Bz value for the strongest neodymium magnets at 

that height equals Bz, 1% = 5.5 mT. In this particular 
example, field further decreases almost linearly. 

Having in mind average mice height of about 
30 mm, experimental volume for in vivo experiments 
can be taken from the height of about 25 mm to 

55 mm. For in vitro experiments, a range of different 
field intensities is available by appropriate placement 
of specimens at different heights above the array. Mean 
magnetic flux density and its mean gradient in the 
experimental volume are determined by field averaging 
between the two limiting horizontal planes. 
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Figure 4. Influence of the gap size, kd�a, between the two 
neighboring magnets on the parameters describing the 

magnetic field above the array 
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Figure 5. Mean magnetic flux density and its mean gradient 
for the fixed center-to-center magnet spacing of xd = 12 mm, 

for different ratios a versus kd�a, for two magnet heights h 

Since the amount of data that could be depicted in 
Fig. 3 and Fig. 4 is limited, three heights, z = 30 mm, 
z = 40 mm, and z = 50 mm, were chosen to represent 
field variations resulting from the changes of input 
parameters. 

Provided that the height of the magnets is relatively 
small with respect to the size of an array in lateral 
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directions, doubling the magnet height results in twice 
the magnetic flux density. Height of the magnets can 
therefore be used to adjust the field levels. If the more 
homogeneous magnetic flux density is desired for the 
experiment, one magnetic array is placed below the 
experimental volume, and the other one on top. 
Resultant magnetic flux density is fairly homogeneous. 
Height of the magnets in Fig. 3 and Fig. 4 is fixed at 
h = 5 mm and in Fig. 5 it is compared with h = 10 mm. 

Data presented in Fig. 3 analyze what are the effects 
to the field of the changes in magnet side length, a. The 
ratio gap size versus magnet size is kept fixed at 
kd = 0.5 (upper plot) and kd = 1 (lower plot). Both the 
low-limit height z0 and the 1% threshold z1% show 
linear dependence on the lateral size of the magnets. 
Magnetic field is higher and the two limiting heights, z0 
and z1%, are lower for the smaller magnets. Data shown 
in Fig. 3, Fig. 4 and Fig. 5 correspond to Nd2Fe14B 
magnets. For other types of magnetic materials, data 
need to be scaled by the relative ratio of remanent 
magnetizations. 

Parameters of interest are presented in Fig. 4 as a 
function of kd, with the fixed values of other input data. 
Size of the magnets is kept at moderate a = 8 mm. 
Similar conclusions are drawn as in the previous 
example – smaller magnet spacing results in the 
stronger and higher quality magnetic field (in terms of 
field homogeneity in horizontal planes). 

Figure 5 shows mean magnetic flux density and its 
mean gradient for the fixed center-to-center magnet 
spacing of xd = 12 mm, value of xd resulting in almost 
constant gradient about 40 to 48 mm height. Magnetic 
flux density decrease in that case shows the least 
variation from the linear one inside the experimental 
volume recommended for in vivo experiments (25 to 
55 mm height above the array). It is demonstrated that 
the increase in height of the magnets results in almost 
the same relative increase in field intensity. 

4. CONCLUSIONS 

Generic example of the symmetrical two-dimen-
sional magnetic array has been studied using the 
analytical expressions describing the magnetic flux 
density above the array. Evaluation of obtainable static 
magnetic field levels as well as vertical field gradients 
has been conducted by varying one by one parameter. 

Input parameters comprised magnet size and spacing 
(the geometrical parameters) and the type of magnetic 
material used. The collection of data and results 
presented can be used for preliminary design of 2D 
magnetic arrays. 
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Abstract – In this paper, a detailed comparison of modal 

electromagnetic field distribution in two canonical microwave 

cavities, obtained via analytical and recently introduced 

numerical approaches, is presented and discussed. While the 

analyzed problems, namely, those of a spherical cavity and a 

ridged cavity are relatively simple, they still provide valuable 

benchmarks for novel numerical methods, allowing for early 

estimates of accuracy, efficiency, and convergence properties of 

the method. Furthermore, study of field distributions may 

provide useful insights about strengths and weaknesses of the 

approximating vector spaces which are otherwise not possible.  

Keywords – Microwave cavities, Higher order finite element 

method, B-spline solid modeling, Eigenfrequency, Eigenfield. 

I. INTRODUCTION

Error estimates are a very important part of any kind of 

analysis performed in a modern electromagnetic (EM) 

engineering practice, especially for widely accepted methods 

such as finite element method (FEM) [1]. These kinds of 

estimates are also needed for all novel methods, whose 

properties are not yet studied in detail. Modern computational 

EM is largely oriented toward higher order methods, excellent 

survey of which can be found in [2]. Unfortunately, higher 

order methods require much more involvement from 

practicing engineers. Therefore, success (or failure) of EM 

engineering projects will still often be strongly determined by 

proficiency of practicing engineers in adequate formulation of 

the problem, i.e., use of sufficient number of details during 

geometrical modeling and meshing, setting reasonable 

prescribed accuracy, and interpretation of obtained numerical 

results. These skills are best honed by performing FEM 

known problems, which present reasonable amount of 

difficulties encountered in practice (such as curved geometry, 

singular fields) but are not overwhelming. It is therefore 

desirable for any novel method, to be tested on well 

understood, but not trivial problems. With this in mind, the B-

spline method for efficient analysis of three dimensional (3-D) 

microwave cavities, recently introduced in [3], was tested in 

terms of accuracy and efficiency. Testing of accuracy was 

taken beyond the usually performed eigenvalue test, and also 

includes testing of eigenfield solution. The analyzed method 

enables completely independent higher order modeling of 

both geometry and electromagnetic fields; the geometry 

modeling is done using trivariate B-splines (by exploiting 

their excellent approximation capabilities), while the field 

modeling is done using hierarchical higher order polynomial 

vector basis functions [4] (thus enabling very accurate and 

efficient approximation of fields). It is worth noting that while 

some other methods for geometry modeling may represent 

some forms of geometry more accurately ( for example 

rational Bézier curves and non-uniform rational B-splines or 

NURBS [5], [6] can model conic sections exactly), they may 

also require specialized quadrature rules when used in 

numerical EM. 

In this paper, we revisit the B-spline FEM modeling 

introduced in [3] and give additional insight in the 

convergence of the modal field solutions. Section II of the 

paper presents the B-spline modeling of solids in general as 

well as details of solid modeling of spherical and ridged 

cavity in particular. In Section III, the FEM field-expansion 

basis functions are described. In Section IV, numerical results 

are discussed including analysis of modal field distributions.   

II. B-SPLINE SOLID MODELING 

Presentation in this Section mainly follows [3] regarding 

general B-spline solid modeling, with additional details on 

analyzed examples of the spherical and the ridged cavity.  

A. Univariate B-splines 

Since solid modeling requires utilization of trivariate 

splines, and they are defined using univariate splines, some 

basic univariate splines definitions are in place. Note 

however, that while univariate spline definitions that will be 

given below are constructive in nature, i.e., they describe one 

possible algorithm for construction of splines, it is more 

advisable to implement more stable and efficient algorithms 

[7]. We use the following recurrent formula to define the B-

spline functions: 
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where ni ≤≤0 , 0>n , and ( )mnuuuU +,,,= 10 �  is a non-

decreasing sequence of real numbers. U is called the knot 

vector of the corresponding spline family, and can be used to 

flexibly increase or decrease the number of splines and 

continuity of splines over knot vectors with multiplicities. 

Multiplicities, i.e., repetition of knots in knot vector, can lead 

to non-defined terms in Eq. (1), and if division by zero should 

occur when algorithm from Eq. (1) is followed, that term is 

replaced by zero. The function Bi,m(u) is called the i-th B-

spline of order m and degree m-1 with respect to the knot 

vector U . The following equations hold for a standard 

clamped uniform knot vector: 

,1 ,2

and    , ,1=     ,10 ,0

mninmnu

nimmiumiu

i

ii

+≤≤++−=
≤≤+−−≤≤=

 (2) 

where the term “uniform” refers to uniform spacing between 

internal knots, and the term “clamped” is due to end knot 

multiplicities.  

B. Trivariate Splines and Hexahedron Parametrization 

Using previously defined univariate B-splines, we can 

define a parametric hexahedron introducing a mapping 

),,(),,(: zyxwvu →r
, 

[ ] [ ] [ ]1,11,11,1),,( −×−×−∈wvu

(cubical parent domain), such that it is interpolatory at the 

specified points of the global Cartesian space. To simplify the 

parameterization (without loss of generality) we employ the 

same order of B-splines ( mmmm wvu === ) and the same 

knot vectors in all directions. A point within a hexahedron is 

thus defined by 
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where mkmjmi BBB ,,, ,,  are the splines over the same knot 

vector and kji ,,C  are the position vectors of the control 

points, found by solving the following system of equations: 
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where 3)1( += nK , and with lr  and ),,( lll wvu  being the 

(global) position-vectors of the interpolation points of the 

solid and their (local) parametric coordinates, respectively. 

Note that other parameterization formulations are also 

possible (but slightly less simple). For example, Eq. (4) can be 

modified to include various additional conditions, such as 

prescribed tangent at certain points, etc. The choice of 

interpolation points and a knot vector depends on the 

particular solid that needs to be parameterized, and will be 

presented next. 

C. Solid Modeling of the Spherical and Ridged cavity 

Spherical cavity can be modeled as a solid in a number of 

ways (even when restriction to B-spline solid modeling is 

made). Note however, that utilization of polynomial models 

(or piece-wise polynomial) models are preferred, since 

rational functions would require specialized quadrature 

algorithms. We opted for the method described in previous 

section, with the choice of parametric and Cartesian points 

given by a simple analytical mapping [3]. This way, it is 

possible to have tunable geometrical accuracy, which is very 

important, especially when doing pointwise comparisons of 

the field quantities. Two solid spline models were used for the 

cavity, a more “crude” model, having only 125 interpolation 

points ( 4=n ), and geometrically refined model, having 

1,000 interpolation points ( 9=n ).  

Fig. 1 shows the spline functions used in the first model of 

the spherical cavity and parametric coordinate lines in the w=0 

cut. 
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                          (a)                       (b) 

Fig. 1. (a) B-spline functions of order m = 5 used for the entire-

domain modeling of a spherical cavity with the flat knot vector 

)1,1(−  and (b) u-v coordinate lines in the w=0 cut 

Note that both models are very precise and that visual 

inspection would not reveal any difference between the two. 

However, as we will show, eigenfield calculations are very 

sensitive and will reveal considerable differences between the 

two models. 

Geometrical modeling of the ridged cavity is significantly 

simpler, partly because the cavity is swept geometry. Since, 

for simplicity, we use the same spline family in all three 

parametric directions, and 4 points are needed to describe the 

ridge, we will need a total of 4
3
=64 interpolation points. Fig. 2 

shows the interpolation points in one w-cut and the spline 

family used in all three parametric directions. 

    
                       (a)                              (b) 

Fig. 2. (a) Interpolation points in one w-cut and (b) B-spline family 

adopted for parameterization of the ridged cavity 
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These two examples clearly show flexibility of B-spline 

modeling, as both arbitrary order and arbitrary number of 

functions can be used along a parametric direction.   

III. FIELD EXPANSION 

Approximation of electric field is given (within each 

hexahedral element) as: 

e
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where e
lf are higher order vector basis functions with a total 

of eN  unknown field-distribution coefficients e
lγ  in the 

element. The basis functions are curl-conforming hierarchical 

polynomials of arbitrary field-approximation orders e
uN , e

vN , 

and e
wN  ( e

uN , e
vN , e

wN ≥  1) in the e-th element, which, for 

the reciprocal u-directed field vector, are given by: 
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where 
eℑ  is the Jacobian of the covariant transformation, and 

e
ua , e

va , and e
wa  are the unitary vectors along the parametric 

coordinates of the element and analogously for the v- and w-

directed basis functions. 

Field-expansion orders e
uN , e

vN , e
wN  in Eq. (6) are 

entirely independent from each other, and can be combined 

independently for the best overall performance of the method. 

Furthermore, because the basis functions are hierarchical 

(each lower-order set of functions is a subset of all higher-

order sets), all of the parameters can be adopted 

anisotropically in different directions within an element, and 

nonuniformly from element to element in a model. Note that 

indices from Eq. (6) are “collapsed” into one index in Eq. (5). 

This  scheme is commonly used when members of a set must 

be accessed in linear fashion. One well known example is 

from computer science when multidimensional arrays must be 

arranged in a linear sequence in memory. 

It is interesting to note that basis functions defined by 

Eq.(6) can be classified into several different groups which 

play different role in FEM formulation. The first group 

consists of functions which have tangential component that 

vanishes on the element boundaries. In electric field 

approximation they do not directly participate in enforcement 

of boundary conditions. The hp-FEM literature commonly 

referes to these functions as the bubble functions. The second 

group consists of functions which have non vanishing 

tangential component on element boundaries, and are known 

as the face functions. These functions participate in 

approximation of boundary conditions. Note that with 

functions defined in Eq. (6) it is sufficient to enforce 

continuity of face functions, and no special algorithms need to 

be devised for edge, face, and vertex functions.   

After Galerkin testing procedure, details of which can be 

found in [3], a generalized eigenvalue problem is obtained. 

Eigenvalues and eigenvectors (which come in form of 

coeeficients in Eq. (5)) are obtained as a solutions. Modal 

eigenfield is than easily obtained from Eq. (5). 

IV. NUMERICAL RESULTS

For cavity problems, it is usually most important to obtain 

eigenfrequencies as accurately as possible. However, modal 

fields are also of interest. In the FEM algorithms the 

convergence is usually evaluated by comparison of S-

parameters (for driven solutions), changes in overall scattering 

energy (for incident wave problems) or resonant frequencies 

(for eigenmode solutions) from pass to pass [8]. These 

quantities represent the results of the model as a whole, and 

usually converge more rapidly, i.e., with fewer unknowns, 

than the approximation of fields at individual points. 

However, it is interesting to study convergence of field 

solutions along with the convergence of eigenvalues, in order 

to gain better insight into needed number of unknowns, i.e., 

order of approximation, for specified accuracy. It is not 

uncommon for inexperienced engineers to set the prescribed 

accuracy too high, therefore considerably lengthening 

simulation times without any real benefit. 

The electric field distribution for the dominant spherical 

mode obtained by the analytical solution [9] and by the entire 

domain B-spline solution, is given in Figs. 3 and 4, 

respectively. The field solutions are plotted directly from the 

computed corresponding eigenvectors, thus they are 

practically identical except for the difference in the 

eigenvector normalization (which is understandable) and 

except near the sphere “edges” (Fig. 4) where the entire-

domain B-spline model has a discontinuous tangent (which is 

also easily appreciated and can be improved by adopting 

higher order geometrical model or h-refinement). 

               (a)                         (b)                (c) 

Fig. 3. Analytical solution: magnitudes of (a) x-, (b) y- and (c) z-

components of the electric field for the first 

mode

            (a)                         (b)                (c) 

Fig. 4. B-spline solution (108 unknowns, “crude” geometry model): 

magnitudes of (a) x-, (b) y- and (c) z-components of the electric field 

for the first mode 
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Note that, in this case, any attempt to quantify the error of the 

field distribution throughout the element volume would be 

strongly biased by the significantly higher errors near these 

“edges”. 

However, to establish an estimate of the accuracy and 

convergence of the solution of the electric field, when the 

number of unknowns is increased (by p-refinement), we 

compute the RMS error of the magnitude of the B-spline field 

solution relative to the analytical solution for the two models 

of spherical cavity in 1,016 and 1,736 surface points for the 

crude and refined models, respectively. Numerical results for 

the RMS error of the dominant mode eigenfield for the two 

solid models, along with the average eigenfrequency error for 

the first 11 modes, are given in Table I. 

Results from Table I can be interpreted in the following 

way. Looking at the convergence of the eigenfrequencies, it is 

clear that both models have excellent convergence, i.e., error 

decreases monotonically and rapidly with the increase of the 

number of unknowns. Situation is less clear regarding modal 

field convergence. 

TABLE I 

ERROR IN CALCULATING EIGENFREQUENCY AND MODAL FIELD 

IN A SPHERICAL CAVITY

 |Error| [%] 

  Average eigenfrequency error (11 modes) 

Crude model 2.8666 0.2011 0.1098 0.0501 

Refined model 2.8179 0.1470 0.0661 0.0097 

RMS error in modal field (1st mode) 

Crude model 20.79 20.60 40.63 17.30 

Refined model 10.29 9.70 5.11 5.08 

Unknowns 108 240 450 756 

It is evident that the error in modal field is several orders of 

magnitude larger than the error in eigenfrequencies. Also, 

with the refined model, the convergence is monotonic. On the 

other hand, the crude model shows high error despite 

excellent eigenvalue convergence. This can be attributed to 

the offset between the ideal spherical cavity used for exact 

analytical solution, and crude spline model of the sphere. 

Hence, there is effectively a significant mismatch of points 

when point-by-point comparison of fields is applied in 

presence of the rapidly changing fields (as can be seen from 

Figs. 3 and 4). 

The ridged cavity (see [3] for more detailed figure of the 

cavity), is less grateful for comparison of modal field 

solutions because there is no readily available analytical 

solution. Hence, for the ridged cavity example, the B-spline 

solution and the reference numerical HFSS solution, for the 

dominant mode electric field distribution, are presented in the 

large number of sampling points in Fig. 5, where very similar 

distributions of fields can be observed. This is also confirmed 

by Fig. 6, where magnitude of the field is again plotted, but 

without 3D positional data, in order to include internal points 

in the comparison. Table II shows the relative error of the 

computed resonant free space wave number k0 for the first 9 

resonant modes. 

                              (a)                           (b) 

Fig. 5. Magnitude of the electric field of the first mode of the ridge 

taken in the large number (27,000 points) of sampling points: (a) 

HFSS and (b) B-spline solutions 

As for the modal field solution, RMS “error” for the first 

mode is 28.88%, when calculated in 27,000 volume points. 

This is again several orders of magnitude larger than the error 

in computed eigenfrequencies. This can be attributed to the 

fact that p-refined basis functions used in B-spline model are 

too smooth to model the field near reentrant corners of the 

ridge, where the field is theoretically singular. Furthermore, 

since there is no available exact solution, quantification of the 

error strongly depends on the HFSS solution (and its 

convergence properties, number of adaptive passes, and initial 

mesh seeding).  
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                           (a)    (b) 

Fig. 6. Plot of magnitude of the electric field of the first mode of the 

ridge, without 3D positional data, a) HFSS, b) B-spline 

TABLE II 

ERROR IN CALCULATING 0k IN THE RIDGED CAVITY 

Mode 
HFSS 

0k ][cm 1−
B-spline 

|Error| [%] 

Unknowns 3,017 t 276 

1 5.091 0.0393 

2 7.469 4.0969 

3 7.853 0.4202 

4 7.878 5.0774 

5 8.019 3.8035 

6 8.863 2.6853 

7 8.9 4.3820 

8 9.087 6.8119 

9 10 3.9000 

V. ACKNOWLEDGEMENTS

This work was supported by the Serbian Ministry of 

Education, Science, and Technological Development under 

grants ON171028 and TR-32005. 



Mikrotalasna revija Septembar 2013. 

  30

REFERENCES

[15] J. M. Jin, The Finite Element Method in Electromagnetics, 2nd 

ed., John Wiley & Sons, New York, 2002. 

[16] B. M. Notaroš, “Higher order frequency-domain computational 

electromagnetics,” IEEE Trans. Antennas Propag., vol. 56, pp. 

2251–2276, 2008. 

[17] M. D. Davidovi�, B. M. Notaroš and M. M. Ili�, “B-spline 

entire-domain higher order finite elements for 3-D 

electromagnetic modeling,” IEEE Microwave and Wireless 

Components Letters, vol. 22, no. 10, pp.497–499, 2012. 

[18] M. M. Ili�, B. M. Notaroš, “Higher order hierarchical curved 

hexahedral vector finite elements for electromagnetic 

modeling,” IEEE Trans. Microw. Theory Techniques, vol. 51, 

1026–1033, 2003. 

[19] L. Valle, F. Rivas and M. F. Cátedra, “Combining the moment 

method with geometrical modelling by NURBS surfaces and 

Bézier patches,” IEEE Trans. Antennas Propag., vol. 42, pp. 

373–381, 1994. 

[20] R. Coccioli, G. Pelosi and S. Selleri, “Optimization of bends in 

rectangular waveguide by a finite-element genetic-algorithm 

procedure,” Microw. Opt. Techn. Let., vol. 16, pp. 287–290, 

1997. 

[21] L. A. Piegl, W. Tiller, The NURBs Book, Springer-Verlag, 1997. 

[22] HFSS ver. 11, Ansoft Corporation, Pittsburgh, PA, 2007. 

[23] R. F. Harrington, Time-Harmonic Electromagnetic Fields, 

Wiley, 2001. 



Telfor Journal, Vol. 3, No. 2, 2011. 121

  
Abstract — A novel higher order entire-domain finite 

element technique is presented for accurate and efficient full-
wave three-dimensional analysis of electromagnetic 
structures with continuously inhomogeneous material 
regions, using large (up to about two wavelengths on a side) 
generalized curved hierarchical curl-conforming hexahedral 
vector finite elements (of arbitrary geometrical and field-
approximation orders) that allow continuous change of 
medium parameters throughout their volumes. The results 
demonstrate considerable reductions in both number of 
unknowns and computation time of the entire-domain FEM 
modeling of continuously inhomogeneous materials over 
piecewise homogeneous models. 

Keywords — Computer-aided analysis, electromagnetic 
analysis, electromagnetic scattering, finite element method, 
higher order elements, inhomogeneous media, method of 
moments. 

I. INTRODUCTION 

N electromagnetics (EM), the finite element method 
(FEM) in its various forms and implementations [1]-[4] 

has been effectively used for quite some time in full-wave 
three-dimensional (3D) computations based on 
discretizing partial differential equations. A tremendous 
amount of effort has been invested in the research of the 
FEM technique in the past 4 decades, making FEM 
methodologies and techniques extremely powerful and 
universal numerical tools for solving a broad range of both 
closed-region (e.g., waveguide and cavity) and open-
region (e.g., antenna and scattering) problems. In the case 
of open-region problems, hybrid finite element-boundary 
integral (FE-BI) technique is used for the exact truncation 
of the unbounded spatial domain [5]-[6]. 
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For modeling and analyzing structures that contain 
inhomogeneous and complex electromagnetic materials, 
FEM technique is very efficient and well established as a 
method of choice. In almost every FEM technique, within 
a really abundant and impressive body of work in the 
field, the theory is developed and FEM equations are 
derived taking advantage of the inherent ability of FEM to 
directly treat continuously inhomogeneous materials 
(complex permittivity and permeability of the media can 
be arbitrary functions, or tensors, of spatial coordinates, 
e.g., )(rε  and )(rμ , with r standing for the position 

vector of a point in the adopted coordinate system). 
However, it appears that there are practically no papers on 
this subject, presenting a technique or computer code that 
actually implements )(rε  and )(rμ  as continuous space 

function within a finite element (FE), thus enabling direct 
computation on finite elements that include an arbitrary 
(continuously) inhomogeneous material. Instead, FEM 
computations are carried out on a piecewise homogeneous 
approximate model of the inhomogeneous structure, with 

)(rε  and )(rμ  replaced by the appropriate piecewise 

constant approximations. On the other hand, even from the 
geometrical modeling point of view, it is much simpler 
and faster to generate a model of the structure with a 
single, or few, large continuously inhomogeneous 
elements, than a mesh of a graded layered structure. In 
most of the practical situations, such an approach can 
dramatically reduce the time needed for an 
electromagnetic modeler to set up the problem and 
initially model the geometry, before any mesher [7] can be 
used to preprocess the data for analysis. 

Numerical modeling employing continuously 
inhomogeneous finite elements is expected to find 
practical applications in analysis of a broad range of 
devices, systems, and phenomena in electromagnetics, 
including electromagnetic interaction with biological 
tissues and materials, absorbing coatings for reduction of 
radar cross sections of targets, scattering and diffraction 
from inhomogeneous dielectric lenses used for lens 
antennas and related structures. 

For fully exploiting the modeling flexibility of 
continuously inhomogeneous finite elements, these 
elements should be electrically large, which implies use of 
the higher order field expansions within the elements, as 
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shown in our preliminary results in [8]. Since the fields in 
the low order FEM technique are approximated by the 
low-order basis functions, the elements must be 
electrically very small (on the order of a tenth of the 
wavelength in each dimension). Subdivision of the 
structure using such elements results in a discretization of 
the permittivity and permeability profiles as well, so that 
elements can be treated as homogeneous, i.e. their 
treatment as inhomogeneous would practically have no 
effect on the results. Within the higher order 
computational approach [9], on the other hand, higher 
order basis functions enable the use of electrically large 
geometrical elements (e.g., on the order of a wavelength in 
each dimension). We refer to the direct FEM computation 
on such elements as the entire-domain or large-domain 
analysis. Note that, in general, higher order FEM 
technique [10]-[14] can greatly reduce the number of 
unknowns for a given (homogeneous or inhomogeneous) 
problem and enhance the accuracy and efficiency of the 
analysis in comparison to the low-order solutions. 

II. THEORY AND NUMERICAL IMPLEMENTATION 

Consider an electromagnetic structure that contains 
some continuously inhomogeneous material regions, as 
shown in Fig. 1. In our analysis method, the computation 
domain is first tessellated using higher order geometrical 
elements in the form of Lagrange-type generalized curved 
parametric hexahedra of arbitrary geometrical orders 

wvu KKK and,,  ( 1,, ≥wvu KKK ), analytically described 

as [10]: 
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where ),,( kjiijk wvurr =  are the position vectors of the 

interpolation nodes, )(uL uK
i  represent Lagrange 

interpolation polynomials, and similar for )(vL vK
j  and 

)(wL wK
k . Equation (1) defines a mapping from a cubical 

parent domain to the generalized hexahedron, as 
illustrated in Fig. 2. 
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Fig. 1. Electromagnetic structure with continuously 

inhomogeneous material. 

The electric field in the element, ),,( wvuE , is 

approximated by means of curl-conforming hierarchical 
polynomial vector basis functions given in [10]; let us 
denote the functions by ),,( wvuf , and the respective 

arbitrary field-approximation orders of the polynomial by 

wvu NNN and,,,  ( 1≥wvu N,N,N ). The higher order 

hierarchical basis functions with improved orthogonality 
and conditioning properties constructed from Legendre 
polynomials [12] may also be implemented. 
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Fig. 2. Generalized curved parametric hexahedron 

defined by (1), with the continuous variation of medium 
parameters given by (2); cubical parent domain is also 

shown. 
 

Continuous variation of medium parameters in the 
computation model can be implemented in different ways. 
We choose to take full advantage of the already developed 
Lagrange interpolating scheme for defining element 
spatial coordinates in (1), which can be conveniently 
reused to govern the change of both the complex relative 
permittivity and permeability, rε  and rμ , within the 

element shown in Fig. 2, as follows: 
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where ),,(r,r kjiijk wvuε=ε  are the relative permittivity 

values at the point defined by position vectors of spatial 
interpolation nodes, ijkr , and similarly for rμ . With such 

representation of material properties, we then solve for the 
unknown field coefficients by substituting the field 
expansion ),,( wvuE  in the curl-curl electric-field vector 

wave equation [10], reading: 
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where 000 μεω=k  stands for the free-space wave 

number. A standard Galerkin weak-form discretization of 
(3) yields: 
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where V is the volume of the element, bounded by the 
surface S, n is the outward unit normal on S, and tf  are 

the testing functions (the same as the basis functions). 
Once the field coefficients are found, all quantities of 
interest for the analysis are obtained in a straightforward 
manner. 

III. RESULTS AND DISCUSSION 

As an example of entire-domain FEM analysis of an 
open-region continuously inhomogeneous structure, 
consider a lossless cubical dielectric ( 1r =μ ) scatterer, of 

the side length 2a, and a linear variation of rε  from 1r =ε  

at the surface to 6r =ε  at the center of the cube, as shown 

in Fig. 3. The scatterer is situated in free space and 
illuminated by a uniform plane wave incident normal to 
one face of the scatterer, as shown. The FEM domain is 
truncated at the cube faces by means of unknown electric 
and magnetic surface currents of densities SJ  and mSJ , 

respectively, that are evaluated by the MoM/SIE, giving 
rise to a hybrid higher order FEM-MoM solution [6]. 
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Fig. 3. FEM-MoM analysis of a lossless continuously 

inhomogeneous cubical dielectric scatterer. Single-element 
FEM domain with linear variation of permittivity. 

 
To represent this permittivity variation using the 

expansions in (2), the cube is modeled by 7 trilinear 
hexahedral finite elements of the first geometrical order. 

Namely, one small cube-like hexahedral, 
10

a
 in length, is 

situated at the cube center and surrounded by 6 “cushion”-
like hexahedra between the central cube and the scatterer 
surface, onto witch 6 bilinear quadrilateral MoM patches 
are attached. The obtained model of the scatterer is shown 
in Fig. 4. The field/current approximation orders are 5 in 
all directions for all FE “cushions” and 4 in all directions 
for the central finite element and all MoM patches, 
resulting in 2560 FEM and 354 MoM unknowns, and a 
total of 339 s of simulation time for 35 frequencies. 
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Fig. 4. Model of a lossless, continuously 

inhomogeneous cubical dielectric scatterer consisting of 7 
finite elements and 6 quadrilateral MoM patches. 

 
To both validate the continuously inhomogeneous 

FEM-MoM model of the scatterer and evaluate its 
efficiency against the piecewise homogeneous 
approximate model, the scattering results of the higher 
order FEM-MoM analysis using large finite elements with 
continuously changing rε  are compared with the solution 

obtained by higher order FEM-MoM simulations of 
piecewise homogeneous approximate model of the 
structure in Fig. 4. Each of the 6 “cushions” of the 
continuous model are replaced, respectively by, 

,4,3,2l =N and 7 homogeneous thin “cushions” (plate-

like layers), approximating the continuously 
inhomogeneous profile, which is illustrated in Fig. 5 
for 4l =N . Each plate-like layer in layered models is 

represented by 6 finite elements of the first geometrical 
order. Field-approximation orders in these elements are 2 
in the radial direction and 5 in transversal directions. 
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Fig. 5. Piecewise homogeneous approximate graded model 
( 4l =N ) of the structure in Fig. 3, and piecewise constant 

approximation of relative permittivity profiles. 
 

Shown in Fig. 6 is the normalized (to 2
0λ ) monostatic 

radar cross section (RCS) of the cube (as a function of 

0/ λa ), 0λ  being the free space wavelength. We observe 

a very good convergence of the results obtained by the 
layered FEM-MoM technique to those for the continuous 
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FEM-MoM model, as lN  increases, as well as an 

excellent agreement between the 7-layer and continuous 
FEM-MoM solution. Theoretically, only an infinite 
number of layers would give the exact solution to the 
problem in Fig. 3. 

As an additional verification of the analysis, the higher 
order MoM technique based on the surface integral 
equation (SIE), i.e. MoM/SIE technique [14], is used to 
obtain a reference solution for the 7-layer model. An 
excellent agreement of the higher order MoM/SIE and the 
corresponding FEM-MoM results, for the 7-layer model, 
is observed. 

The additional data shown in the legend of Fig. 6 gives 
a comparison of the number of unknowns used and the 
computation time for all 6 models. We conclude from the 
data shown that the continuous material model is 
substantially more efficient than the layered analysis. It is 
34.16 times faster than the most accurate layered solution 
(for 7l =N ), and the total number of unknowns is 

reduced 5.6 times. 
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Fig. 6. Normalized monostatic radar cross section of the 
cubical scatterer in Fig. 3 (λ0 is the free-space 

wavelength). Results using the continuous FEM-MoM, 
four different layered FEM-MoM models, and reference 

MoM/SIE model are compared. 
 

All numerical results are obtained using HP EliteBook 
8440p notebook computer with Intel i5-540 CPU running 
at 2.53 GHz and with 2 GB of RAM under Microsoft 
Windows 7 operating system. 

IV. CONCLUSION 

A novel higher order entire domain hybrid FEM-MoM 
technique for accurate and efficient full-wave 3D EM 
analysis using large (up to two wavelengths on a side) 
finite elements that allow continuous change of medium 
parameters throughout their volumes, has been presented. 
Lagrange-type generalized curved parametric hexahedra 
of arbitrary geometrical orders with the curl-conforming 
hierarchical polynomial vector basis functions of arbitrary 

field-approximation orders and Lagrange interpolation 
scheme for variations of medium parameters have been 
used. 

The validity, accuracy, and efficiency of the new 
technique have been demonstrated through an example of 
EM scatterer with linearly varying permittivity of the 
dielectric. The example has shown that effective higher 
order FEM hexahedral meshes, constructed from a very 
small number of large finite elements with p-refined field 
distributions of high approximation orders, is the method 
of choice for EM modeling of structures including 
material inhomogeneities. High efficiency, and 
considerable reductions in both number of unknowns and 
computation time of the entire-domain FEM modeling of 
continuously inhomogeneous material, in comparison with 
the piecewise homogeneous (layered) models, have been 
demonstrated. 
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Comparison of Approximate and Full-Wave Electromagnetic 
Numerical Modeling of Microstrip Matching Networks 
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Abstract  We consider several planar microstrip circuit 
elements, often appearing as parts of microwave matching 
networks, as well as discrete chip components with associated 
pads. We analyze all considered elements and components 
using a circuit-based solver and full-wave electromagnetic 
solvers and compare the analysis results with measurements 
on manufactured prototypes, discussing the obtained 
differences and giving specific recipes for good modeling 
practices using different methods.  

1 INTRODUCTION 

The finite element method (FEM) and the method of 
moments (MoM) are widely recognized as the most 
flexible and versatile numerical methods for 
computational analysis of electromagnetic (EM) 
problems in the frequency domain. Both methods 
enable rigorous full-wave analysis of wide variety of 
radiating and scattering EM problems, including 
accurate analysis of microwave circuits, i.e., printed 
circuit boards (PCBs). On the other hand, in analysis 
and design of microwave circuits, approximate 
closed-form models of circuit elements (e.g., 
microstrip lines, discontinuities, bends, and 
interconnects) are widely used in the circuit-based 
simulators. This enables extremely rapid analysis of 
complex circuits because the closed-form models are 
represented in easily calculable form. The 
approximate planar microstrip-element models are 
generally based on the assumption of transversal 
electromagnetic (TEM) mode of propagation, or 
more precisely quasi-TEM mode, and they can rather 
accurately (with certain limitations) model many 
important quantities and effects, such as impedances, 
attenuation, dispersion, discontinuity, and even 
coupling effects [1]. Recently, in an effort to improve 
the closed-form models, novel models based on full-
wave EM solutions of parameterized discontinuities 
have been developed [2]. 

However, the closed-form models of microstrip 
circuit elements have strict limitations because the 
underlying approximations are valid under certain 
assumptions (e.g., regarding the relative dimensions 
of the microstrip line width with respect to the 
substrate thickness, or conductor thickness, etc.) and 
they do not model all physical effects (e.g., 
radiation). In addition, circuit-based modeling is 
inherently approximate. Even with the full-wave EM 
simulation-based models, it essentially represents a 
domain decomposition method, where the elements 
are mutually connected at the ports (often not strictly 
defined) through which their circuit parameters (e.g., 

S-parameters) are coupled in a global matrix 
equation. Hence, many coupling and proximity 
effects are not accurately modeled. 

On the other hand, modern full-wave numerical 
FEM and MoM solvers are nowadays capable of 
simulating linear parts of complete circuits within 
minutes, extremely accurately, taking into account all 
macroscopic physical EM phenomena, while running 
on cheap personal computers (PCs). In the analysis, 
ports are created for connection of lumped devices, 
i.e., transistors, diodes, and other discrete (chip) 
components, and the structure is solved for its 
multiport parameters in the desired frequency band. 
Lumped devices of the hybrid microwave circuit are 
then easily added within the circuit simulator. 

However, although the described computational 
modeling procedures have been around for quite 
some time, researchers and designers still often 
wonder about the origins of discrepancies of 
solutions and what can be done to improve both 
circuit-based and full-wave modeling practices, 
which can additionally differ depending on the 
employed numerical method. Some works like [3] 
partially address this problem, but there appears to be 
no works that conduct a multitude of case studies 
with explanations and recipes for optimal circuit-
based and full-wave modeling of both strictly planar 
microstrip elements and discrete chip components 
(including linear devices such as resistors, capacitors, 
and inductors) with associated pads. Instead, the 
discrepancies between circuit simulations and 
measurements are often contributed solely to 
inaccuracies of models of discrete (nonlinear) 
components (e.g., transistors), provided by 
manufacturers, which is not always the case. 

In this work we consider several benchmark planar 
microstrip circuit elements often appearing as parts 
of microwave matching networks, or biasing 
networks attached to them. The examples include two 
versions of an open-ended stub L-tuner and a discrete 
surface mount device (SMD) component, i.e., a chip 
capacitor, soldered on associated pads and integrated 
with planar microstrip line, as an example of a typical 
hybrid microwave circuit. We analyze all considered 
benchmark examples using a circuit-based solver and 
a full-wave solver (FEM, MoM or both) and compare 
the analysis results with measurements on 
manufactured prototypes, discussing the obtained 
differences and giving specific recipes for good 
modeling practices using different methods. 

978-1-4799-7806-9/15/$31.00 ©2015 IEEE
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2 CIRCUIT MODELS, FULL-WAVE 
ELECTROMAGNETIC MODELS AND 
PROTOTYPES 

We consider microwave circuits based on microstrip 
technology on a cheap FR-4 substrate of dielectric 
thickness mm 8.0h , relative permittivity 5.4r  , 

loss tangent 02.0tan  , and metallization thickness
m 35t .  

For all examples we show, in Figs. 1–3, the circuit 
layout, the equivalent circuit model (where the width 
W and length L of microstrip lines are shown in mm), 
the geometry of the model prepared for the (FEM) 
full-wave simulation, and comparison of simulated 
and measured results. 

The circuits are initially modeled using Microwave 
Office (MWO) circuit solver [4], from which all 
solutions marked as “Circuit” in Section 3 are 
generated. All microstrip lines used in the circuit 
models are based on the closed-form models except 
for the step transitions and open ended lines with end 
effect, which are modeled using EM-based models. 
The EM-based models facilitate better estimation of 
performance of discontinuities. Note, however, that 
employing closed-form models throughout the circuit 
(where possible), instead of the EM-based models, 
yields very similar results in the given examples. 
(Junctions can also be modeled using EM-based 
models with similar results.) We deliberately 
consider only the circuits without lines that are 
coupled due to the proximity effects (which are not 
taken into account in the circuit-based models). 

Full-wave modeling is carried out using small-
domain meshes and first-order basis functions, since 
this setup facilitates quick convergence in the given 
examples. Large-domain MoM modeling is also 
carried out applying general modeling rules laid out 
in [5] with appropriate edging and imaging 
techniques [6], [7], but these results are not shown 
here for brevity. In the FEM models, the main (in and 
out) ports are modeled as wave-ports [8], whereas in 
the MoM models, they are modeled as lumped ports 
(delta-function generators) [9]. All internal ports 
(e.g., where SMD components are connected) are 
modeled as lumped ports in both methods. 

Standard PCB-mount SMA connectors are soldered 
onto manufactured prototypes, photographs of which 
are not shown for brevity, to facilitate measurements. 
The measurements are carried out using the Agilent 
N5227A vector network analyzer, calibrated 
employing the short-open-load-through (SOLT) 
standards. The measured results are then de-
embedded in order to neutralize the influence of the 
SMA connectors. 

We consider frequencies up to 5 GHz in all 
examples. Although the dielectric parameters of 
FR-4, r  and tan , vary considerably in the 

considered frequency range [10], in this ongoing 
research we use constant dielectric parameters, given 
at the beginning of the section, in both circuit 
simulations and full-wave simulations. Of course, 
more precise parameters can be used if higher 
accuracy of the simulations is required. 

3 RESULTS AND CONCLUSIONS 

As the first two examples, consider two versions of 
the microstrip single-stub (symmetrized) L-tuner. 
Version 1 of the tuner, shown in Fig. 1(a)–(c), 
comprises narrow microstrip lines which comply 
with the restrictions (by a great margin) associated 
with the closed-form microstrip line model validity, 
i.e., 20/05.0  hW . On the other hand, version 2 
of the tuner, shown in Fig. 2(a)–(c), comprises wide 
microstrip lines which do not comply with the 
defined restrictions (or the restrictions for the EM-
based discontinuity models, which are stricter). Note 
from Fig. 2(b) that 25/ hW  for the widest line 
section in the model, which is above the given 
restriction. 

From Fig. 1(d) we can conclude that all simulation 
results compare very well with measurements in this 
example, with full-wave simulations yielding 
marginally more accurate solutions than the circuit-
based simulations. This was expected considering 
that the circuit in this example is very simple and the 
models of the circuit elements comply with the 
closed-form model restrictions. 

On the other hand, when this is not the case, we see 
from Fig. 2(d) that the circuit-based model yields 
rather inaccurate predictions, whereas the full-wave 
simulations compare fairly well with measurements 
(especially at lower frequencies where the measured 
results are less dependent on the de-embedding 
parameters). In both examples, FEM and MoM full-
wave simulation results are practically identical. 

As the third example, consider an SMD 0805 (chip) 
capacitor mounted on associated pads in the middle 
of a 50  microstrip line, as shown in Fig. 3(a)–(c). 

Fig. 3(d) shows comparison of the results obtained 
by simulations and measurements. Two circuit-based 
numerical models are considered: a simplest closed- 
form model, from Fig. 3(b), where the capacitor is 
modeled as an ideal lumped (zero-length) element, 
and a circuit where the capacitor from Fig. 3(b) (with 
associated mm 1.3  mm 1   pads) is modeled as a two-
port network, with its S-parameters de-embedded 
from measurements (and parametrized). The FEM 
full-wave numerical model comprises the planar 
geometry from Fig. 3(c), simulated as a four port 
linear network, S-parameters of which are imported 
into the circuit simulator where the chip capacitor 
closed-form model (parallel R and C, in series with 
L) is attached between the two inner (lumped) ports. 
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Figure 1: Microstrip single-stub L-tuner (version 1): 
(a) layout, (b) circuit model, (c) full-wave model, and 

(d) comparison of simulated and measured results. 

The quality factor and the series resonant frequency 
of the chip capacitor were set to 80Q  (at 100 

MHz) and  MHz1800r f , respectively. Noting that 

the greatest source of discrepancies in the results in 
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Figure 2: Microstrip single-stub L-tuner (version 2): 
(a) layout, (b) circuit model, (c) full-wave model, and 

(d) comparison of simulated and measured results. 

this example emanates from the capacitor’s series 
resonance (not modeled by the ideal capacitor, which 
makes the simple closed-form circuit model highly 
inaccurate), we can conclude from Fig. 3(d) that the 
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Figure 3: SMD capacitor ( pF 33C ): (a) layout, 

(b) circuit model, (c) full-wave model, and 
(d) comparison of simulated and measured results. 

full-wave FEM planar circuit model, in conjunction 
with the chip capacitor closed-form model, yields the 
most accurate results (considering frequencies up to 
3.5 GHz where the measurements are less dependent 
on the de-embedding parameters). 

3 CONCLUSIONS 

Comparisons of measurements with the results 
obtained by (i) combined full-wave and circuit-based 
analysis and (ii) fully circuit-based analysis, reveal 
discrepancies that range from almost nonexistent to 

moderate, and sometimes extreme. Hence, the 
combined full-wave and circuit-based analysis is a 
must in the final stages of the microwave circuit 
design, although initial designs and optimizations are 
still faster and more comfortably done completely in 
the circuit-based environment. In addition, using 
adequate good quality models of discrete (chip) 
devices and components is of equal (high) 
importance. 

Our future work will include more examples of 
planar circuits, discrete components, and complex 
hybrid circuits (involving nonlinear devices). 
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of freedom. Finally we numerically investigate
the solution of the discrete system as well as
its stability.
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A CAD Method Based on Hybrid
FEM and Spherical Modes for
Direct Domain Decomposition

Pedro Robustillo, Jesús Rubio∗, Juan Zapata, S.
Juan R. Mosig

Direct Domain Decomposition Methods
(DDDM) are well known in waveguide prob-
lems since they provide design capabilities.
One of the most efficient way of implementing
a DDDM consists of expanding the field on
the interfaces in terms of waveguide modes.
For this purpose, the most usual analytical
expansions in terms of coaxial, rectangular
or circular waveguide modes have been used
(J. Rubio, J. Arroyo, J. Zapata, Analysis of
passive microwave circuits by using a hybrid
2-D and 3-D finite-element mode-matching
method, IEEE Trans. Microwave Theory
and Tech., vol. 47, 1999, pp. 1746–1749).
Although DDDM have been widely used for
fast waveguide circuits analysis, they have
been barely applied to radiation problems.

In this work, a DDDM based on spherical mode
expansion for spherical or hemispherical inter-
faces is proposed. Convergence problems asso-
ciated to these expansions on concave spheri-
cal ports will be discussed in order to choose
the most adequate expansion in terms of inci-
dent/reflected waves or, alternately, standing
waves. It will be also shown how the capabil-
ities of the method can be strongly increased
by using properties of rotation and translation
of spherical modes.

Finally, the method will be applied to the anal-
ysis of on-board spacecraft antennas and lens
based antenna systems.
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Finite Element 1-D Solutions in the
Presence of Moving Media

Andjelija Z̆. Ilić∗, Slobodan V. Savić, Milan M.
Ilić

The efficiency and versatility of the finite el-
ement method (FEM) in solving problems
that involve complex, inhomogeneous and/or
anisotropic variation of media parameters, ad-
vocates its utilization in both cutting-edge
theoretical investigations and advanced real-
world applications. Recently, we have pro-
posed and developed a higher-order frequency-
domain FEM technique for analysis of one-
dimensional (1-D) electromagnetic (EM) prob-
lems involving moving media. The proposed
method seems to be the first full-wave higher-
order method of its kind. It has been vali-
dated against the analytical solutions, in two of
the cases where these were available, namely,
for the single-layer dielectric slab with the ho-
mogeneous permittivity and with the linearly
varying permittivity (A.Z̆. Ilić and M.M. Ilić,
“Higher-order frequency-domain FEM analysis
of EM scattering off a moving dielectric slab”,
IEEE Antennas and Wireless Propagation Let-
ters, vol. 12, pp. 890–893).

This paper investigates electromagnetic waves
interaction with moving media consisting of
multiple layers with continuously inhomoge-
neous media parameter profiles and nonuni-
form partial layer velocities. We perform de-
tailed scattering analysis with respect to the
layer velocities, plane wave polarization, an-
gle of incidence, and media parameter pro-
files, considering both low and high velocities
of the moving slabs. We discuss establishing
of both natural and essential boundary condi-
tions and the Lorentz transformations leading
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to the appropriate FEM formulation. Conver-
gence analysis is conducted with respect to the
h−refinement and p−refinement. Reasons for
the solution convergence breakdown are dis-
cussed, where applicable.

Applications of the novel FEM technique in-
clude the interaction of external EM fields
with plasma jets for space propulsion and the
applications to plasma wakefield acceleration
(PWFA).

Fig. 1: top: Reflection and transmission co-
efficients for the homogeneous dielectric half-
space (�r = 4) moving in direction of plane
wave propagation, for different angles of in-
cidence θ. bottom: Reflection coefficients for
the inhomogeneous slab with parabolic profile
of relative permittivity, with maximum per-
mittivity (�r = 4) in the middle of the slab
(z = d0/2), and �r = 1 at the slab–vacuum
interfaces. Slab movement is transversal to
direction of propagation of the normally inci-
dent plane wave.
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Nonrigorous Symmetric
Second-Order Absorbing Boundary
Condition: Accuracy, Convergence
and Possible Improvements

Slobodan V. Savić, Andjelija Z̆. Ilić∗, Branislav
M. Notaros̆, Milan M. Ilić

Approximate (local) absorbing boundary con-
ditions (ABCs) are important and widely used
means for truncation of computational domain
in the finite element method (FEM) analysis
of open electromagnetic (EM) problems in the
frequency domain. Among ABCs, a symmet-
ric second-order ABC appears to be a nat-
urally preferred choice. On the other hand,
this choice requires computation of the diver-
gence term on the faces of elements belong-
ing to the absorbing boundary surface (ABS)
which is problematic because (i) the normal
continuity of the fields is not enforced between
adjacent elements in a standard weak-form dis-
cretization and (ii) analytical computation of
divergence on div-nonconforming vector basis
functions is not possible for the generalized
curved finite elements. The influence of di-
vergence term and its computation have been
previously studied (V. N. Kanellopoulos and
J. P. Webb, “The importance of the surface
divergence term in the finite element-vector
absorbing boundary condition method,” IEEE
Trans. Microw. Theory Techn., 43, 1995, pp.
2168–2170) and an excellent rigorous symmet-
ric FEM implementation has been proposed
(M. M. Botha and D. B. Davidson, “Rigor-
ous, auxiliary variable-based implementation
of a second-order ABC for the vector FEM,”
IEEE Trans. Antennas Propag., 54, 2006,
pp. 3499–3504). However, all thus far re-
ported conclusions pertain to analysis of the
second-order ABC in small-domain FEM dis-
cretizations (where the sizes of finite element
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edges are on the order of λ/10, λ being the
wavelength at the operating frequency in the
considered medium). In our recent work (S.
V. Savić et al. ”Accuracy analysis of the
nonrigorous second-order absorbing boundary
condition applied to large curved finite ele-
ments,” ICEAA 2015 Turin, Italy, 2015, pp.
58–61) we have reported our preliminary re-
sults on the analyses of performance of the
nonrigorously implemented second-order ABC
in coarse large-domain FEM meshes in the
vicinity of ABS, which typically resides in free
space, away from discontinuities. In this work
we report the new results of our ongoing val-
idation of accuracy of the proposed nonrig-
orous second-order ABC truncation method,
with emphasis on the near field computations.
Numerical models involve large-domain dis-
cretizations with curved finite elements and
with truly higher order polynomial field expan-
sions. The study includes both total-field and
scattered-field FEM formulations, and possi-
ble improvements of truncation accuracy. Near
field error comparison for a spherical PEC scat-
terer, of radius a = 1 m with ABS radius b =
1.5 m, for the first-order ABC and the pro-
posed second-order ABC in y = 0 plane at f =
300 MHz are shown in Fig. 1.
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Fig. 1: (a) PEC spherical scatterer and ab-
solute errors of computed electric field ob-
tained by (b) the first-order ABC and (c)
the proposed nonrigorous second-order ABC.



 

EVALUATION OF SMF EXPOSURE FIELD LEVELS AND GRADIENTS 
OBTAINABLE USING THE 2D MAGNETIC ARRAYS 

Andjelija Ž. Ili  1, Saša irkovi  1, Jasna L. Risti -Djurovi  1 
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Abstract. Two-dimensional magnetic arrays have been proven useful as exposure setups for biomedical experiments 
with static magnetic fields. Different static magnetic field levels as well as vertical field gradients can be attained from 
these exposure setups by means of varying the geometrical parameters of an array and the type of magnetic material 
employed. Evaluation of obtainable field and gradient values has been conducted by varying one by one parameter. 
Several relevant parameters were chosen to represent the effects of input parameter changes on the magnetic flux 
density above the array. Calculations were conducted using the exact analytical expression. 

Key words: non-ionizing radiation exposures, exposure setups, static magnetic field (SMF), two-dimensional 
magnetic arrays, parameter adjustment 

1. INTRODUCTION 

Effects of electromagnetic (EM) fields on biological 
systems can be either beneficial or adversarial. Static 
magnetic fields (SMF) of low and moderate intensity 
are shown to have mainly beneficial effects, based on 
empirical and collected experimental data. Observed 
therapeutic effects include those related to treating 
arthritis [1], healing bone fractures [2], and improving 
microcirculation [3]. Mechanisms of action of SMFs 
are not yet fully understood. 

Experimental magnetic fields are generated using 
various arrangements of current coils or permanent 
magnets. Certain types of two-dimensional (2D) 
magnetic arrays have been successfully employed as 
exposure setups for SMF generation as well [4], [5]. 
The type of the array described in [4], with the 
magnetic axes of individual magnets equally oriented 
and perpendicular to the array’s surface, produces the 
slowly decreasing magnetic field. In the considered 
case, individual magnets were distributed across a flat 
surface periodically at equal distances xd and yd in two 
orthogonal directions. The dominant field component 
is perpendicular to the surface of the array and an 
order of magnitude larger than other magnetic field 
components, provided that individual magnets are not 
too sparsely placed across the surface. Magnetic flux 
density variation in planes parallel to the array’s 
surface is significantly smaller than the field decrease 
with distance from the surface. This allows for the 
definition of the field gradient perpendicular to the 
array’s surface. This exposure setup therefore produces 
inhomogeneous magnetic field whose magnetic flux 
density as well as gradient vary predominantly in the 
direction perpendicular to the array’s surface, with 
very slight variations in planes parallel to the surface. 

This configuration enables studying the effects of both 
magnetic flux density and its gradient. 

Different SMF field levels as well as field gradients 
can be attained by means of varying the geometrical 
parameters of an array and the type of magnetic 
material employed. We investigate the effects to the 
magnetic flux density and its gradient of varying 
several parameters, with the aim to define the range of 
SMF exposure field levels and gradients available for 
conducting experiments. 

2. TWO-DIMENSIONAL MAGNETIC ARRAYS WITH EQUALLY 
ORIENTED MAGNETIC MOMENTS OF ARRAY ELEMENTS 

In the investigation of obtainable exposure field 
levels and gradients we assume an array of N-by-N 
identical square cross-section magnets, equally spaced 
on a flat horizontal surface and kept in place by a 
non-magnetic substrate. We assume equal and vertical 
orientation of magnetic moments of all magnets. Were 
the magnets mounted on a ferromagnetic plate instead, 
similar analysis would apply, with the height of the 
magnets doubled due to the image theorem. Vertical 
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Fig. 1 Two-dimensional magnetic array 
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axis is denoted as the z-axis and the whole array is 
assumed to be symmetrical with respect to the x- and 
y-direction, as shown in Fig. 1. Rows of magnets are 
parallel to the x-axis, with the magnet centers spaced 
by xd. Distance between the adjacent rows is yd = xd. 
Magnetic flux density distribution at the array’s surface 
varies periodically from negative to positive Bz, since 
the magnetic flux lines partially close between the 
adjacent elements. With the increase in height, z, 
above the array’s surface the majority of the magnetic 
flux lines add up together to form a resultant magnetic 
flux density Bz. Above a low-limit height for conducting 
experiments, z = z0, magnetic flux density is positive 
everywhere except for the stray field above the array 
edges. With the further increase in height, magnetic 
flux density variation in horizontal planes decreases. 
We define parameter z1% , as the height above the array 
above which field variation in the horizontal planes is 
less than 1%, and Bz, 1% as the corresponding mean 
magnetic flux density. Magnetic field vertical gradient 
decreases with height as well, with magnetic field 
decrease almost linear at larger heights. 

Basic properties of several magnetic materials most 
commonly used for permanent magnets [6], [7] are 
listed in Table 1. Material remanent magnetization, Br , 
and Curie temperature, TC, as well as the maximum 
energy product, (BH)m , must all be accounted for 
when choosing the right magnets for a particular 
application. Improved energy product is accompanied 
by the increased cost of permanent magnets, ranging 
from about 5 USD per kg for ferrites (BaFe12O19), to 
about 50 USD/kg for Alnico, and to about 120 USD/kg 
for samarium-cobalt and neodymium magnets [8]. 
High quality neodymium magnets are more expensive, 
up to about 200 USD/kg. Remanent magnetic flux 
density corresponds to bulk material, i.e., to a piece of 
material very long in the direction of magnetization. It 
is related to the magnetization per unit density, Mr , by 
the equation Br = μ0·ρ·Mr , where ρ represents the 
material density. Considering equivalent surface 
currents resulting from magnetization and real magnet 
dimensions, actual magnetic flux density is obtained 
analytically. For the magnetization in the z-direction, 
four vertical sides of each magnet can be replaced by 
the current sheets carrying the surface current density 
JmS = ρ·Mr . 

Vertical component of the magnetic flux density, 
Bz(x,y,z), is calculated as the sum of the contributions 
of all vertical sides of all the magnets comprising the 
array. For a single square cross-section magnet of side 
length a and height h magnetic flux density is given by: 
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In the above, x1 and y1 are the distances, measured in 
the direction of x-axis and y-axis, from the magnet 
center to the field point. Magnet side is denoted by k, 
numbers 1, 2, 3 and 4 corresponding to the negative 
x-axis, negative y-axis, positive x-axis and positive 
y-axis with respect to the magnet center. Square 
brackets stand for the integer division. Point of current 
entrance into the current sheet corresponds to tp = 0, 
and the point of current exit to tp = 1. Indices tq = 0 
and tq = 1 denote the bottom surface or the top surface 
of the magnet. Derivation of the above equation, as 
well as the expressions for x-component and 
y-component of the magnetic flux density, are given in 
[4]. It has been shown in [4] that the Bz field 
component is dominant. Therefore, this evaluation 
considers only the dominant field component. 

Table 1 Basic properties of typical commercial 
magnetic materials  

Material Br (T) (BH)m 
(kJ/m3) TC (°C) Mr 

(Am2/kg) 
Jms 

(A/m)
BaFe12O19 0.40 34 450 65.0 318.3 
Alnico 1.25 43 860 142.1 994.7
SmCo5 0.88 150 720 85.4 700.3
Sm2Co17 1.08 220 820 102.3 859.4
Nd2Fe14B 1.28 300 400 135.8 1018.6

 

3. RESULTS AND DISCUSSION 

The surface current density, JmS , enters the 
magnetic flux density equation as the multiplicative 
factor to scale the expression depending exclusively on 
the geometrical parameters of an array. Therefore, for 
a fixed given geometry of an array, difference in the 
achieved field levels for different magnetic materials 
corresponds to the ratio of remanent magnetization of 
materials. This is illustrated by the example shown in 
Fig. 2, where moderately sized magnets (a = 8 mm, 
h = 5 mm) were arranged with the gap between every 
two magnets equal to the magnet length a (kd = 1). 
Please note that the parameter kd is introduced as the 
ratio of the gap size to the magnet size. Corresponding 
center-to-center magnet spacing equals xd = (kd+1)·a. 
Number of individual magnets in a row is taken equal 
to N = 15 in this as well as in the all other examples. 
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Fig. 2 Magnetic flux density along the magnet axis, along the 

magnet gap axis, and mean magnetic flux density in 
horizontal planes above the array, for magnetic materials 

listed in Table 1 (a = 8 mm, h = 5 mm, xd = 16 mm) 
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Fig. 3 Influence of the magnet side length, a, on several 

parameters describing the magnetic field above the array, with 
the relative spacing between the magnets kept fixed at half the 

side length (upper plot) and whole side length (lower plot) 

In Fig. 2, magnetic flux density at the vertical axes 
through the magnet centers is represented by the 
dashed lines, and the one between every four magnets 
(axes where the x-spacings and y-spacings cross) is 
shown by the dash-dot-dot lines. Mean magnetic flux 
density in horizontal planes above the array is well 
approximated as the average of the two (depicted by 
the solid lines). Up to some low-limit height magnetic 
flux density along the magnet gap axis is negative as 
the flux lines close between the magnets. At the same 
height, right above the magnets the field is strong, so 
that all in all next to the surface the field intensity is 
strong, direction of magnetic flux lines alternates, and 
field gradients are very pronounced. After the limiting 
height, z0, magnetic flux densities above the magnets 
and between the magnets start converging to fast reach 
the height where the field variation everywhere in the 
horizontal planes lies below 1% of the mean field level 
in that plane. For the considered example, magnetic 
flux density is positive everywhere above the plane 
z0 = 10.2 mm. The 1% threshold is z1% = 24.0 mm, and 
the Bz value for the strongest neodymium magnets at 
that height equals Bz, 1% = 5.5 mT. In this particular 
example, field further decreases almost linearly. 

Having in mind average mice height of about 
30 mm, experimental volume for in vivo experiments 
can be taken from the height of about 25 mm to 
55 mm. For in vitro experiments, a range of different 
field intensities is available by appropriate placement 
of specimens at different heights above the array. 
Mean magnetic flux density and its mean gradient in 
the experimental volume are determined by field 
averaging between the two limiting horizontal planes. 

0.5 1.0 1.5 2.0 2.5

15.0

12.0

9.0

6.0

3.0

0.0

B
z

(m
T

)

z
(m

m
)

45.0

27.0

36.0

18.0

9.0

0.0

z0

z1

Bz, 1 Bz

Bz

Bz ( = 30 mm)z

( = 50 mm)z

( = 40 mm)z

%

%

kd

a = 8 mm

 
Fig. 4 Influence of the gap size, kd·a, between the two 

neighboring magnets on the parameters describing the 
magnetic field above the array 
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Fig. 5 Mean magnetic flux density and its mean gradient for 
the fixed center-to-center magnet spacing of xd = 12 mm, for 

different ratios a versus kd·a, for two magnet heights h 

Since the amount of data that could be depicted in 
Fig. 3 and Fig. 4 is limited, three heights, z = 30 mm, 
z = 40 mm, and z = 50 mm, were chosen to represent 
field variations resulting from the changes of input 
parameters. 

Provided that the height of the magnets is relatively 
small with respect to the size of an array in lateral 
directions, doubling the magnet height results in twice 
the magnetic flux density. Height of the magnets can 
therefore be used to adjust the field levels. If the more 
homogeneous magnetic flux density is desired for the 
experiment, one magnetic array is placed below the 
experimental volume, and the other one on top. 
Resultant magnetic flux density is fairly homogeneous. 
Height of the magnets in Fig. 3 and Fig. 4 is fixed at 
h = 5 mm and in Fig. 5 it is compared with h = 10 mm. 
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Data presented in Fig. 3 analyze what are the 
effects to the field of the changes in magnet side 
length, a. The ratio gap size versus magnet size is kept 
fixed at kd = 0.5 (upper plot) and kd = 1 (lower plot). 
Both the low-limit height z0 and the 1% threshold 
z1% show linear dependence on the lateral size of the 
magnets. Magnetic field is higher and the two limiting 
heights, z0 and z1%, are lower for the smaller magnets. 
Data shown in Fig. 3, Fig. 4 and Fig. 5 correspond to 
Nd2Fe14B magnets. For other types of magnetic 
materials, data need to be scaled by the relative ratio of 
remanent magnetizations. 

Parameters of interest are presented in Fig. 4 as a 
function of kd, with the fixed values of other input data. 
Size of the magnets is kept at moderate a = 8 mm. 
Similar conclusions are drawn as in the previous 
example – smaller magnet spacing results in the 
stronger and higher quality magnetic field (in terms of 
field homogeneity in horizontal planes). 

Figure 5 shows mean magnetic flux density and its 
mean gradient for the fixed center-to-center magnet 
spacing of xd = 12 mm, value of xd resulting in almost 
constant gradient about 40 to 48 mm height. Magnetic 
flux density decrease in that case shows the least 
variation from the linear one inside the experimental 
volume recommended for in vivo experiments (25 to 
55 mm height above the array). It is demonstrated that 
the increase in height of the magnets results in almost 
the same relative increase in field intensity. 

4. CONCLUSIONS 

Generic example of the symmetrical two-dimen-
sional magnetic array has been studied using the 
analytical expressions describing the magnetic flux 
density above the array. Evaluation of obtainable static 
magnetic field levels as well as vertical field gradients 
has been conducted by varying one by one parameter. 
Input parameters comprised magnet size and spacing 
(the geometrical parameters) and the type of magnetic 
material used. The collection of data and results 
presented can be used for preliminary design of 2D 
magnetic arrays. 
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Abstract. The ubiquitous presence of electromagnetic (EM) fields in living environment motivates investigation of 
their influence on biological systems. Existing research data shows a high degree of inconsistency, covers very limited 
regions of electromagnetic spectrum and in many cases lacks detailed and accurate description of the electromagnetic 
fields necessary for the replication of experiments. Exposure systems, designed specifically for biomedical research, 
offer the solution to the above problems. We present experimental electromagnet for in vivo small animal research. It 
covers both static magnetic field and extra-low frequency (ELF) electromagnetic field range, offering higher EM field 
intensities than those produced by most other systems. 

Key words: electromagnetic (EM) fields, static magnetic field (SMF), biological effects, exposure system, in vivo, 
small animal research 

1. INTRODUCTION 

Exposure systems, such as the ones described in 
[1]–[6], are specialized devices aimed at producing, 
controlling and monitoring electromagnetic fields for 
biomedical research. It is a prerequisite for an 
experiment to be well-designed and for the consistent 
interpretation of results that the desired fields are 
accurately adjusted and precisely known. Systems for 
the in vitro research, mostly due to the smaller volume 
involved, but also because of the relatively static 
experimental conditions, can be realized with greater 
precision. Also, most of the systems are intended for a 
narrow range of EM fields, often for a single frequency 
and lower field levels. With the notable increase of the 
variety of small commercial devices being produced 
and rapid extension of the utilized frequency ranges to 
the previously unused parts of the electromagnetic 
spectrum, it becomes increasingly important to 
systematically investigate the biomedical effects of 
various EM fields. 

We have so far investigated the effects on mice of 
the two types of static magnetic fields (SMF): 
inhomogeneous, vertically declining SMF, whose mean 
magnetic flux density equals 1 mT and its mean 
gradient equals 0.02 T/m [7], and homogeneous SMF 
whose magnetic flux density is 128 mT [8]. Results 
show influence of both considered field types to the 
circulatory system in mice [9]–[11]. In continuation of 
our previous work we are interested in further analysis 
of SMFs of intensity 100 mT and more. Additionally, 
we plan to extend our research to other EM fields, 
starting with the extra-low frequency (ELF) range 
already shown to produce certain biological effects. 

In order to employ it in our experiments as well as 
evaluate the prototype of a product that could be made 
commercially available, we are currently constructing 
the exposure system to cover both SMFs and the ELF 
field range. The most straightforward solution to 
obtain the required relatively strong field intensities is 
to use the solenoidal fields, either by placement of 
experimental animals within a solenoid or by usage of 
combined solenoidal fields with or without the 
ferromagnetic core. For the device functioning in the 
direct-current (DC) regime, DC current generator is to 
be used. Alternating-current (AC) current source will 
enable the production of sinusoidal electromagnetic 
fields. The device will be tested for as wide part of the 
ELF range, as possible to achieve. Frequency range of 
0 Hz to 100 Hz is chosen as an initial requirement. 

2. EXPERIMENTAL ELECTROMAGNET REQUIREMENTS 

AND INITIAL COIL DESIGN 

Design requirements for an experimental EM field 
exposure system can be divided in several subgroups. 
Among the most important factors are the ones 
dictated by the user community, including compliance 
with the usual conditions and practices of a biomedical 
experiment as well as the ease of utilization. Therefore, 
experimental electromagnet is devised as a flexible 
device providing EM fields of different magnitudes, 
gradients, directions and frequencies. The constituent 
parts of this device belong to one of the five subgroups: 
copper wire coils, ferromagnetic (iron) cores, direct 
and alternating current generators, calibration and 
measurement equipment and accessory equipment. 
Accessory equipment has to be specific and very 
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carefully designed in order to enable flexible and 
modular use of the device. For example, biomedical 
experiment regulations and the recommendations for 
the result interpretation allow comparisons of different 
parameter influences only if all the data is acquired 
simultaneously as a result of a single experiment. Two 
copper wire coils are required if the effects of different 
static magnetic field directions, such as the same or 
opposite orientation with respect to the Earth’s 
geomagnetic field, are to be compared. Otherwise, the 
accessory equipment has to ensure position and power 
supply adjustment for the two coils, in order to 
combine their EM fields for increased strength and 
homogeneity. For the higher EM field magnitudes, 
ferromagnetic cores have to be used as well. 
Calibration and measurement equipment includes the 
ambient EM field measurement panel as well as the 
equipment for monitoring other physical quantities, 
such as ambient temperature and temperature inside 
the experimental volume. 

 
Fig. 1 Copper coils of the experimental electromagnet for in 

vivo exposure to ELF EM fields. To obtain the required 
relatively strong field intensities above 100 mT, coil size must 
enable placement of one or several cages inside the solenoid. 

2.1. Minimal Size Requirements 

For the in vivo experiments involving small 
animals such as mice, care has to be taken of usual 
routines and rules for their accommodation and 
treatment. A layer of sawdust is used for padding the 
cages for mice as this would resemble their natural 
habitat; animals are fed and watered in the cages. It is 
most convenient to enable placement of the whole 
cages occupied by animals within the experimental 
volume, without disturbing the animals. Not only that 
it facilitates organization of chronic and sub-chronic 
experiments; such practice is equally important for the 
short-term acute exposures to avoid stress as a factor 
interfering with the actual investigations. 

Standard small cages or standard large cages are 
typically used. Width and length of the small standard 
cage are 165 mm and 260 mm, respectively, and its 
height equals 150 mm. Large standard cage is 260 mm 
wide, 420 mm long, and its height equals 185 mm. This 
imposes the inner copper coil diameter larger than 
500 mm in order to enable its vertical placement as 
shown in part (b) of Fig. 1. Therefore, the coil stand 
will support its placement as in Fig. 1 (a), in order to 
study the influence of horizontally directed fields that 
penetrate animal’s body in all different directions as an 
animal moves inside the cage, or as shown in Fig. 1 (b) 
to provide vertical field direction. The cage centered 
inside the coil results in the higher uniformity of the 
applied field distribution, whereas to study gradient 
fields the cage positioning toward the edges or just 
outside the coil would be appropriate. For the vertical 
placement of the coil, it can accommodate more than 
one cage including the combination of large and small 
cages. 

For the preliminary analysis of power requirements 
and EM field levels that could be produced, we 
investigate the case where the coil length equals its 
inner diameter, l = 2R’ = 500 mm. To keep coil price 
and weight reasonable, its thickness is initially chosen 
equal to R”– R’ = 150 mm. Coil cross-section is shown 
in part (a) of Fig. 2. 

2.2. Limiting Magnetomotive Force 

From the user point of view, the need for any 
specialized power installations can be complicated, 
expensive and time consuming. Therefore, one of the 
main requirements for the designed device is to utilize 
the regular power network. Having in mind maximal 
wire current density not requiring water-cooling of 
Jm = 3 A/mm2, as well as total maximum current of 
Im = 25 A, we determine the optimal wire diameter of 
d = 3 mm. This choice is illustrated by the data 
presented in Table 1. Wire diameter d corresponds to 
the wire cross-section Sw and the number of coils in the 
given coil cross-section N. 
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Table 1 Magnetomotive force NI and coil resistivity R  

d (mm) Sw(mm2) J ( 2mm
A ) I (A) N R (Ω) 

1 0.785 3.00 2.36 95493 4280.7 
2 3.141 3.00 9.42 23873 267.5 
3 7.068 3.00 21.21 10610 52.8 
4 12.566 1.99 25.00 5968 16.7 
5 19.635 1.27 25.00 3820 6.8 

Critical parameter here is the active power that 
should not exceed 5.5 kW in the monophase regime, 
under the condition of inductivity compensation for an 
AC current operation. If the regular power network is 
to be used, it will be necessary to decrease the current 
density, resulting in the maximal produced magnetic 
flux density of 150 mT. This is in agreement with the 
desired initial design requirements. The following 
analysis is given for several values of the current 
density and illustrates field levels that could be 
produced by the considered coil. 
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Fig. 2 Copper coil and the produced magnetic flux density. 

(a) Coil cross-section and the coordinate system used. 
(b) Calculated three-dimensional magnetic flux density inside 

and surrounding the coil. 

3. MEAN ELECTROMAGNETIC FIELD PARAMETERS 

The described copper coil is modeled using the 
commercially available Mermaid finite element suite 
for magnetostatics. Calculated magnetic flux density 
distribution inside and surrounding the coil, whose 
cross-section is shown in Fig. 2 (a), is presented in part 
(b) of Fig. 2. As seen from the figure, nonuniformity of 
the magnetic flux density distribution is less than 8% 
in the central part of a solenoid, for r<125 mm and 
z∈ [18, 32] mm. Further modeling and optimization of 

this initial model is due, to additionally improve the 
field homogeneity in the central part of the device. For 
the experimenter, it is the mean magnetic flux density 
over the experimental volume (or the mean maximal 
magnetic flux density in the experimental volume for 
the time-varying ELF EM fields) that is of interest. 
Where applicable, mean z-axis gradient of the field, 
defined as Gz(z) = –gradzBz(z), is another necessary 
parameter for the field description. Height of the 
experimental volume most often coincides with the 
average size of the animal, whereas exposed horizontal 
range coincides with the size of the cage bottom. 

In the case of unavailability of CAE modeling tools 
such as Mermaid, magnetic flux density and its z-axis 
gradient can be approximately assessed using the 
analytical expressions for the magnetic flux density 
along the axis of a thick solenoid, Bz(z). 
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Fig. 3 Magnetic field produced with different coil currents. 

(a) Magnetic flux density at the solenoid axis. (b) The z-axis 
gradient of the magnetic flux density along the axis. 
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Integration, from z = 0 to z = l, of the magnetic flux 
density on the axis of many constituent circular loops 
yields an expression for the magnetic flux density 
along the axis of a thin solenoid: 

( )21
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z αcosαcos
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μ)( −=
l
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zB . (3) 

Angles α1 and α2 are denoted in Fig. 2 (a) for the inner 
layer of copper wire (primed) as well as the outermost 
layer (double primed). Free space permeability equals 
μ0 = 4π·10–7. Further integration, from r = R’ to r = R”, 
of the z-axis field components due to layers of wire of 
thickness dr, magnetomotive force in each layer being 
equal to NIdr/(R”– R’), results in magnetic flux density 
of a thick solenoid, 
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Equation (4) has been used to calculate magnetic fields 
and their gradients for different coil current densities, 
given in Fig. 3 as an illustration of the electromagnet 
capabilities. For the vertical coil placement and usual 
experimental volume height of 35 mm, nonuniformity 
of the magnetic flux density with height is less than 
0.1% and its gradient nonuniformity less than 0.2%. 
Using the curves such as ones given in Fig. 3, an 
appropriate combination of field strength and field 
gradient for exposure of animals can be chosen. Coils 
will be further optimized for higher field homogeneity 
in their central regions as well as stronger field 
gradients toward ends and outside the coils. 

4. CONCLUSIONS 

Novel exposure system for biomedical research, 
experimental electromagnet for both static magnetic 
field research and extra-low frequency EM field range, 
is described. Design guidelines and requirements for 
such system are defined and explained. These 
requirements mostly stem from the usual experimental 
routines and recommendations. Special care has to be 
taken to ensure flexibility and modularity of the device 
utilization. Initial electromagnet coil design has been 
carried on, showing that the desired field strength of 
150 mT could be easily achieved using the regular 
power network available everywhere. Further design to 
improve field homogeneity and provide stronger field 
gradients is under way. 
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Abstract — We investigate the convergence of the higher 

order frequency-domain finite element method (FEM) 
solution to electromagnetic scattering from a relativistically 
moving inhomogeneous dielectric slab. Full wave numerical 
solutions are evaluated and validated by comparison with the 
analytical solutions. 
 

Index terms — Electromagnetic analysis, finite element 
methods, higher order methods, Lorentz transformation, 
moving media, scattering. 
 

I. INTRODUCTION 

HE finite element method (FEM) is often referred to 
as the method of choice in treating inhomogeneous 

closed region problems in electromagnetics (EM) [1]. 
Through hybridization with the method of moments 
(MoM), as demonstrated in [2], [3], it becomes equally 
versatile and effective in the analysis of open structures. 

All commercially available high frequency FEM EM 
codes, however, treat only stationary (non-moving) media. 
Recently, we have developed a novel higher order FEM 
for EM analysis of scattering from a moving dielectric slab 
[4], which appears to be the first demonstration of accurate 
and efficient higher order FEM modeling of macroscopic 
EM problems in the presence of relativistically moving 
media. Examples on the subject found in the literature 
include mostly analytical solutions, as in [5]–[7], and a 
few numerical solutions often limited to PEC mirrors [8]. 
Analytical solution and a low-order FEM solution for a 
stationary slab can be found in [1], whereas a higher order 
FEM solution (at normal incidence) can be found in [9], 
along with the convergence analysis for the stationary 
slab. 

In this work we briefly revisit some details of the novel 
higher order FEM technique for one dimensional (1-D) 
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EM analysis in the presence of moving media and analyze 
in more detail accuracy and convergence of the method 
under h- and p-refinements, when relativistic effects are 
highly pronounced. 

II. THEORY AND IMPLEMENTATION 

Flat dielectric slab, stationary in its rest frame S ′  and 
infinite in the yOx ′′′  plane, is moving at a constant 

velocity with respect to laboratory frame S (vacuum), as 
shown in Fig. 1. The proper thickness of the slab (in its 
rest frame) is d, and it can generally be inhomogeneous 
with relative permittivity rε  and relative permeability rμ , 

varying only as functions of z′ . As viewed from the 
laboratory frame of reference, a uniform linearly polarized 
plane EM wave impinges obliquely onto the slab. Only the 
case for which the incident wave polarization remains 
unchanged under Lorentz transformations is considered 
here. Therefore, the movement of the slab is limited to the 
plane of incidence (yOz plane). 

 
Fig. 1. Uniform plane wave scattering from a moving 
dielectric slab backed by a perfect electric conductor 

(PEC), perfect magnetic conductor (PMC), or vacuum. 
 

Complete expressions for the plane wave scattering 
from the moving slab, along with accompanying Lorentz 
transformations [10], can be found in [4]. We repeat here 
only the parts relevant for understanding of the results in 
Section III. The incident wave  

 xE iE rk  e
incj

0
inc ⋅−= , (1) 

is represented by its complex field intensity at the origin, 

0E , the incident-wave wave vector, zzyy kk iik +=inc , 

and the position vector, zyx zyx iiir    ++= . The angular 

frequency, ω , of the implied time-harmonic excitation, 
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normalized by the speed of light 00/1 με=c , 

corresponds to the wavenumber c/|| inc ω=k . The angles 

of the incident, reflected and transmitted waves, iθ , rθ , 

and tθ  (which can be computed from respective wave 

vector components) are also shown in Fig. 1. The nonzero 
velocity vector components, yv  and zv , correspond to 

the normalized slab velocity components 
 cvyy /=β , cvzz /=β  (2) 

and the Lorentz-transformation factors 
 .1/1, 222 β−=γβ+β=β zy  (3) 

The electric field vector wave equation of the scattering 
problem reduces to 

 0FFF =′βα+⎟
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with associated boundary conditions and it is solved by the 
1-D FEM in the S ′  rest frame employing the higher order 
field expansion, formally presented as 

 ∑ ∑
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with M being the number of uniformly sized 1-D elements, 
en  the polynomial field-expansion order of the e-th 

element (here we use nne =  for all elements), ef  the 

polynomial basis functions locally defined on each 
element, and ea  the unknown complex coefficients. 
Standard discretization of (7), employing (9), yields 
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in each element, where e
lz′  and e

rz′  are the left and right 

boundaries of the e-th element. 

III. NUMERICAL RESULTS AND DISCUSSION 

To facilitate comparison of our numerical results with 
the analytical solutions, we consider an example given  
 

in [5], [6]. Normal incidence ( 0i =θ ) of a uniform plane 

wave onto a homogeneous lossless dielectric slab with 
parameters 2r =ε  and 1r =μ  is analyzed. The (proper) 

thickness of the slab, d, corresponds to one-fourth of the 
wavelength at rest, dλ , i.e., 4/dλ=d . Note that the power 

reflection and transmission coefficients defined in [5], [6] 
correspond to 2|| R  and 2|| T  defined in [4] and adopted 
here (at normal incidence). 

The considered scattering problem is solved using 
higher order FEM, modeling the slab with a single 1-D 
element (M = 1) and employing the polynomial field 
expansion of the eight-order (n = 8). Fig. 2 shows the 
power reflection coefficients computed for the slab 
moving 
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Fig. 2. Reflection coefficient 2|| R  for the slab moving 
transversally to direction of propagation of the plane wave 

vs. normalized slab velocity: comparison of the FEM 
solution and analytical solutions from [5], [6] for high 

velocities only. 
 
transversally to direction of propagation of the plane wave, 
in case of normal and parallel polarizations, vs. normalized 
slab velocity || yβ , at high velocities. (Note that the 

polarization is normal and parallel with respect to the 
moving direction.) We find an excellent agreement of the 
FEM and analytical solutions for velocities up to 

997.0|| =β y  with this literally entire domain FEM model. 
More detailed convergence of solutions for the 

reflection coefficient under h- and p- refinements is 
presented in [4], hence we next investigate the  
convergence of the FEM solutions for the transmission 
coefficient, | T |, for the slab moving at high longitudinal 
velocities zβ . Employing, again, a constant polynomial 

field expansion of the eight-order (n = 8), the results of h-
refinement of solutions are presented in Fig. 3. 
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Fig. 3. Error of | T | computed by FEM with respect to 
analytical solution vs. normalized slab longitudinal 

velocity at velocities close to the speed of light: 
convergence of the FEM solutions with h-refinement. 



 

We can conclude from the figure that excellent 
convergence is achieved under h-refinement, with the 
appropriate choice of the (high) polynomial field 
expansion order. However, the errors in Fig. 3, obtained 
for the slab moving in the direction of the incident wave 
propagation, are different in magnitude (higher) than 
errors obtained for the slab moving transversally to the 
direction of the incident wave propagation. At first 
surprising, this fact can be partially attributed to the 
different nature of numerical problems arising in the two 
cases. Namely, as explained in [4], in case when 0≠β y , 

0=βz , the FEM computation is affected as if the frequency 

of the excitation is increased γ  times, i.e., the slab becomes 

electrically larger as velocity increases, eventually becoming 
infinitely large as 1|| →β y . (Note that the length 

contraction in z-direction does not appear since 0=βz .) 

On the other hand, when 0=β y , 0≠βz , the FEM 

encounters a low frequency breakdown. Note that, at the 
same time, apparent slab thickness, wave number, zk′ , and 

angular frequency, ω′ , all become very small in this case. 
Hence, overall numerical problems when the slab is 
moving along the direction of the wave propagation are 
different in nature from those appearing when this 
movement is transversal to the wave propagation direction. 

IV. CONCLUSION 

The numerical results demonstrate that convergence of 
FEM solutions for both reflection and transmission 
coefficients and for both high transversal and longitudinal 
velocities can be easily sustained with combined h- and p-
refinements of the model, and accurate solutions can be 
obtained for velocities as high as 0.999c. 

Although the results presented here are of a limited 
scope, the method itself is not, as it enables scattering 
analysis for arbitrary lossy and continuously 
inhomogeneous slabs, as well as scattering from slabs 
comprised of layers moving with different transversal 
velocities. These cases will be studied in our future work. 
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Abstract: Accurate and efficient curvilinear geometrical modeling using Lagrange-type generalized 
interpolation parametric elements in higher order computational electromagnetic techniques is presented. 
Examples demonstrate enhanced accuracy and efficiency of the analysis when uniformly distributed 
Lagrange geometrical interpolation nodes on curved and large elements are combined with high-order (p-
refined) basis functions for current modeling.  
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1.  Introduction 
 

Higher order (also known as large-domain or entire-domain) approach in computational 
electromagnetics (CEM) utilizes higher order basis functions for the approximation of currents and/or 
fields defined on large surface and/or volume geometrical elements (e.g., on the order of a wavelength in 
each dimension) [1]-[4]. This enables considerable reductions in the number of unknowns for a given 
problem, enhances the accuracy and efficiency of the CEM analysis, and results in faster (higher order) 
convergence of the solution, when compared to traditional low-order (also referred to small-domain or 
subdomain) CEM tools. In hand with higher order basis functions, novel CEM tools often employ 
curvilinear elements for geometrical modeling of general electromagnetic structures [5]-[11]. 

This paper presents accurate and efficient curvilinear geometrical modeling in higher order CEM using 
Lagrange-type generalized interpolation parametric quadrilaterals as basic boundary elements in the 
method of moments (MoM) analysis in conjunction with the surface integral equation (SIE) formulation 
for radiation and scattering [9] and associated parametric hexahedra for volumetric modeling based on the 
finite element method (FEM) [10]. In particular, the paper discusses optimal placement of interpolation 
nodes on high-order geometrical elements and other related issues of curvilinear geometrical modeling. It 
demonstrates accurate and efficient models using uniformly distributed Lagrange geometrical 
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5. Conclusions 

 
This paper has presented accurate and efficient geometrical models for higher order MoM-SIE 

analysis using uniformly distributed Lagrange geometrical interpolation nodes on curved and large 
elements combined with high-order (p-refined) basis functions for the approximation of electric and 
magnetic surface currents. Examples have included RCS analysis of a spherical dielectric scatterer using 
two geometrical models with different placements of interpolation nodes on Lagrange patches, evaluation 
of the RCS and current distributions for a metallic square plate scatterer obtained by higher order models 
with uniform and nonunform distributions of geometrical interpolation nodes, and RCS analysis of a 
higher order model of the NASA metallic almond using curved quadrilateral elements with a nearly 
uniform distribution of geometrical interpolation nodes. Examples at the conference will also include 
higher order FEM and hybrid models.  
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Abstract — Parallelization of time-consuming volume 

integrations in the matrix filling is performed using OpenMP 
to provide a smooth transition of a higher order finite 
element method (FEM) code for electromagnetic analysis to 
the multi-core hardware architecture. In the process, the 
carefully constructed original computational scheme suited 
to maximally avoid the redundant computations in the higher 
order FEM is not affected. The results, in analysis of an 
electrically large dielectric scatterer, demonstrate 
acceleration of up to 2.28 times in a four-thread architecture.  

Keywords —finite element methods, higher order methods, 
OpenMP, parallelization 

I. INTRODUCTION 
OMPUTER aided engineering is the mainstream of 
the scientific research in the various fields, and 

particularly in electromagnetics (EM), where the finite 
element method (FEM) has been well established as one 
of the most powerful, versatile, robust, and flexible 
numerical methods. The scale of the simulated models and 
the demands for computer resources, however, constantly 
increase, whereas the hardware improves not by operating 
at higher clock frequency, but by increasing the number of 
cores, when transitioning from one generation to the next. 
Hence, the existing computational algorithms have to be 
changed in order to take advantages of the new hardware 
architectures.  

When developing a new (or adapting an existing) 
algorithm, decisions have to be made regarding both the 
selection of hardware (many-core architectures sacrifice 
the sequential performance of a single core within the 
processor in order to increase the parallel throughput for 
streaming workflow, and multi-core architectures sacrifice 
the parallel computational throughput of the entire 
processor in order to increase the performance of single 
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cores for low-latency computation [1]) and algorithms. 
Although the traditional first-order (or low-order) FEM 
algorithms are inherently parallelizable, because most of 
the time-consuming operations are local in character and 
can be done in parallel for several elements at a time (at 
the global level), this is not necessarily true for the higher 
order FEM algorithms (with orders significantly higher 
than two), where the adjacent elements share many 
identical unknowns. In speeding up such higher order 
FEM algorithms in the sequential (single-core) fashion, a 
lot of attention has been paid to avoiding redundant 
computations, thus enhancing the connections between the 
elements and reducing the possibility of straightforward 
parallelization. Although the higher order FEM algorithms 
have recently become very popular (they significantly 
reduce the required number of unknowns for a given 
problem, offer p- and hp-refinements, and reduce the 
dispersion error), the parallelization problem of such 
algorithms has not been sufficiently well addressed even 
though it is known that the algorithms being optimal for 
low-order (polynomial) expansion could be very 
inefficient for high-order expansions when computations 
are more closely coupled at the individual element, and the 
parallelization is performed at the element level rather 
than the global level [2].  

In this paper we address the adaptation of the existing 
higher order FEM algorithm for a multi-core architecture 
by implementing parallelization of only the higher order 
volume integrations using OpenMP, and without 
influencing the nonredundant computation of the matrix 
elements. Since numerical integration takes up most of the 
matrix filling time [3], this part of our higher order FEM 
code is parallelized first as a prelude to a full 
parallelization of all phases in the future. 

II. THEORY AND NUMERICAL RESULTS 
In our higher order FEM [4], the FEM domain is 

truncated by means of unknown electric and magnetic 
surface currents of densities SJ  and mSJ , respectively, 
that are evaluated by the MoM/SIE [5], giving rise to a 
hybrid higher order FEM-MoM technique [6]. 

To illustrate the effects of parallelization of the FEM 
volume integrations, we consider a lossless homogeneous 
cubical dielectric ( 25.2r ) scatterer of side length a , as 
shown in the inset of Fig. 1. The scatterer is situated in 
free space and illuminated by plane wave incident 
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Fig. 1. Normalized monostatic radar cross section of the 

cubical scatterer from the inset. 
 
normal to one of the scatterer faces ( 90inc  and 

0inc ). In accordance with the conclusions from [7], 
the dielectric scatterer is geometrically modeled by 27 
identical hexahedral finite elements (bricks) [4] closed by 
54 identical MoM quadrilateral patches [5]. 

Shown in Fig. 1 is the normalized (to 2
0 ) monostatic 

radar cross section (RCS), as a function of d/a , 0  and 

d  being the wavelength in free space and (scatterer) 
dielectric, respectively. The results are obtained for 
various orders of the field approximation polynomials 
(from 3FEMN  to 7 ) in the higher order FEM model, 
and for various polynomial orders of the electric and 
magnetic current expansions (from 2MoMN  to 6 ) in 
the higher order MoM model (p-refinement). Numbers of 
integration points in Gauss-Legendre integration formulas 
are 4FEM/MoMFEM/MoM NNGL , in FEM and MoM 
technique respectively, as shown in [7]. The results are 
compared with the pure MoM solution obtained by the 
commercial software tool WIPL-D (reference). We 
observe a very good convergence of the results obtained 
by the hybrid higher order FEM-MoM technique with p-
refinement (number of FEM/MoM unknowns is shown in 
the figure legend). We also observe that FEM-MoM 
results for 7FEMN , 6MoMN  match the reference 
results almost perfectly in the entire analyzed frequency 
range (side lengths of the FEM/MoM elements are up to 

d75.1 ), and this model will be used to estimate the FEM 
code matrix filling acceleration. 

FEM matrix filling times obtained on a Windows 7 PC 
with Intel® Core™ i5-760 CPU (supporting 4 threads) 
@ 2.8 GHz and with 8 GB of RAM, as a function of 
number of used CPU threads, are shown in Fig. 2. Thread 
control was performed in two manners; (a) by the 
operating system (OS) through process affinity in the Task 
Manager, and (b) directly by the OpenMP in the Fortran 
code. 
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Fig. 2. FEM matrix filling times for different number of 

used CPU threads code. 
 
We can conclude from the figure that significant 

acceleration (up to 2.28 times with four threads) can be 
achieved by parallelizing the FEM volume integrations 
alone in this example. In addition, it appears that it is 
generally more efficient to perform the thread control 
directly by the code, rather than by the OS. 

III. CONCLUSIONS 
To provide the smooth transition of the higher order 

FEM codes in EM to multi-core architectures, we have 
parallelized the volume integrations in the matrix filling 
using OpenMP. The original computational scheme, suited 
to maximally avoid the redundant computations in the 
higher order FEM, is hence not affected. The results, in 
analyzing an electrically large dielectric scatterer, have 
shown up to 2.28 times acceleration in a four-thread 
architecture. This ongoing effort will in the future include 
more sophisticated parallelization recipes, specially 
designed for the higher order FEM algorithms. 
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Abstract — A novel higher order entire-domain finite 

element technique is presented for accurate and efficient full-
wave three-dimensional analysis of electromagnetic 
structures with continuously inhomogeneous material 
regions, using large (up to about two wavelengths on a side) 
generalized curved hierarchical curl-conforming hexahedral 
vector finite elements (of arbitrary geometrical and field-
approximation orders) that allow continuous change of 
medium parameters throughout their volumes. The results 
demonstrate considerable reductions in both number of 
unknowns and computation time of the entire-domain FEM 
modeling of continuously inhomogeneous materials over 
piecewise homogeneous models. 

Keywords — Computer-aided analysis, electromagnetic 
analysis, electromagnetic scattering, finite element method, 
higher order elements, inhomogeneous media, method of 
moments. 

I. INTRODUCTION 

N electromagnetics (EM), the finite element method 
(FEM) in its various forms and implementations [1]-[4] 

has been effectively used in full-wave three-dimensional 
(3D) computations based on discretizing partial 
differential equations for quite some time. A tremendous 
amount of effort has been invested in the research of the 
FEM technique in the past 4 decades, making FEM 
methodologies and techniques extremely powerful and 
universally general numerical tools for solving a broad 
range of both closed-region (e.g., waveguide and cavity) 
and open-region (e.g., antenna and scattering) problems. 
In the case of open-region problems, hybrid finite 
element-boundary integral (FE-BI) technique is used for 
the exact truncation of the unbounded spatial domain [5]-
[6]. 
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For modeling and analyzing structures that contain 
inhomogeneous and complex electromagnetic materials, 
FEM technique is very efficient and well established as a 
method of choice. In practically every FEM technique, 
within a really abundant and impressive body of work in 
the field, the theory is developed and FEM equations are 
derived taking advantage of the inherent ability of FEM to 
directly treat continuously inhomogeneous materials 
(complex permittivity and permeability of the media can 
be arbitrary functions, or tensors, of spatial coordinates, 
e.g., )(r  and )(r , with r standing for the position 

vector of a point in the adopted coordinate system). 
However, it appears that there are practically no papers on 
this subject, in which technique or code, that actually 
implements )(r  and )(r  as continuous space function 

within one finite element, and enables direct computation 
on finite elements that include arbitrary (continuously) 
inhomogeneous material, is presented. Instead, FEM 
computations are carried out on piecewise homogeneous 
approximate model of the inhomogeneous structure, with 

)(r  and )(r  replaced by appropriate piecewise constant 

approximations. On the other hand, even from the 
geometrical modeling point of view, it is much simpler 
and faster to generate a model of the structure with a 
single (or a few) large continuously inhomogeneous 
elements than a mesh of a graded layered structure, which 
in many practical situations can dramatically reduce the 
time needed for the electromagnetic modeler to set up the 
problem and initially model the geometry, before any 
mesher [7] can be used to preprocess the data for the 
analysis. 

Numerical modeling employing continuously 
inhomogeneous finite elements may find practical 
applications in analysis of a broad range of devices, 
systems, and phenomena in electromagnetics, including 
electromagnetic interaction with biological tissues and 
materials, absorbing coatings for reduction of radar cross 
sections of targets, scattering and diffraction from 
inhomogeneous dielectric lenses used for lens antennas 
and related structures. 

For fully exploiting modeling flexibility of continuously 
inhomogeneous finite elements, these elements should be 
electrically large, which implies the use of higher order 
field expansions within the elements, as shown in our 
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preliminary results in [8]. Because the fields are 
approximated by low-order basis functions, when low-
order FEM technique is used, the elements must be 
electrically very small (on the order of a tenth of the 
wavelength in each dimension). Subdivision of the 
structure using such elements results in a discretization of 
the permittivity and permeability profiles as well, so 
elements can be treated as homogeneous (i.e., their 
treatment as inhomogeneous would practically have no 
effect on the results). Within the higher order 
computational approach [9], on the other hand, higher 
order basis functions enable the use of electrically large 
geometrical elements (e.g., on the order of a wavelength in 
each dimension). We refer to the direct FEM computation 
on such elements as the entire-domain or large-domain 
analysis. Note that, in general, higher order FEM 
techniques [10]-[14] can greatly reduce the number of 
unknowns for a given (homogeneous or inhomogeneous) 
problem and enhance the accuracy and efficiency of the 
analysis when compared with low-order solutions. 

II. THEORY AND NUMERICAL IMPLEMENTATION 

Consider an electromagnetic structure that contains 
some continuously inhomogeneous material regions, as 
shown in Fig. 1. In our analysis method, the computation 
domain is first tessellated using higher order geometrical 
elements in the form of Lagrange-type generalized curved 
parametric hexahedra of arbitrary geometrical orders 

wvu KKK and,,  ( 1,, wvu KKK ), analytically described 

as [10] 
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where ),,( kjiijk wvurr   are position vectors of 

interpolation nodes, uK
iL  represent Lagrange interpolation 

polynomials, and similar for )(vL vK
j  and wK

kL . Equation 

(1) defines a mapping from a cubical parent domain to the 
generalized hexahedron, as illustrated in Fig. 2. 
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Fig. 1. Electromagnetic structure with continuously 

inhomogeneous material. 
 

The electric field in the element, ),,( wvuE , is 

approximated by means of curl-conforming hierarchical 
polynomial vector basis functions given in [10]; let us 
denote the functions by ),,( wvuf , and the respective 

arbitrary field-approximation orders of the polynomial by 

wvu NNN and,,, ( 1,, wvu NNN ). Higher order 

hierarchical basis functions with improved orthogonality 
and conditioning properties constructed from Legendre 
polynomials [12] may also be implemented. 
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Fig. 2. Generalized curved parametric hexahedron 

defined by (1), with continuous variation of medium 
parameters given by (2); Cubical parent domain is also 

shown. 
 

Continuous variation of medium parameters in the 
computation model can be implemented in different ways. 
In our technique, however, we choose to take full 
advantage of the already developed Lagrange interpolating 
scheme for defining element spatial coordinates in (1), 
which can be conveniently reused to govern the change of 
both the complex relative permittivity and permeability, 

r  and r , within the element shown in Fig. 2, as 

follows: 
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where ),,(r,r kjiijk wvu  are the relative permittivity 

values at the point defined by position vectors of spatial 
interpolation nodes, ijkr , and similarly for r . With such 

representation of material, we then solve for the unknown 
field coefficients by substituting the field expansion 

),,( wvuE  in the curl-curl electric-field vector wave 

equation [10], which reads: 
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where 000 k  stands for the free-space wave 

number. A standard Galerkin weak-form discretization of 
(3) yields: 



 

 

,d )],,([),,(),,(

d ),,(),,( ),,(

d )],,([)],,([ ),,(

1
r

r
2
0

1
r

















S

t

V

t

V

t

Swvuwvuwvu

Vwvuwvuwvuk

Vwvuwvuwvu

Enf

Ef

Ef

 (4) 

where V is the volume of the element, bounded by the 
surface S, n is the outward unit normal on S, and tf  are 

testing functions (the same as basis functions). Once the 
field coefficients are found, all quantities of interest for 
the analysis are obtained in a straightforward manner. 

III. RESULTS AND DISCUSSION 

As an example of entire-domain FEM analysis of an 
open-region continuously inhomogeneous structure, 
consider a lossless cubical dielectric ( 1r  ) scatterer, of 

side length 2a, and a linear variation of r  from 1r   at 

the surface to 6r   at the center of the cube, as shown in 

Fig. 3. The scatterer is situated in free space and 
illuminated by a uniform plane wave incident normal to 
one face of the scatterer, as shown in Fig. 3. The FEM 
domain is truncated at the cube faces by means of 
unknown electric and magnetic surface currents of 
densities SJ  and mSJ , respectively, that are evaluated by 

the MoM/SIE, giving rise to a hybrid higher order FEM-
MoM solution [6]. 
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Fig. 3. FEM-MoM analysis of a lossless continuously 

inhomogeneous cubical dielectric scatterer. Single-element 
FEM domain with linear variation of permittivity. 

 
To represent this permittivity variation using 

expansions in (2), the cube is modeled by 7 trilinear 
hexahedral FEM elements of the first geometrical order, 

namely, by one small cube-like hexahedral, 
10

a
 in length, 

at the center and 6 “cushion”-like hexahedra between the 
central cube and the scatterer surface, onto witch 6 
bilinear quadrilateral MoM patches are attached, as shown 
in Fig. 4. The field/current approximation orders are 5 for 
all FEM “cushions” and 4 for the central FEM element 
and all MoM patches, in all directions, resulting in 2560 
FEM and 354 MoM unknowns, and a total of 339 s of 
simulation time for 35 frequencies. 
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Fig. 4. Model of a lossles, continuously inhomogeneous 

cubical dielectric scatterer made of 7 FEM elements and 6 
quadrilateral MoM patches. 

 
To both validate the continuously inhomogeneous 

FEM-MoM model of the scatterer and evaluate its 
efficiency against piecewise homogeneous approximate 
model, the scattering results of the higher order FEM-
MoM analysis using large FEM elements with 
continuously changing r  are compared with solution 

obtained by higher order FEM-MoM simulations of 
piecewise homogeneous approximate model of the 
structure in Fig. 4. Each of the 6 “cushions” of the 
continuous model are replaced, respectively by, 

,4,3,2l N and 7 homogeneous thin “cushions” (plate-

like layers), approximating the continuously 
inhomogeneous profile, which is illustrate in Fig. 5 
for 4l N . So, each plate-like layer in layered models is 

represented by 6 FEM elements of the first geometrical 
order. Field-approximation orders in these elements are 2 
in the radial direction and 5 in transversal directions. 
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Fig. 5. Piecewise homogeneous approximate graded model 
( 4l N ) of the structure in Fig. 4, and piecewise constant 

approximation of relative permittivity profiles. 
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Shown in Fig. 6 is the normalized (to 2
0 ) monostatic 

radar cross section (RCS) of the cube (as a function of 

0
a

), 0  being the free space wavelength. We observe a 

monotonic convergence of the results obtained by the 
layered-FEM-MoM technique to those for the continuous-
FEM-MoM model, as lN  increases, as well as an 

excellent agreement between the 7-layer and continuous 
FEM-MoM solution (theoretically, only an infinite 
number of layers would give the exact solution to the 
problem in Fig. 3). 

As an additional verification of the analysis, the 7-layer 
model is simulated using a higher order MoM technique 
based on the surface integral equation (SIE) approach 
(MoM/SIE technique) [14], as a reference solution, and an 
excellent agreement of these and the corresponding FEM-
MoM results is observed for the 7-layer model. 

We conclude from the data in the figure legend that the 
continuous material model is substantially more efficient 
than the layered analysis, namely, it is 34.16 times faster 
than the most accurate layered solution (for 7l N ), and 

5.6 times reduction in the total number of unknowns is 
achieved. 
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Fig. 6. Normalized monostatic radar cross section of the 
cubical scatterer in Fig. 3 (λ0 is the free-space 

wavelength): results using the continuous-FEM-MoM, 
four different layered-FEM-MoM models, and reference 

MoM/SIE model. 
 

All numerical results are obtained using Hewlett 
Packard EliteBook 8440p notebook computer with Intel 
i5-540 CPU running at 2.53 GHz and with 2 GB of RAM 
under Microsoft Windows 7 operating system. 

IV. CONCLUSION 

A novel higher order entire domain FEM technique for 
accurate and efficient full-wave 3D EM analysis using 
large (up to two wavelengths on a side) finite elements 
that allow continuous change of medium parameters 
throughout their volumes, has been presented. Lagrange-

type generalized curved parametric hexahedra of arbitrary 
geometrical orders with curl-conforming hierarchical 
polynomial vector basis functions of arbitrary field-
approximation orders and Lagrange interpolation scheme 
for variations of medium parameters have been used. 

The validity, accuracy, and efficiency of the new 
technique have been demonstrated through an example of 
EM scatterer with linearly varying permittivity of the 
dielectric. The example has shown that effective higher 
order FEM hexahedral meshes, constructed from a very 
small number of large finite elements with p-refined field 
distributions of high approximation orders, which is one 
of the strongest points of the higher order modeling 
paradigm, can be applied even in the presence of material 
inhomogeneities. High efficiency, and considerable 
reductions in both number of unknowns and computation 
time, of the entire-domain FEM modeling of continuously 
inhomogeneous material over piecewise homogeneous 
(layered) model, have been demonstrated. 
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Reactive oxygen species (ROS) are toxic, short-lived, highly reactive by-products of normal 
physiological and metabolic cellular processes. The excessive production of ROS results in the 
damage of proteins, lipids, DNA and RNA. Aerobic cells possess antioxidant scavenging 
mechanisms that are protective against the ROS damage. These relay on the superoxide 
dismutase (SOD), catalase, glutathione peroxidase (GSHPx), vitamin E and vitamin C. The 
superoxide anion is converted to the hydrogen peroxide by the action of SOD: cytosolic (Cu/Zn-
SOD), mitochondrial (Mn-SOD) or extracellular (Cu-SOD). Alterations in the expression of 
Cu/Zn-SOD have been implicated as a possible factor in several neurodegenerative disorders 
(Dröge 2002). 

A static magnetic field (SMF) can, among other magnetobiological effects, induce changes in 
enzyme activity (Amara et al. 2006; Ghodbane et al. 2013). The metabolism of ROS becomes 
affected, with the reported effects to the lipid peroxidation, tissue damage, etc. whereas the strong 
and moderately strong SMF can act through the combination of several biophysical mechanisms, 
it is now accepted that the radical pair mechanism induces changes in the rates and yields of 
certain biochemical reactions under the influence of weak to moderate SMF (Rodgers 2009). 
These effects are strongly dependent on the SMF intensity, which could be a reason for the 
variability of the experimental results obtained by different research groups using various 
exposure setups. 

Free radicals, including the reactive oxygen species, are ubiquitous in biology. Transition 
metal ions, the compounds of many proteins and enzymes, can act as radical species in 
biochemical reactions, enabling the modulation by the SMF of the redox cycles of metal-ion 
containing enzymes. This motivates the investigation not only into the exposure end effects such 
as the tissue damage, but also into the effects on the molecular level such as the distribution of 
various metals after exposure to the SMF. The current status of the observed effects to the 
organism is reviewed by putting into perspective the available data on the SMF induced effects as 
well as possible health implications. 
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The omnipresence of electromagnetic fields not only in human environment but all over the 
Earth raises questions about the positive or negative nature, extent, and threshold levels of 
influence of this non-ionizing radiation on living organisms. In particular, it has been shown that 
static, magnetic and extremely low frequency (ELF) electromagnetic fields have significant effects 
on the skeletal, immune, cardio-vascular, reproductive, as well as the central nervous system. The 
complexity of electromagnetic fields, i.e., their magnitude, direction, orientation, spatial as well as 
temporal dependence and gradients, along with requirements related to the specifics of 
biomedical experiments, e.g., uncertainty of sample positions in in vivo experiments, 
requirements related to experimental volume size and orientation, temperature, light, etc., 
impose a challenging task to biomedical researchers when describing and specifying their 
experimental conditions. An exposure system which provides a homogeneous field throughout 
the experimental volume significantly reduces ambiguities. With the aim to provide the field that 
will also be scalable and relatively strong within the experimental volume that is large enough for 
in vivo as well as in vitro experiments, we considered a solenoid. High homogeneity of the field 
was achieved with inner modifications of solenoid cross-section. The designed exposure system 
provides the field with the maximum magnitude of 165 mT and homogeneity of 2 % in the 
experimental volume with the size of 30 cm x 30 cm x 40 cm. 

 

 

 

 

 

 

 

 

 

 

 

 



 

  

Abstract— Convergence of finite-element-method solutions 
for electric field distributions of resonant modes is discussed 
and analyzed in two canonical microwave cavity problems 
when B-splines are utilized for geometrical modeling of 
elements. While the analyzed problems, namely, those of a 
spherical cavity and a ridged cavity, respectively, are relatively 
simple, they still provide valuable benchmarks for novel 
numerical methods, allowing for early estimates of accuracy, 
efficiency, and convergence properties of the method. 
Furthermore, curved geometry (in the case of a spherical 
cavity) and geometry with reentrant corners (in the case of a 
ridged cavity) illustrate versatile and flexible uses of B-splines 
for geometrical modeling of solids.    

 
Index Terms— microwave cavities; higher order finite 

element method; B-spline solid modeling; eigenfrequency; 
eigenfield.  

 

I. INTRODUCTION 
HE finite element method (FEM) is one of the most 
important numerical tools in modern electromagnetic 

(EM) engineering practice [1]. Recently, higher order 
methods have become the mainstream in computational 
electromagnetics due to their increased versatility, 
convergence, and efficiency [2]. However, success (or 
failure) of EM engineering projects will still often be 
strongly determined by proficiency of practicing engineers 
in adequate formulation of the problem, i.e., use of sufficient 
number of details during geometrical modeling and 
meshing, setting reasonable prescribed accuracy, and 
interpretation of obtained numerical results. It is worth 
underlining that geometry and field models need to satisfy 
very different set of constraints, i.e., geometry models must 
conform to currently available computer aided design 
(CAD) industry solutions and limitation of fabrication 
processes, whereas electromagnetic fields must satisfy 
Maxwell’s equations and adequate boundary conditions. 
With this in mind, the B-spline method for efficient analysis 
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of three dimensional (3-D) microwave cavities, introduced 
in [3], enables completely independent higher order 
modeling of both geometry and electromagnetic fields; the 
geometry modeling is done using trivariate B-splines (thus 
being very compatible with current CAD industry practices), 
while the field modeling is done using hierarchical higher 
order polynomial vector basis functions [4] (thus enabling 
very accurate and efficient approximation of fields). The 
most often alternatives to B-spline geometrical modeling 
and parameterization of curvilinear higher order elements 
(adopted here) are polynomial parameterizations (e.g., 
Lagrange polynomials, Bézier curves) and rational 
polynomial functions (e.g., rational Bézier curves and non-
uniform rational B-splines or NURBS) [5], [6],  although the 
latter may require utilization of specialized quadrature rules 
and may be less stable. 

In this paper, we revisit the B-spline FEM modeling 
introduced in [3] and give additional insight in the 
convergence of the modal field solutions. Section II of the 
paper presents the B-spline modeling of solids in general as 
well as details of solid modeling of spherical and ridged 
cavity in particular. In Section III, the FEM field-expansion 
basis functions are described. In Section IV, numerical 
results are discussed and practical conclusions about the 
modal field convergence are given.   

II. B-SPLINE SOLID MODELING  
Presentation in this Section mainly follows [3] regarding 

general B-spline solid modeling, with additional details on 
analyzed examples of the spherical and the ridged cavity.  

A. Univariate B-splines 
Since solid modeling requires utilization of trivariate 

splines, and they are defined using univariate splines, some 
basic univariate splines definitions are in place. Note 
however, that while univariate spline definitions that will be 
given below are constructive in nature, i.e., they describe 
one possible algorithm for construction of splines, it is more 
advisable to  implement more stable and efficient algorithms 
[7]. We use the following recurrent formula to define the B-
spline functions: 
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where ni ≤≤0 , 0>n , and ( )mnuuuU +,,,= 10 K  is a non-
decreasing sequence of real numbers. U is called the knot 
vector of the corresponding spline family, and can be used 
to flexibly increase or decrease the number of splines and 
continuity of splines over knot vectors with multiplicities. 
Multiplicities, i.e., repetition of knots in knot vector, can 
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lead to non-defined terms in (1), and if division by zero 
should occur when algorithm in (1) is followed, that term is 
replaced by zero. The function )(, uB mi  is called the i-th B-
spline of order m  and degree 1−m  with respect to the knot 
vector U . The following equations hold for a standard 
clamped uniform knot vector: 
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where the term “uniform” refers to uniform spacing between 
internal knots, and the term “clamped” is due to end knot 
multiplicities.  

B. Trivariate Splines and Hexahedron Parameterization 
Using previously defined univariate B-splines, we can 

define a parametric hexahedron introducing a mapping 
),,(),,(: zyxwvu →r , [ ] [ ] [ ]1,11,11,1),,( −×−×−∈wvu  

(cubical parent domain), such that it is interpolatory at the 
specified points of the global Cartesian space. To simplify 
the parameterization (without loss of generality) we employ 
the same order of B-splines ( mmmm wvu === ) and the 
same knot vectors in all directions. A point within a 
hexahedron is thus defined by 
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where mkmjmi BBB ,,, ,,  are the splines over the same knot 

vector and kji ,,C  are the position vectors of the control 

points, found by solving the following system of equations: 
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where 3)1( += nK , and with lr  and ),,( lll wvu  being the 
(global) position-vectors of the interpolation points of the 
solid and their (local) parametric coordinates, respectively. 
Note that other parameterization formulations are also 
possible (but slightly less simple). For example, (4) can be 
modified to include various additional conditions, such as 
prescribed tangent at certain points, etc. The choice of 
interpolation points and a knot vector depends on the 
particular solid that needs to be parameterized, and will be 
presented next. 

C. Solid Modeling of the Spherical and Ridged cavity 
Spherical cavity can be modeled as a solid in a number of 

ways (even when restriction to B-spline solid modeling is 
made). Note however, that utilization of polynomial models 
(or piece-wise polynomial) models is preferred, since 
rational functions would require specialized quadrature 
algorithms. We opted for the method described in previous 
section, with the choice of parametric and Cartesian points 
given by a simple analytical mapping [3]. This way, it is 
possible to have tunable geometrical accuracy, which is very 
important, especially when doing pointwise comparisons of 
the field quantities. Two solid spline models were used for 
the cavity, a more “crude” model, having only 125 
interpolation points ( 4=n ), and geometrically refined 
model, having 1,000 interpolation points ( 9=n ).  

Fig. 1 shows the spline functions used in the first model 

of the spherical cavity and parametric coordinate lines in the 
w = 0 cut. 
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                               (a)                                             (b) 
Fig. 1. (a) B-spline functions of order m = 5 used for the entire-domain 
modeling of a spherical cavity with the flat knot vector )1,1(−  and (b) u-v 
coordinate lines in the w = 0 cut. 

 
Note that both models are very precise and that visual 

inspection would not reveal any difference between the two. 
However, as we will show, eigenfield calculations are very 
sensitive and will reveal great differences between the two 
models.  

Geometrical modeling of the ridged cavity is significantly 
simpler, partly because the cavity is swept geometry. Since, 
for simplicity, we use the same spline family in all three 
parametric directions, and 4 points are needed to describe 
the ridge, we will need a total of 6443 =  interpolation 
points. Fig. 2 shows the interpolation points in one w-cut 
and spline the family used in all three parametric directions. 

 

     
                       (a)                                             (b) 
Fig. 2. (a) Interpolation points in one w-cut and (b) B-spline family adopted 
for parameterization of the ridged cavity. 
 

These two examples clearly show flexibility of B-spline 
modeling, as both arbitrary order and arbitrary number of 
functions can be used along a parametric direction.   

III. FIELD EXPANSION  
 

   Approximation of electric field is given (within each 
hexahedral element) as: 
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1=

e
l

e
l

eN

l

eE fγ∑  (5) 

where lf  are higher order vector basis functions with a total 

of eN  unknown field-distribution coefficients lγ  in the 
element. The basis functions are curl-conforming 
hierarchical polynomials of arbitrary field-approximation 
orders e

uN , e
vN , and  e

wN  ( e
uN , e

vN , e
wN  ≥  1) in the e-th 

element, which, for the reciprocal u-directed field vector, are 
given by: 

,)()(= e

e
w

e
v

ts
qe

uqst wPvPu
ℑ

×aaf



 

,= ,= ,=,)(=

,

,3,
2,1,

1=1,
0=,1

=)(

wvu

oddsvv
evensv

sv
sv

vP

e
e
w

e
e
v

e
e
u

e
w

e
v

e
u

e

s

ss

∂
∂

∂
∂

∂
∂

⋅×ℑ

⎪
⎪
⎩

⎪
⎪
⎨

⎧

≥−
≥−

+
−

rararaaaa

 (6) 

where eℑ  is the Jacobian of the covariant transformation, 
and e

ua , e
va , and e

wa  are the unitary vectors along the 
parametric coordinates of the element and analogously for 
the v- and w-directed basis functions. 

Field-expansion orders e
uN , e

vN , e
wN  in (6) are entirely 

independent from each other, and can be combined 
independently for the best overall performance of the 
method. Furthermore, because the basis functions are 
hierarchical (each lower-order set of functions is a subset of 
all higher-order sets), all of the parameters can be adopted 
anisotropically in different directions within an element, and 
nonuniformly from element to element in a model. Note that 
indices in (6) are “collapsed” into one index in (5). This  
scheme is commonly used when members of a set must be 
accessed in linear fashion. One well known example is from 
computer science when multidimensional arrays must be 
arranged in a linear sequence in memory. 
  After Galerkin testing procedure, details of which can be 
found in [3], a generalized eigenvalue problem is obtained. 
Eigenvalues and eigenvectors (which come in form of 
coefficients in (5)) are obtained as solutions. Modal 
eigenfield is then easily obtained from (5). 

IV. NUMERICAL RESULTS 
For cavity problems, it is usually most important to obtain 

eigenfrequencies as accurately as possible. However, modal 
fields are also of interest. In the FEM algorithms the 
convergence is usually evaluated by comparison of S-
parameters (for driven solutions), changes in overall 
scattering energy (for incident wave problems) or resonant 
frequencies (for eigenmode solutions) from pass to pass [8]. 
These quantities represent the results of the model as a 
whole, and usually converge more rapidly, i.e., with fewer 
unknowns, than the approximation of fields at individual 
points. However, it is interesting to study convergence of 
field solutions along with convergence of eigenvalues, in 
order to gain better insight into the needed number of 
unknowns, i.e., order of approximation, for specified 
accuracy. It is not uncommon for inexperienced engineers to 
set the prescribed accuracy too high, therefore considerably 
lengthening simulation times without any real benefit. 

The electric field distributions for the dominant spherical 
mode, obtained by the analytical solution [9] and by the 
entire domain B-spline solution, are given in Figs. 3 and 4, 
respectively. The field solutions are plotted directly from the 
computed corresponding eigenvectors, thus they are 
practically identical except for the difference in the 
eigenvector normalization and except near the sphere 
“edges” (Fig. 4) where the entire-domain B-spline model 
has a discontinuous tangent (which is easily appreciated and 
can be improved by adopting higher order geometrical 
model or h-refinement). Note that, in this case, any attempt 
to quantify the error of the field distribution throughout the 

element volume would be strongly biased by the 
significantly higher errors near these 
“edges”.

 
               (a)                               (b)                        (c) 
Fig. 3. Analytical solution: magnitudes of (a) x-, (b) y- and (c) z-
components of the electric field for the first mode. 

 
                (a)                         (b)                         (c) 
Fig. 4. B-spline solution (108 unknowns, “crude” geometry model): 
magnitudes of (a) x-, (b) y- and (c) z-components of the electric field for the 
first mode. 
 

However, to establish an estimate of the accuracy and 
convergence of the solution of the electric field, when the 
number of unknowns is increased (by p-refinement), we 
compute the RMS error of the magnitude of the B-spline 
field solution relative to the analytical solution for the two 
models of spherical cavity in 1,016 and 1,736 surface points 
for the crude and refined models, respectively. Numerical 
results for the RMS error of the dominant mode eigenfield 
for the two solid models, along with the average 
eigenfrequency error for the first 11 modes, are given in 
Table I. 

TABLE I 
ERROR IN CALCULATING EIGENFREQUENCY AND MODAL FIELD IN A 

SPHERICAL CAVITY. 
 |Error| [%] 
  Average eigenfrequency error (11 modes) 

Crude model 2.8666 0.2011 0.1098 0.0501 
Refined model 2.8179 0.1470 0.0661 0.0097 

 RMS error in modal field (1st mode) 
Crude model 20.79 20.60 40.63 17.30 

Refined model 10.29 9.70 5.11 5.08 
Unknowns 108 240 450 756 

 
Results from Table I can be interpreted in the following 

way. Looking at the convergence of the eigenfrequencies, it 
is clear that both models have excellent convergence, i.e., 
error decreases monotonically and rapidly with the increase 
of the number of unknowns. Situation is less clear regarding 
modal field convergence. It is evident that the error in modal 
field is several orders of magnitude larger than the error in 
eigenfrequencies. Also, with the refined model, the 
convergence is monotonic. On the other hand, the crude 
model shows high error despite excellent eigenvalue 
convergence. This can be attributed to the offset between the 
ideal spherical cavity used for exact analytical solution, and 
crude spline model of the sphere. Hence, there is effectively 
a significant mismatch of points when point-by-point 
comparison of fields is applied in presence of the rapidly 
changing fields (as can be seen from Figs. 3 and 4). 

The ridged cavity, shown in Fig. 5, is less grateful for 
comparison of modal field solutions because there is no 
readily available analytical solution. Hence, for the ridged 
cavity example, the B-spline solution and the reference 



 

numerical HFSS solution, for the dominant mode electric 
field distribution, are presented in the large number of 
sampling points in Fig. 6, where very similar distributions of 
fields can be observed. Table II shows the relative error of 
the computed resonant free space wave number 0k  for the 
first 9 resonant modes. 
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Fig. 5. Geometry of a ridged cavity. 

 

 
                              (a)                                        (b) 
Fig. 6. Magnitude of the electric filed of the first mode of the  ridge taken 
in the large number (27,000 points) of sampling points: (a) HFSS and 
(b) B-spline solutions. 

 
As for the modal field solution, RMS “error” for the first 

mode is 28.88%, when calculated in 27,000 volume points. 
This is again several orders of magnitude larger than the 
error in computed eigenfrequencies. This can be attributed 
to the fact that p-refined basis functions used in B-spline 
model are too smooth to model the field near reentrant 
corners of the ridge, where the field is theoretically singular. 
Furthermore, since there is no available exact solution, 
quantification of the error strongly depends on the HFSS 

solution (and its convergence properties, number of adaptive 
passes, and initial mesh seeding). 

 
TABLE II 

ERROR IN CALCULATING 0k  IN THE RIDGED CAVITY.  

Mode 
HFSS 

0k  ][cm 1−  
B-spline 

 

|Error| [%] 
Unknowns 3,017 t 276 

1 5.091 0.0393 
2 7.469 4.0969 
3 7.853 0.4202 
4 7.878 5.0774 
5 8.019 3.8035 
6 8.863 2.6853 
7 8.9 4.3820 
8 9.087 6.8119 
9 10 3.9000 
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Peneusnja TeXHHQKOr pernelha 
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CMepHHua aa aHaJll13Y 11 nov oh y npojexroaaisy nponason. nor Marl-leTCKOr H113a, LI I1MC je osror-yheaa nl1peKTHa 

npa n eaa peiue isa on crpaue n pyrn x 3aHHTepCCOBaHI1X KOpHCH HKa. 

T eXHI1'l KO peuie n,e ce O.l\HOCI1 na uru py nay-m y 06J1 aCT n pl1MCI-bCHe CJl CKTpOMamCTI1KC, a npHM CHa peureisa je 

HHTCpn HCUHnJlI1H apHa 11 sesaua aa 06JlaCT l3110MCn HUI1 HCKI1X nayxa, «oj a ce y CBCTy TpCl-l yTHO UCOMa 6p30 pasaa ja. 

Peuien,e ce 3aCHHBa I-Ia KOM nJleTHOM cx yn y cr3aKTHHX aHaJlHTH'IKHX 11 3pa3a aa onnc non-a 11 31-1 an nBO.aI1MeH3HOHor 
MarHeTCKOr mn a, H3 a.er a 11311e.l\CH I1X BCOMa je.l\HOCTaBH I1X an pOKCH MaTI1Bl-Il1X aapasa sa npoueuy cpenu.ax 

napan er apa MameTC Kor norsa H cOtPTBepCKOj HMnJlCMeHTaul1jH OBHX Teop HjcKI1X pe3YJITaTa aa norpefi e xpajn.er 
KOpI1CH I1Ka. 

CYWTI1H a TeXHWIKor peWCI1>a je n a ce BeOMa np eUH3HO ozipene CBI1 rrapaa erpn on I1HTepeca CTaTI1 'l KOr 

MarH eTCKor norsa npa vi en.en or y ornezmoj 3anpeMHHI1 11 na ce npHMel-beHO nors e seova neran.no ornuue, WTO j e 

I1MnepanlB y Hay4 HO-I1CTpa)J(I1Ba'lKOM pany, Teopujcx n pe3YJlTaTH Mory Hah H 11 WI1PY npnveuy, 6y.aynl1 zta cy 
MarHeTCKI1 HH30BI1 3HaLlajHH 11 aa MI1KpOaKTyaTopcKe CI1CTeMe 11 MHKpoceH30pe , nrranapae MOTope H CJ1H'IHO. CBH 

pe3YJlTaTH cy nOTBpl) eHI1 KaKO HyMepl14KOM cHMyJlaUHjoM r axo H nl1peKTHO, Mepe lbCM MarHeTCKor norsa. 

Pa3BI1j eHo peuren.e ce ynorperirsasa na Me.aI1UI1HCKOM tPaKyJlTeTy y Eeorpany. 

Y Eeorpaziy, 20. HoueM6pa 20 13. Peue H3eHT 
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l!.p Karapuaa Panynonah, Hay'l HI1 CaBeTI-I HK (HCB) 

l1HcTHTyTa aa xexiajy, r exaonorajy H MeT<lJIypmjy, 

Beo rpa n 
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Kратак опис 

 
У склопу овог техничког решења, изведене су и дате егзактне формуле за рачунање магнетске 
индукције произвољног дводимензионог магнетског низа, на основу њих је предложен 
једноставан начин одређивања средњих параметара магнетског поља који су од интереса за 
кориснике оваквих низова, написана је процедура за MATLAB која рачуна расподелу поља и 
средње параметре за произвољан случај. За конфигурације које се уобичајено користе подаци 
су дати и табеларно, у оквиру “Упутства за употребу МАДУ трака у биомедицинским 
огледима“, припремљеног за студенте и сараднике Медицинског факултета у Београду. 

Реализатори: 
Иновациони центар Електротехничког факултета, Универзитет у Београду 

Корисници: 
Медицински факултет, Универзитет у Београду 

Подтип решења: 
Битно побољшано техничко решење на националном нивоу (М84) 

 

Стање у свету 
Стални магнети, као и њихове комбинације у виду површинских низова, користе се већ дуго 

времена у области физикалне терапије и рехабилитације. Иако сви механизми деловања нису у 
потпуности разјашњени, емпиријски је утврђен благотворан, односно позитиван, утицај на 
ублажавање тегоба проузрокованих артритисом, ублажавање запаљења и залечивање рана, 
ублажавање бола и стреса и побољшање микроциркулације [1]-[6]. Такође, различите комбинације 
сталних магнета су погодне као извор статичког магнетског поља у биомедицинским огледима 
in vitro или огледима на малим животињама, као у [7]. Овде је потребно нагласити, да током 
прегледа постојеће литературе нисмо наишли на пример коришћења дводимензионог магнетског 
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низа као што су МАДУ траке, медицинско средство патентирано за примену у физикалној терапији 
и рехабилитацији [8]. По три МАДУ траке су употребљене за формирање већих низова који 
покривају површину испод дна стандардног малог кавеза у нашим експериментима описаним у 
радовима [9], [10]. Генерички случај дводимензионог магнетског низа је анализиран у раду [1]. 

Упркос успешној употреби МАДУ трака у медицинској пракси, детаљан опис њихових 
карактеристика који је неопходан за опис изведених огледа и даље извођење закључака је био 
недоступан, укључујући и тачну вредност реманентне магнетске индукције материјала. 
Истраживање спроведено 2007. године је указало на то да непотпун или недовољно прецизан опис 
употребљених поља представља главни недостатак у великом броју публикација које се баве 
утицајем електромагнетских поља на живе организме [11]. Дводимензиони магнетски низови имају 
и велики број немедицинских примена, укључујући микроактуаторске системе, микросензоре, 
синхроне планарне моторе и магнетску левитацију. Међутим, велики низови се уобичајено 
анализирају применом Фуријеових низова, док се за конкретан случај низа мањег броја елемената 
најчешће користи моделовање коначним елементима. Изведени комплетни аналитички изрази за 
општи случај оваквог низа се могу једноставно применити, а погодни су и за оптимизацију 
параметара низа. Провера је извршена методом коначних елемената и мерењем. 

Опис 
На слици 1 је приказан начин употребе МАДУ трака у биомедицинским огледима. Коришћене су 

МАДУ траке типа L (large), које представљају низ од 5-пута-4 сталних магнета распоређених 
еквидистантно, у оба правца. За стандардни мали кавез (22,0 mm x 13,5 mm x 15,0mm) потребно је 
коришћењем три траке формирати низ од 15-пута-4 магнета, док се за стандардни велики кавез 
(38,0 mm x 21,0 mm x 18,5mm) формира низ од 12-пута-10 магнета коришћењем шест трака. За 
разлику од магнетских низова са супротно усмереним магнетским моментима суседних елемената, 
у једној или у обе димензије, или низова са ротираним магнетским моментима као што је то 
предложио К. Халбах [12], код којих је циљ остваривање што јаче магнетске индукције уз површ 
низа, скоро паралелне површи, променљивог смера између суседних редова, МАДУ траке спадају у 
низове код којих сви елементи имају идентичну оријентацију магнетских момената управну на 
површину низа. Као резултат, добија се магнетска индукција претежно управна на површину низа, 
изнад неке граничне висине увек истог знака, која споро опада са растојањем од површине низа. 
Варијације поља у појединачним водоравним равнима су знатно мање од варијација са променом 
висине, те се и магнетска индукција и градијент вертикалне компоненте магнетске индукције, који 
се показује довољним за опис промена поља, могу у првој апроксимацији сматрати функцијама 
само z-координате. 

220 mm
130 mm
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0
m
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255 mm
165 mm

x

z

y

SN

 

Слика 1. Дводимензиони магнетски низ погодан за коришћење у биомедицинским огледима. 
Приказан је усвојени референтни координатни систем. Произведено магнетско поље споро опада 
са растојањем од површине низа и прожима, односно покрива, целу огледну запремину. 
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Аналитички опис магнетског поља низа 

Услед своје примарне намене да лако приањају на делове људског тела, попут магнетског завоја, 
МАДУ траке су реализоване уграђивањем појединачних магнета у супстрат од еластичног, гумастог 
дијамагнетика чији се утицај може у потпуности занемарити. Претпостављајући униформну 
магнетизацију по запремини сваког појединачног магнетића, сваки од њих се може заменити 
површинским Амперовим струјама, односно еквивалентним кратким соленоидом правоугаоног 
попречног пресека. На тај начин се проблем своди на одређивање магнетске индукције коначног 
броја правоугаоних површинских струјних расподела. Магнетска индукција једне правоугаоне 
траке се може добити коришћењем добро познатог израза за праву струјну нит коначне дужине који 
следи директно из Био-Саваровог закона: 

 ( ) .sinsin
4

d
12

0 θ−θ
π

μ
=

d
IB  (1) 

Јачина струје zJI dd mS=  у нити инфинитезималне висине dz ствара у тачки поља F компоненту 
магнетске индукције, B, нормалну на раван дефинисану правцем жице и тачком F, смера усклађеног 
са правилом десне завојнице. Вектор површинске густине струје, JmS, је повезан са магнетизацијом, 
M, преко nMJ ×=mS , где је n површинска нормала. Удаљеност тачке F од праве која садржи 
посматрану нит је означена са d и одговарајућа нормала на нит уједно служи као референтна оса за 
углове θ1 и θ2 , при чему индекси 1 и 2 одговарају тачкама уласка струје у нит и изласка из нити, 
респективно. Најповољнији интеграли за решавање се добијају уколико се угао између потега d и 
хоризонталне равни која садржи нит означи као ξ, и све остале величине изразе преко овог угла. 
Након интеграције и сређивања изрази за хоризонталне компоненте магнетске индукције постају 
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Дужина, ширина и висина појединачног магнета, елемента низа, су означене као а, b и h, а 
међусобна одстојања у правцу x- и y-осе као xd и yd. Индекси i и j одговарају елементу i у реду j 
магнетског низа, док индекс k означава једну од четири струјне траке које одговарају посматраном 
елементу низа. За k једнако 1, 2, 3, или 4, струјна трака је померена за Δx = –b/2, Δy = –a/2, Δx = b/2, 
односно Δy = a/2, у односу на средиште посматраног елемента. Претпостављено је да се низ састоји 
од (2M+1)-пута-(2N) елемената, без губитка на општости. Горњи индекс tp = 0 односно tp = 1 
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одговара референтном смеру струје у струјној траци који је увек од 0 ка 1. Горњи индекс tq = 0 или 
tq = 1 означава доњу површину, z = –t–h, или горњу површину, z = –t, магнета, где је t дебљина 
гуменог омотача МАДУ, траке у коју су уграђени магнети. Вертикална координата z = 0 према томе 
одговара ситуацији када узорак лежи на самој површини траке или трака приања уз узорак. 

Вертикална компонента вектора магнетске индукције, која је у случају низа са истоветно 
оријентисаним појединачним магнетским моментима елемената управним на низ много већа од 
Bx , By , односно доминантна, износи 
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Овде параметри p и q одговарају синусима углова θ0 и ξ, где смо са θ0 означили пројекцију угла θ на 
xOy раван. Оператор [•] означава целобројно дељење. 

Са повећањем броја појединачних магнета у оба правца у хоризонталној равни, z-компонента 
вектора магнетске индукције тежи граничном случају бесконачног низа, када је она периодична са 
периодом xd односно yd , у правцу x- и y-осе, респективно. У случају коначног низа описана 
расподела вектора магнетске индукције одговара централном делу запремине изнад низа. 
Сматрајући хоризонталне компоненте вектора магнетске индукције довољно малим да се искључе 
из разматрања, максимум и минимум магнетске индукције у појединачној посматраној 
хоризонталној равни се могу изједначити са z-компонентом у одговарајућим тачкама, израчунатом 
на основу израза (3). Притом максимуму одговара магнетска индукција на вертикалној оси која 
пролази тачно кроз центар појединачног магнета у централном делу траке, BH(z). Минимум, BV(z), 
се налази као вредност на вертикалној оси која пролази кроз тачку пресека линија које тачно 
одговарају средини између суседних редова магнета у правцу x- и y-осе. Дефинишимо вертикални 
градијент магнетске индукције као: 
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Тада се средња вредност магнетске индукције и усредњени вертикални градијент магнетске 
индукције у посматраним хоризонталним равнима могу проценити коришћењем аритметичке 
средине BH(z) и BV(z). 
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Код овде описаних трака број елемената низа је релативно мали (15 пута 4), док су величине 
појединачних магнета (a×b×h = 24.4 mm×4.8 mm×4.8 mm), однос њихове дужине и ширине (aspect 
ratio) и растојања између редова (xd = 19.5 mm, yd = 36.0 mm) значајни. На неки начин, то је 
најнеповољнији случај за проверу предложеног приступа. Као што се види из дела (б) Слике 2, и у 
овом неповољном случају се добија резултат задовољавајуће тачности, који се може искористити за 
брзу процену средњих параметара магнетског поља у огледној запремини. Такође, израз (5) може да 
послужи за процену магнетске индукције и њеног вертикалног градијента током прелиминарног 
дизајна низова са захтеваним средњим параметрима поља. 
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Слика 2. Поређење аналитички изведених израза са измереним подацима (“meas.”) и подацима 
израчунатим методом коначних елемената (“FEM”). (а) На већим висинама, z, разлике BH(z) и 
BV(z) постају скоро занемарљиве, а магнетска индукција опада линеарно. (б) Изрази (5) за средњу 
магнетску индукцију и средњи вертикални градијент индукције показују задовољавајуће слагање 
са резултатима нумеричког прорачуна (“FEM”), где је приказана и средња вредност укупне 

магнетске индукције 2
z

2
y

2
xt BBBB ++= . Изрази (5) су погодни за брзу процену параметара поља у 

огледној запремини, као и приликом прелиминарног дизајна дводимензионих магнетских низова. 

 
Контролна мерења магнетског поља низа 

Мерења магнетског поља МАДУ трака имала су двојаку намену. Најпре, подаци о тракама су 
били веома непотпуни и мерењем је утврђена реманентна магнетизација употребљених магнета. 
Као друго, мерења су послужила да се потврде изведени аналитички изрази као и да се провере 
резултати добијени нумеричком симулацијом. 

Мерна мрежа се састојала од по двадесет и једне тачке у сваком од три реда, два изнад магнета и 
трећег између ова два реда, у равнима паралелним xOy равни. Мерни корак у правцу x- и y-осе је 
износио xd /2 = 9.75 mm, односно yd /2 = 18.0 mm, што одговара максимумима и минимумима 
магнетске индукције. Мерења су извршена коришћењем дигиталног тесламетра DTM 151 (Group 3, 
New Zealand), са резолуцијом мерења од 0.005 mT и прецизношћу очитавања од 0.01%, у 
коришћеном опсегу до 0.3 T [13]. 

Познато је да су магнети израђени од хексагоналног баријум хексаферита (BaFe12O19), једног од 
најчешће коришћених тврдих магнетских материјала, услед ниске производне цене и веома добрих 
феромагнетских својстава. Киријева температура је висока и износи TC = 450°C. Магнетска 
индукција када је материјал у засићењу износи Bs = 480 mT, што када се узме у обзир густина 
материјала ρ = 4.9·103 kg/m3 одговара магнетизацији у засићењу Ms = 78.0 A·m2/kg. За разлику од 
ових својстава која не зависе од микроструктуре материјала, реманентна магнетизација може доста 

(3) 

(3) 

(3)

(3)
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да варира у зависности од производног процеса, посебно времена синтеровања и примењене 
температуре. Уз коришћење израза (3), довољно је прецизно измерити магнетску индукцију за 
неколико вредности z-координате (висине), на посматраној вертикалној оси кроз магнет у центру 
низа. Како смо због провере резултата вршили мерења у већем броју тачака, за карактеризацију 
материјала мерењем коришћени су усредњени подаци о максимумима и минимумима магнетске 
индукције за пет хоризонталних равни, ∈z {19.4, 29.4, 39.4, 44.4, 49.4} mm. За посматрани низ, за 
пробну вредност реманентне магнетизације Mr , одређене су на основу (3) функције BH(z) и BV(z), а 
затим мултипликативна константа која даје најмање средњеквадратно одступање у односу на 
усредњене мерене податке. Након корекције, добија се Mr = 60.0 A·m2/kg. 

Укупно, изведене су три групе мерења. Најпре, мерењем са једне и друге стране траке на самој 
површини трака установљена је магнетска индукција (55.70 ± 7.22) mT и (54.34 ± 7.22) mT, дата као 
(средња вредност ± стандардна девијација). Грешка ручно изведеног мерења, услед јачег или 
слабијег приањања сонде на мек гумени омотач или благог нагиба у односу на хоризонталну раван, 
је највећа на површини траке, те су добијене вредности нешто ниже од теоријски предвиђених 
59.62 mT. Друга група мерења је изведена са једним слојем, а трећа са по два и три слоја МАДУ 
трака, за вредности z-координате: ∈z {4.4, 6.5, 9.4, 19.4, 29.4, 39.4, 44.4, 49.4} mm. Релативна 
варијабилност резултата, процењена као однос стандардне девијације и средње вредности, је два 
пута мања за други и трећи скуп мерења у односу на прву групу. 

 
Поређење са нумерички израчунатим подацима 

Магнетска индукција МАДУ трака је такође израчуната коришћењем софтверског пакета 
Mermaid за магнетостатику [14], [15]. Дати програмски пакет, који служи за дизајн делова уређаја 
од перманентних или електромагнета, користи скаларне коначне елементе првог реда за рачунање 
магнетостатичког потенцијала. Добијени резултати су показали одлично слагање са аналитичким 
изразима, што је приказано на Слици 2. Илустрације ради, на Слици 3 је приказана расподела 
магнетске индукције изнад трака за четири вертикална пресека, укључујући и расипно поље. 
Доминантна, Bz , компонента чини више од 96% укупне магнетске индукције у делу изнад магнета у 
центру и више од 80% укупне магнетске индукције свуда у централном делу траке. 
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Слика 3. Варијација магнетске индукције у огледној запремини добијена нумеричким прорачуном. 

Овде је приказана доминантна, Bz , компонента за два пресека паралелна yOz равни и два пресека 
паралелна xOz равни, од којих по један полови магнете а други одговара тачно средини између 
два суседна реда магнета. За пресеке паралелне xOz равни расипно магнетско поље се налази 
изван огледне запремине и претпоставке о периодичности магнетске индукције су потпуно 
оправдане. У овом конкретном случају, број магнета у правцу y-осе је мали а њихово међусобно 
растојање значајно, што чини аналитичку процену (5) само апроксимативном. 
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Модификација поља у огледној запремини 

Некада је потребно остварити жељене, захтеване средње параметре статичког магнетског поља у 
експерименталној запремини. Једноставан начин повећања магнетске индукције за фактор који не 
зависи од висине изнад низа је употреба више слојева трака, као што је то приказано на Слици 4 (а). 
За различите комбинације пораста магнетске индукције и њеног вертикалног градијента, изрази (5) 
се могу употребити као почетан алат у пројектовању новог низа жељених карактеристика. Ово је 
илустровано у делу (б) Слике 4. За потребе корисника МАДУ трака, на основу горе изложеног, 
састављено је “Упутство за употребу МАДУ трака у биомедицинским огледима“. Такође, написана 
је процедура за рачунар која за задати низ и огледну запремину ограничену двема хоризонталним 
равнима z = h1 и z = h2 , одређује средње параметре магнетског поља у огледној запремини, као што 
је за неколико уобичајених случајева приказано у Табели I и Табели II. Тренутно се упутство и 
поменута процедура у MATLAB-у користе од стране студената и сарадника Медицинског 
факултета у Београду. 

TАБЕЛА I 
СРЕДЊИ ПАРАМЕТРИ МАГНЕТСКОГ ПОЉА 

У ОГЛЕДНОЈ ЗАПРЕМИНИ 

h1 (mm) h2 (mm) zB  (mT) tB  (mT) zG  (T/m) 

0.0 * 10.0 15.4394 16.1613 1.8549
0.0 * 20.0 9.1341 9.6192 1.0302
0.0 * 30.0 6.6632 7.0497 0.7165
16.0 46.0 1.1371 1.3127 0.0223
24.0 54.0 0.9719 1.1476 0.0176
32.0 62.0 0.8442 1.0122 0.0141
* за прва три реда коришћено је || zB  

TАБЕЛА II 
СРЕДЊИ ПАРАМЕТРИ МАГНЕТСКОГ ПОЉА 

ЗА ВИШЕ СЛОЈЕВА МАДУ ТРАКА 
h1 (mm) h2 (mm) zB  (mT) tB  (mT) zG  (T/m) 

Два слоја 
16.0 46.0 2.1932 2.5316 0.0431
24.0 54.0 1.8715 2.2096 0.0350
32.0 62.0 1.6214 1.9442 0.0276

Три слоја 
16.0 46.0 3.4402 3.9597 0.0636
24.0 54.0 2.7465 3.2406 0.0518
32.0 62.0 2.3294 2.7931 0.0402
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  (а)                                                                             (б) 

Слика 4. (а) Повећање магнетске индукције коришћењем више слојева МАДУ трака. Како средња 
магнетска индукција опада линеарно са висином, значајан фактор увећања поља, скоро једнак 
броју трака nL , се добија постављањем једне траке на другу. Пуне линије одговарају максималној 
индукцији, BH(z), испрекидане минималној, BV(z), док су одговарајући измерени подаци 
приказани пуним и празним кружићима, респективно. (б) Илустрација коришћења приближних 
израза (5) у прелиминарном дизајну магнетског низа жељених средњих параметара поља. 
Приказане су промене средње магнетске индукције (пуне линије) и њеног вертикалног градијента 
(испрекидане линије) са модификацијом растојања између редова магнета за фактор k, овде узет 
једнак у правцу x- и y-осе. 
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Закључак 

Изведени су комплетни изрази за магнетску индукцију произвољног дводимензионог магнетског 
низа, који осим осталих примена може да буде погодан извор магнетског поља у биомедицинским 
експериментима. Мерењем је извршено одређивање реманентне магнетизације материјала, а такође 
и потврђени аналитички изрази и нумерички прорачуни методом коначних елемената. 
Припремљена је процедура у MATLAB-у која за потребе корисника рачуна средње параметре поља 
у огледној запремини, а подаци за најчешће случајеве приказани и табеларно. 
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