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ITIpegmet: MoJi0a 3a moKpeTame MOCTYNKa 3a H300p y 3Balkbe HayYHH CAaBeTHUK

Monum Hayuno Behe MHctutyTa 3a ¢usuky y Beorpagy ga y cknagy ca IIpaBumHHKOM O
MOCTYNIKY W HAuMHy BpeJHOBalkbha U KBAaHTUTATMBHOM HCKa3WBawky Hay4YHO-UCTPaKUBAYKUX
pe3ynTara UCTpa’kMBaua IOKpeHe MOCTYTaK 3a MOj u300p y 3Bambe HayYHU CaBeTHHK.

Y mpusiory joCcTaB/bam:

1. Muiubere pyKoBOAHOLA TTPOjeKTa ca MpeJioroM 4iaHOBa KOMUCHje 3a 300D y 3Bame
2. Ctpyuny 6uorpadujy

3. Ilperies HayuHe aKTUBHOCTU

4. EnleMeHTe 3a KBaJIMTaTUBHY OL[€HY HayYHOT JOMPHUHOCA

5. EnlemeHTe 3a KBaHTUTaTHMBHY OLieHy HayYHOT JOTMPUHOCA

6. Crircak objaB/LeHUX PajioBa U HbHXOBE KOIIHje

7. Ilogatke 0 LIUTUPAHOCTU pasioBa

8. doTokoMujy peliiera 0 U300py y TIPETXOJHO 3Barbe

9. Joparke

Ca molToBameM,

np Mapko TanackoBuh
BUIIIYA HAYYHU Capa/IHUK
WuctutyT 3a ¢usuky y beorpany






BUOI'PA®CKMU IIOJALIA

IOp Hapko TanackoBuh je poheH 1971. roguHe y Beorpagy rie je 3aBpIUMO OCHOBHY IIKOMY U
MaremaTnuky rumHasujy. Jumnomupao je Ha @usnukom ¢akynrety y Beorpagy 1996. roaune ca
rpocekoM 9.79, rae je u Maructpupao 2000. rogune. Y niepuogy o 1997. mo 2000. rogute je 61o
aHTrakoBaH Ha VHcTUTYTY 3a QU3MKy y beorpagy kao crurneHancta MuHMCTapCcTBa MPOCBeTe U
Hayke. IloTom op/ia3su Ha [JOKTOpCKe cTyavje Ha [Ip>kaBHOM yHuBep3uTeTy Dnopuze y
Tanaxacujy, CA/l. oktopcku paz, o HacioBoMm "Anomalous Metallic Behavior in Strongly
Correlated Electron Systems with Disorder”, ypahen mop mentopctBom Ilpod. Braaummupa
Iobpocas/meBrha, ombpanno je 2005. roguHe. HakoH jeaHe roguHe ITOCTAOKTOPCKOT
ycaBpillaBawa Ha Jlp)kaBHoM yHUBep3uTeTy Oxaja, y Konymbycy, CA/l, Bpaha ce Ha IHCTUTYT 3a
¢u3uky 2006. rogwHe THe je aHTaKOBaH y OKBUPY Mpojekra “Mojenvpame W HyMepHUUKe
cuMysauyje KomryiekcHuX ¢(usnukux cucrema" (OM 141035), ofHOCHO KacHHje Ha IPOjeKTy
“Mogenvpame U HyMeprUuKe CUMYy/alldje CIOKeHUX BullleyecTHyHux cuctema” (OH 171017). ¥
nepuogy of 2007. mo 2010. op/asuo je Ha HEKOJIMKO CTyaujcKUx nocera y CAJl y yKyIHOM
Tpajamby Of IIeCT Mecel[d. Y 3Bale BHIIM HayYHH capagHuK u3bpaH je 30. oktobpa 2012.
roguHe. PykoBoauo je Peunrterpanmonum npojektoMm ,Electronic Structure Calculations of
Complex Materials”, y okeupy HATO mporpamMa 3a HayKy ¥ OHO pyKOBOAW/IAL] ZiBa OusiatepasHa
npojekra, “KBaHTHH KPDUTWYHM TPAHCHOPT y Onm3uHKM MoOToBOr MeTasn-u3omaTop mpenas3a” ca
WCTpakuBaumuMa K3 PpaHLycKe, OHOCHO “Jake e/leKTPOHCKe Kopenaluje U CyrneprnpoBOAHOCT”
ca konerama u3 CyioBeHuje.

O6sacT Hay4YHO-MCTPa’KMUBauKor pazia Ap Japka TaHackoBuha je Teopujcka ¢pu3rka KOHAEH30BaHe
Marepuje. [71aBHe TeMe pajja Cy TPaHCIIOPTHE W TePMOAWHAMHUKe O0COOMHE jako KOperCaHuX
eJIeKTPOHCKUX CHCTeMa, (u3rka MoToOBOI MeTas-U30/1aTop Ipefas3a U CyIlepIpOBOJHOCT, Kao 1
npopauyH (oHoHCKux criektapa. /Ip TanackoBuh je n0 caga objaBuo 25 pasioBa, of uera 6 y
yaconucy Physical Review Letters, kao u jegHo nomiaB/be y MoHorpaduju. Ilpema nogauyma ca
Web of Science nHa gan 3. 4. 2017. roguHe, paZioBU Cy LMTHpaHd YKYNHO 255 myTa (He
yK/byuyjyhu camorutare), y3 h-index jegnak 10. PerieH3eHT je y uacommcuma Physical Review
Letters, Physical Review B u Journal of Physics Condensed Matter. O6aB/bao je AY»KHOCT
cekpetapa JIpymrtsa ¢usuuapa Cpbuje y nepuogy 2007-2010. [To caga cy moj pyKOBOZACTBOM JIp
Tanackosuha ypaljeHe aBe JOKTOPCKe AucCepTaliyje.



ITPEIVIE]] HAYUYHE AKTUBHOCTHA

Hayuno-uctpakuBauku paf, Ap Japka TaHackoBuha ofBujao ce y obGmactu Teopujcke (u3uke
KOH/IEH30BaHOI' CTama Marepuje. 3a BpeMe Marucrapckux cryauvja y beorpagy (1997-2000)
KaH/IZIaT je MpoydyaBao OCOOWHE CymneprpoBOJHMKA ca d-CMMEeTpPHjoM CriapuBamba KyrepoBux
naposa y okeupy BCS Teopuje u Maructprpao Ha temu “Ytuuaj [laynujeBor napamMarHetTusma Ha
MarHeTHe OCOOMHe BHCOKOTeMIIepaTypHMX CyTeprpoBOAHUKA” ypaljeHOj TIof PYKOBOACTBOM
IMpod. 3opana Paposuha, gomuvcHor umaHa CAHY. Ha pokTopckuM cryauvjaMa Ha [lp>KaBHOM
yausep3utety ®nopuze y Tanaxacujy, CAI (2000-2005), np TanackoBuh je paguo y obmactu
¢u3MKe jako KOpeJMCaHUX e/IeKTPOHCKMX CUCTeMa W KBaHTHUX (a3HMX mpesasa. [JJoKTopupao je
Ha Temd “Anomalous Metallic Behavior in Strongly Correlated Electron Systems with Disorder”,
ypaheHoj no, pykoeogcteoM ITpod. Bnagumupa JobpocaskeBuha. JeaHy roguHy je TpoBeo Ha
TIOCTJIOKTOPCKOM  yCaBpIllaBakby Ha JIp>xaBHOM yHuBep3uteTy Oxaja y Komymbycy, CA/.
[TpoyuaBame CHUCTEMa Ca jaKUM €JIEKTPOHCKUM Kopenarujama y 6mu3uHu MoToBor MeTasn-
M30J1aTOP TIpeJia3a 0CTaje IJlaBHa HayYHO-MCTPa)KMBauka TeMa U HaKOH TioBpaTka Ha MHCTUTYT 3a
¢u3uky y beorpagy 2006. rogune. [pyru npapal] HayuyHO-UCTpaXKUBAUKor paja Ap TaHckoBuha
je mpopauyH u aHanu3a ()OHOHCKOT CIeKTpa CyIeprpoBOJHHKA Ha 0a3W rBokha W CPOAHUX
jenumema, Kao U pa3IMuuTUX jefumbema ca (aHTu)depomarHeTHuM ypelewem. OBaj rpasalj pasia
ce OfIBMja y Herocpe/iHoj capa/imby ca Jlabopatopujom 3a PaMaHOBY CrieKTPOCKOTHjy VIHCTUTYTa
3a ¢u3uky y beorpazy moj pykoBogcTBoM Akajgemuka 3opaHa [Torosuha.. [Ip TanackoBuh je go
cazia objaBro 6 pajioBa y HajyriefHujeM yacomucy y obnactu ¢usuke Physical Review Letters u
13 pagoBa y HajyrmiegHujeM uacomucy y obmactu ¢usvke KoHJeH30BaHe Marepuje Physical
Review B. ¥ HacraBKy je mpukasaH Mperief, IJIJaBHUX HAyyHUX pe3y/iTara, y3 Hariacak Ha
pe3ynTare OoCTBapeHe y MepHofly HaKOH TPeTXOHOT n30opa y 3Bambe.

I''aBHu mnpaBar] ucrpakuBama Jp /lapka TaHackoBuha je TeopHuja jako KopeauCcaHHX
€/IEKTPOHCKHUX CHCTeMa, a TTocebHO MOTOB MeTas-M30/1aTop Ipesia3, Kao jeJHa Of] HajBaXKHUjUX
MOC/IeNIIA jaKUX e/IeKTPOHCKMX MHTepaklivja M HajaKTUBHHjHUX 0671aCTH UCTpaXkuBama y (pu3uiiu
KOH/IeH30BaHe Marepuje. VI eKCriepUMeHT U TeopHja jaCcHO yKasyjy Ja je MoToe mpesa3 (a3Hu
rpena3 MpPBOT pefa W Ja WCIO/baBa KOEr3UCTeHLWjy MeTajHe W K30J1aTopcke ¢ase 0 Heke
KputhuyHe Temiiepatype Tc. Ha HajHwkuM Temmeparypama obe ase uecto pasBujajy
JyrofloMeTHO ypeljere - aHTU(epoMarHeTH3am UK CyleprnpoBOLHOCT. MOTOB mpesia3s je KBaHTHU
(T=0) ¢a3Hu mpenas, any je KBaHTHA KPUTHMUYHA TauykKa 3aMacKUpaHa PErHOHOM KOer3ucCTeHLje
v/vunu ypehieHoM daszom. TpaHcropTHe ocobHHe MaTepHjaia Ha TeMreparypaMa HU3Haj KpUTHUHe
Temriepatype Tc cy jeAiHa of IVIaBHUX TeMa MHTepecoBawma Jp TaHackoBuha y NpeTXOLHUX
HeKo/uKo roguHa. Op nperxofHor usbopa y 3Bame Jp TaHackoBuh je 13 oBe TemaTHke 06jaBHO
cnenehe pazgose:

« J. VucCicevi¢, D. Tanaskovi¢, M. J. Rozenberg and V. Dobrosavljevi¢, Bad-Metal
Behavior Reveals Mott Quantum Criticality in Doped Hubbard Models, Phys. Rev. Lett.
114, 246402 (2015).

« H. Braganca, M. C. O. Aguiar, J. VucCiCevi¢, D. Tanaskovi¢, and V. Dobrosavljevic,
Anderson Localization Effects Near the Mott Metal-insulator Transition, Phys. Rev. B 92,
125143(2015).

« J. Vucicevi¢, H. Terletska, D. Tanaskovi¢, and V. Dobrosavljevi¢, Finite-temperature
Crossover and the Quantum Widom Line Near the Mott Transition, Phys. Rev. B 88,
075143(2013).



Kao u nornaB/kpe y MoHorpaduju

« V. Dobrosavljevi¢ and D. Tanaskovi¢, Wigner—Mott Quantum Criticality: From 2D-MIT
to 3He and Mott Organics, in Strongly Correlated Electrons in Two Dimensions, edited
by Sergey Kravchenko, Chapter 1, pages 1-46, (Pan Stanford Publishing, 2017).

Y oBUM paZioBMMa je Tpoy4aBaH TPaHCIOPT Hae/eKTpHCama y OKOJMHM MOTOBOr mpesasa Ha
TemrieparypaMa H3Haj Tc W3 MepcrekTHBe KBaHTHe KpUTHMUHOCTU. KopuiheHa je Teopuja
MUHAMHUYKOT cpefilber mosba (dynamical mean field theory, DMFT) koja ce kopuctu 3a
rpoyuyaBame CHUCTeMa Yy KOjuMa je TMpUCyTHa jaka oAbojHa MeljyeseKTpoHCKa MHTepakiuja. Y
OBMM paZiOBMMa je TIpHUKa3aHO [0 caja HajgerasbHUje pewewse DMFET jegHaunnHa 3a
TIOJ/IYTIONYH-eHU U JlonypaHu XabapzioB Mozies1 y LIMPOKOM oricery ¢asHor aujarpama. IlokasaHo
je ma ce ocobuHe MoOTOBOTr MeTas-M30/1aToOp TIpesia3a y BUCOKO-TeMITEPAaTypPHOM PeXXUMy H3Mmel)y
MeTajia M HW30JaTopa IMOK/anajy ca ocobrHaMa Koje TPOMCTUUY W3 TIPEeTIIOCTaBKe T0CTOjama
KBaHTHe KpPUTHWYHEe Tauke, YIpKoC ()asHOM Iipesiasy MpPBOT pefla W DervuoHy KOersucTeHLuje
MeTajHe U W30/aTOpCKe ¢a3e KojuMa je KBaHTHA KPUTHMYHA Tayka 3amMacKydpaHa. 3a
nonyrnonyweHy XabapJoB Mofen CrpoBefieHa je JeTa/bHa aHaaM3a CKanuparka pesy/irarta 3a
OTIOPHOCT (KakO Cé TO MHade UMHU y C/Iydajy YMCTO KBaHTHUX (a3sHUX Iipesiasza) Ja bu ce
yTBpAuna GyHKIMja CKalupama, ca TeMmreparypoM T y apryMeHTY YMecTO V/a/beHOCTH Of
kputnuHe Tauke |T- Tc|. YTBpheHo je Beoma modpo ckamupame obmuka p=p(U*(T),T)P[((U-
U*(T))/T", koje je y MmehyBpemeHy HaIIJIO TIOTBPAY U Y €KCIIEPUMEHTATHOM pajy Ha MOTOBUM
OpraHCKUM M30JlaTOpUMa Koju Cy Kosere u3 JamaHa objaBuse y wacomucy Nature Physics y
dhebpyapy 2015. roguse (BuzeTy npuor 3a HayuHu HUBO 1 3Hauaj pe3ysTara).

Y cnyuajy mormpador XabapzoBor mozena oapeljeH je TpoguMmeH3WOHAMHU ¢asHU AujarpaM y
(p,U,T) mpocropy. Iloka3aHo je mga ce TemmepaTypa KoersucrteHiuje ¢da3za Tc U peruon
KOEr3uCTeHIWje ApacTUUHO CMamyjy ca moBehaweM mHTepakiyje U v IpuMerheHa je aHaau3a
CKajvpama Ha OBaj C/ly4daj. ¥ OBOM CJIy4ajy XeMHjCKM MOTeHL1jasl [ y/la3h YMeCTO UHTepaKiyje
U y 3akoH ckamupama p = p(p*(T),T)D[((u—p*(T ))/ T™V*]. IokasaHo je ga je MoToB mpesa3s
TOBe3aH Ca YHMBep3aJHMM BHCOKO-TEMIIepaTypHUM TPAHCIIOPTOM, TUIMYHUM 3a [OCTOjame
KBaHTHe KPUTHUHE Tauke, IITO Ce Yy JOMHWPaHOM CJIy4yajy MOK/arna ca TPaHCIOPTHHUM PeXXHMOM
Jioler MeTasa ca JimHeapHOM oTropHotithy y dyHKuuju Temneparype. Kpehyhu on nmpeTtnocraBke
0 BaXKemy CKa/lupama, U3BefleHa je royaHaauTHuKa (hopmysia Koja perpojyKyje U JMHeapHOCT U
Harvubd KpUBUX OTIIOPHOCTH y BUCOKO-TeMIiepatypHoM Aeny DMFT dasnor pujarpama, y3 Aodpo
KBa/IUTATUBHO C/laramke ca eKCliepuMeTHMa Ha TI03HaToM jefumerny bakap-okcuga Las,SrCuOs.
Pesynratu 3a fonvpanu XabapoB Mozes €y Takolje MOCTyKUIM Kao HerocpeJHa MoTHUBallyja 3a
ekcniepuMeHTasHu paf, Critical Behavior in Doping-Driven Metal-Insulator Transition on
Single-Crystalline Organic Mott-FET, Sato et al., Nano Lett., 2017, 17 (2), pp 708-714, y xome cy
eKCIleprMeHTa/lH{ pe3y/ITaTy aHaIu3UpaHy Kao LITO je MpeJIoKeHo y Teopuju (BUZETH IpPU/or
3a HayuHuy HMBO UM 3Hauaj pe3ysrara).

HaBefieHu pe3ynTaTd KOju Ce OFJHOCY Ha KBAaHTHY KPUTHUHOCT y OMM3WHM MOTOBOT MeTal-
W3071aTop Tipena3a cy 6Gmvcko roBe3aHu ca panujuMm pagoBuma (H. Terletska, J. Vucicevi¢, D.
Tanaskovi¢, and V. Dobrosavljevié¢, Quantum Critical Transport Near the Mott Transition, Phys.
Rev. Lett. 107, 026401 (2011) u M. M. Radonji¢, D. Tanaskovié¢, V. Dobrosavljevi¢, G. Kotliar,
and K. Haule, Wigner-Mott Scaling of Transport Near the Two-dimensional Metal-insulator
Transition, Phys. Rev. B 85, 085133 (2012) ) u ripeficTaB/balu Cy OCHOBY 3a IHCame HaBeeHOT
ToriaB/ba y MOHOTpadHju y KOMe je HCTAaKHYT YTHIAj jaKuX eJIeKTPOHCKUX Kopesaruja |


http://www.scl.rs/papers/Radonjic_PRB2012_Scaling.pdf
http://www.scl.rs/papers/Radonjic_PRB2012_Scaling.pdf

HEKOXepeHTHOT pacejama Ha TPacHIIOPT y pa3peljeHOM /BOAMMEeH3HMOHATHOM eJIEKPOHCKOM racy y
Si MOSFET-uma (BuzeTtH Takolje v mpunor o MoHorpaduju Koju ce ogHocu Ha HayuHu HUMBO U
3Hauaj pesy/Tara).

Edekar jakux eeKTPOHCKUX Kopesjaljdja je of TpecylHe BaKHOCTH U y (UMM KBaHTHHUX
Tauaka. OCHOBHO CTame KBAaHTHE TaukKe CIIPETHYTE Ca CYIePHPOBOAHUKOM (HOpMHUpa CITUHCKU
CUHITIET WX AyOsieT y 3aBUCHOCTH Off JIOKAJTHOT €HeprujCKor HOBOA W jaurHe XuUOpHu3aiyje.
KynoHoBa uHTepakijija Texxu Ja popMupa CIIMHCKY Ay0sieT, JOK CITUHCKYA CHUHITIET HacTaje yCies
Konzo edexra nmm cynepripoBoAHOT criapuBama. [1o3uija pe3oHaH YHyTap CyIepripoOBOAHOT
rpoijeria MoXKe Jia Ce OApeAu TeOpHjCKW, OFHOCHO HyMepWuKW, Tiofazehu of wmogesna
AHJiepcoHOBe HeuucTohe ypomeHe y CymnepripoBogHMK. OBOM TeMOM je 3aroyeTa Hay4Ha
capajima ca kojerama ca MHcturyra “Joxked Credan” u3 JbybrbaHe 1 He[JaBHO je 00jaB/beH paj

- W. van Gerven Oei, D. Tanaskovi¢, and R. Zitko, Magnetic Impurities in Spin-split
Superconductors, Phys. Rev. B 95, 085115 (2017).

Y oBoM pafy je Tipoy4aBaH yTvIijaj 3eMaHOBOT MarHeTHOT T10/ba Ha CUMETPHjy OCHOBHOT CTarba U
nonokaje IlubvHMX pe3oHaHOM yHyTap CyneprnpoBofHor Tipouerna. Kopucrehu wetop
HyMepHYKe peHOpMasiM3aljioHe TPyIie TIOKa3aHo je /ia je KpUTMYHO MarHeTHO T0Jbe 3a CHHIJIET-
nybneT Tipesia3 HeMOHOTOHA (DyHKIIMja CyTIeprpOBOAHOT TpoLieria: 3a Majie BpeJIHOCTU TpoLeria
(da3Hy mpena3 HacTaje yc/e[ 3aTBapaia Ipoliella MarHeTHUM T0JbeM, a 3a Behe BpeJHOCTH
Tporierna rpesia3 HacTaje ycses pasaBajatba LIubuHnx pesoHanuy. Takolje je mokas3aHO Kako ce
[ITubune pe3oHaHLe IMIMpe y MPUCYCTBY AOJaTHe TpaHCBep3ajHe KOMIIOHEHTe MarHeTHOr T0/ba
K0ja HacTaje y MPUCYCTBY CITUH-OPOUTHOT CIIpe3ama.

Jpyru mpaBarn Hay4yHO-UCTPaKUBauKor paga gap [apka TanackoBuha Be3aH je 3a mpopauyH
e/IeKTPOHCKUX U (POHOHCKHUX CIeKTapa pa3/MuWTHX jeJuiela, MOMyT CyNeprnpoBJHUKAa Ha
basu rBOkKha W WHMa CIMUHUX jequbea, Kao W pPa3IMuMTHX  jeivmerma  ca
(anTn)depomarnetnum ypeljereM. [IpopauyHu eneKTPOHCKe CTPYKType Cy M3BOljeHU y OKBUPY
Teopuje QyHkuyoHana ryctue (Density functional theory - DFT), oK je AMHaMHKa peIlleTKe
rpoyuaBaHa moMmohy miepTypbatvBHe Teopuje ¢yHkuuoHana ryctuHe (Density functional
perturbation theory - DFPT). Y HemocpeiHoj capaZiibi ca Kojerama u3 Jlabopatopuje 3a
PamaHoBy criektpockonjy MHcTtuTyTa 3a (u3uKy y Beorpasy objaBmbeHo je mo caza Beh 7
3aje[HUUKMX PaJioBa, Of, uera je y 0BOM IIpHUKa3y M3/lBOjeHO HEKO/IMKO paZloBa.

« M. Opaci¢, N. Lazarevi¢, M. M. Radonji¢, M. S¢epanovi¢, H. Ryu, A. Wang, D.
Tanaskovi¢, C. Petrovic, and Z. V. Popovi¢, Raman Spectroscopy of KXC02_y Se, Single

Crystals Near the Ferromagnet—paramagnet Transition,J. Phys. Cond. Matt. 28, 485401
(2016).

Ogaj pap je uzabpan melly Hajbosbe pamoBe objaBmbeHe y 2016. rogunu y vacormcy Journal of
Physics Condensed Matter (Buzety npwior 3a HayuHu HMBO W 3Hauaj pesynTara). IIpuka3zaHu
pesy/iTaTi Cy yKa3alu Ha YTHUI@j CIUHCKUX ¢uyKTyanuja Ha (DOHOHCKU CIieKTap y &ausuHU
(hepomarHeTHOT Tpesia3a.



Y pagy

« Z.V. Popovi¢, M. Scepanovi¢, N. Lazarevi¢, M. M. Radonji¢, D. Tanaskovi¢, H. Lei,
and C. Petrovic, Phonon and Magnetic Dimer Excitations in Fe-based S=2 Spin-ladder
Compound BaFe2Se20, Phys. Rev. B 89, 014301 (2014)

npoy4yaBaH je S=2 “spin-ladder” cuctrem BaFe2Se20 momohy PamaHoBe crieKTpockordje u
(hoHOHCKMX TIpopauyHa. AHa/lKM30M TeMrlepaTypHe 3aBHCHOCTH I0jeJHHUX MOZOBa YyO4eHO je
gyrogoMeTHo, aHTh(depomarHeTHo ypefjeme wucrion T=240K. V3mepeHu crieKTpu TOKasyjy u
NI0CTOjathe MarHOHCKOI KOHTMHYMa KOju HecTaje Ha Temmneparypu T=623K, mwro mpefcras/ba
TeMIlepaTypy Ha K0joj ce HapylllaBa KpaTKOJ,OMEHTHO MarHeTHO ypeljeme.

Y pagy

« N. Lazarevi¢, M. M. Radonji¢, D. Tanaskovi¢, R. Hu, C. Petrovi¢ and Z. V. Popovi¢,
Lattice Dynamics of FeSb2, J. Phys. Cond. Matt. 24, 255402 (2012)

T0 TIPBU MYT je u3MepeH U u3pauyHaT (OHOHCKM CIeKTap jefutbemba rBoxkhe AuaHTumMoHuza. OBo
jemumeme je BeoMa 3HAuajHO 300T W3PAKEHUX TEPMOEJNEKTPUUHUX OCOOMHA, a YTHIIAj
eJIeKTPOHCKHX KOpeJjaljja Ha CBOjCTBa OBOI Marepujaja IpefCTaB/ba BeOMa 3HauyajHy Temy
HCTpaKMBamwa y (PU3MNLY jako KopeslacaHUX elIeKTPOHCKUX CHCTeMa.



EJIEMEHTMU 3A KBAJIMTATUBHY OLLEHY PAJJA KAHAUJAATA

1. KBaqiuTeT HAyYHUX pe3yjaTara

1.1 HayuyHu HUBO ¥ 3Hauaj pe3y/Tara, yruiaj HayuYHux pajoBa

IOp Hapko TanackoBuh je TOKOM HayuHe Kapujepe 0bjaBHMO yKymHO 25 pazioBa y MeljyHapogHUM
vaconvcuma ca ISI mucre, op uera 6 kareropuje M21a, 13 kareropuje M21 u 3 kareropuje M22.
YkymaH umnakt (akrop pajora je 108.5. Op oxnyke HayuHor Beha o mpefsory 3a cTullame
TIPETXOJHOT HAyuHOT 3Bama Jp TaHackoeuh je objaBuo 1 M21a pag, 7 M21 pagoea, 2 M22 paga,
kKao u 1 M21 pag usmelly aBa usbopa y 3Bare. YKymnaH UMIIAKT (hakTtop oBUX pazioBa je 35.388.
Keanmuter HayuHor paja Ap [lapka TanackoBuha ce Moxke TPOLIEHUTH, U3Mel)y ocTasior, u3 yriena
yacomuca y KojuMa Cy pajjoBu o0jaB/beHu: Ap TaHackoBuh je mo cajma obGjaBuo 6 pajoea y
HajyrieqHUjeM Yyacomucy y obsmactu ¢usuke Physical Review Letters (M®=7.9) u 13 pagoBa y
Hajyr7elHAjeM dYacomucy y obmacti ¢u3vke KoHJeH3oBaHe Marepuje Physical Review B
ND=3.7).

Haj3nauajuuju pagosu ap Tanackouha y nociefmuX HEKOIUKO TOAMHA CY:

[1] J. Vucicevi¢, D. Tanaskovi¢, M. J. Rozenberg and V. Dobrosavljevi¢, Bad-Metal Behavior
Reveals Mott Quantum Criticality in Doped Hubbard Models, Phys. Rev. Lett. 114, 246402
(2015), Nd=7.943, rputrpan 10 caza 11 myta 6e3 aytorurara.

[2] H. Terletska, J. Vucicevi¢, D. Tanaskovi¢, and V. Dobrosavljevi¢, Quantum Critical
Transport Near the Mott Transition, Phys. Rev. Lett. 107, 026401 (2011), M®=7.62, uurupas 10
caja 24 nyra 6e3 ayrouurara.

[3] J. Vucicevi¢, H. Terletska, D. Tanaskovi¢ and V. Dobrosavljevi¢, Finite-temperature
Crossover and the Quantum Widom Line Near the Mott Transition, Phys. Rev. B 88,
075143(2013), Nd=3.767 uurtupad Ao caja 7 myta 6e3 ayTonyTara.

[4] M. M. Radonji¢, D. Tanaskevi¢, V. Dobrosavljevi¢, G. Kotliar, and K. Haule, Wigner-Mott
Scaling of Transport Near the Two-dimensional Metal-insulator Transition, Phys. Rev. B 85,
085133 (2012), Ud=3.774, nutrpaH Ao caja 9 myrta Oe3 ayTorurara.

[5] M. Opaci¢, N. Lazarevi¢, M. M. Radonji¢, M. Séepanovi¢, H. Ryu, A. Wang, D. Tanaskovi¢,
C. Petrovic, and Z. V. Popovi¢, Raman Spectroscopy of KXCoz_y Se, Single Crystals Near the

Ferromagnet—paramagnet Transition,]. Phys. Cond. Matt. 28, 485401 (2016), selected for the
journal Highlights of 2016, Ud=2.546.

Y papoBuma [1], [2] u [3] mipoyyaBaH je TpaHCHOPT HaeJjieKTpHCama Yy OKOAMHU MoToBOT
rpesasa Ha TeMIlepaTypaMma U3HAJ, KpDUTHYHe TeMIlepaType KOersucTeHIUje MeTaaHe U
r3osatopcke (ase U3 mepcrieKTrBe KBaHTHe KputuuHocTH. KopuitheHa je Teopuja AuHaAMHAYKOT
cpenmer no/ka (DMFT) koja ce KOpHCTH 3a MpoyYaBame CHCTeMa y KOjuma je TIPUCYTHa jaka
oabojHa Meljy-e/leKTpOHCKAa UHTEPAKILMja. Y OBUM PaJil0BUMa je TIPUKA3aHo 10 Cajia HajaeTa/bHUje


http://www.scl.rs/papers/Radonjic_PRB2012_Scaling.pdf
http://www.scl.rs/papers/Radonjic_PRB2012_Scaling.pdf

pemetbe DMFT jenHauviHa 3a TIOMyTIONYHEHU U AOTHMPaHU XabapioB MO/iesT Y LITUPOKOM OTICery
napameparapa Ha (a3Hom gujarpamy. Hymepuuku pesynrtatu cy JodujeHHM y anpoKCHMaruju
WTepaTMBHe TiepTypbaTvBHE Teopuje W MeTofoM KBaHTHOr MoHTte Kapna y KOHTHHyasHOM
BpemeHy. [loka3aHo je Ja ce ocobuHe MOTOBOr MeTal-M30/1aTOp Tipefia3a y BHCOKO-
TeMIiepaTypHOM peXumy u3Mel)y merasna v v3osaTopa TMoK/anajy ca ocobuHama Koje MporCTHay
Y3 MPeTIIOCTaBKe T0CTOjarba KBAaHTHE KPUTHUHE Tauke, YNpKOC ¢a3HOM mpesiasy IMpBOT peja U
PEeruoHy KOer3ucTeHLMje MeTajHe W M30/1aTopcke (pase Kojuma je KBaHTHA KPUTHYHA Tadka
3aMacKvpaHa. 3HauajHo je uctahu Jja Cy TeopyjCKU pe3y/ITaTy NIpYUKa3aHy y paay [1] 3a gomupaHu
Xabap/ioB Mojies1 TIOCTY>KUMM Kao HerocpeiHa MOTHUBAlMja 3a ekcriepuMeHTtanHy paf, Critical
Behavior in Doping-Driven Metal-Insulator Transition on Single-Crystalline Organic Mott-FET,
Sato et al.,, Nano Lett., 2017, 17 (2), pp 708-714, y Kome Cy eKCIlepUMEHTalHH pe3yaTaTH
aHa/M3MpaHU Kao IITO je TipeiaoxeHo y pany [1] (u3Bogu u3 pasa Sato et al. cy y mpuiory).
Teopuja pasBujeHa y pagoBuma [2] u [3] je Takolje mocaykuia Kao OCHOBA 3a €KCIIePUMEHT U
BepuduKoBaHa je y pagy Quantum criticality of Mott transition in organic materials, Furukawa et
al., Nature Physics 11, 221-224 (2105) (13Bogu u3 pafia Furukawa et al. cy y npusiory).

Pag [4] y3 pamose [1] u [2] mpezncTaB/bao je OCHOBY 3a MHCame TOIVIaB/ba ¥ MoHorpaduju V.
Dobrosavljevi¢ and D. Tanaskovi¢, Wigner—Mott Quantum Criticality: From 2D-MIT to 3He and
Mott Organics, in Strongly Correlated Electrons in Two Dimensions, edited by Sergey
Kravchenko, Chapter 1, pages 1-46, (Pan Stanford Publishing, 2017). 3Hauaj oBe MoHorpaduje u
monpuHoc Ap. TaHackoBuha je 3acebHo omcaH y IPUIOTY O OBOj MOHOTpadUju.

Pag [5] je jeman of pajoBa Koju Cy HacTaiud y capaamy ca Jlabopatopujom 3a PamaHOBy
CreKTpPOCKIUjy Ha MHcTuTyTy 3a dusuky y beorpazsy. OBaj paz je usabpan meljy Hajbosbe pasoBse
objaB/bene y 2016. rogunu y yacornucy Journal of Physics Condensed Matter (BuzeTH rpusor).

JezlaH ofi TokasaTesba 3Hauaja Hay4YHUX pafioBa je ja cy oba fgokTopaHTa Ap TaHackoBuha ofmax
HaKOH ofibpaHe JucepTaljfje Ofa3WIMd Ha TIOCTAOKTOPCKO yCaBpllaBalbeé Ha BeoMa yIyiefHe
eBporTicke WHCTUTYTe, Musom Pagowuh Ha Institute of Physics, University of Augsburg,
Germany, a Jakia Byunuesuh Ha IPhT, CEA Saclay, France.

1.2 Tlo3uTHBHA HUTUPAHOCT HAYYHUX Pa/i0Ba KaHJUAaTa

ITpema noparyima ca Web of Science Ha gan 3. 4. 2017. roguHe, pajioBU Cy LIMTUPAHU YKYITHO
255 niyTa (He yk/byuyjyhu camorurare), y3 h-index jeqnak 10 (BUfeTH MpUIOrT O LIUTUPAHOCTH).
ITocebHo Tpeba uctahu fja je BesuKu Opoj 1UTaTa 3abe/ieXkeH y paloBUMa KOju Cy 00jaB/beHH y
YyaconycUmMa ca BUCOKUM UMITAKT (pakTopoM (y IPUIIOTY Cy Kao WiycTpaljja pyuKasaHu CBU
uuTaty 3a pag Phys. Rev. Lett. 107, 026401 (2011)).

1.3 TIlapameTpu KBa/iuTeTa Yyaconuca

Op TanackoBuh je TOKOM HayuHe Kapujepe objaBMO YKyNmHO 25 pafoBa y MeljyHapogHUM
yaconicuma ca ISI nucre, on dera 6 kateropuje M21a, 13 kareropuje M21 u 3 kateropuje M22.
Ykynan umrnakT ¢dakrop pagosa je 108.5. Op ognyke HayuHor Beha o rpeasiory 3a cTuljame
TIPeTXOHOT HayuHOT 3Bama Jp TaHackoBuh je objasuo 1 M21a paz, 8 M21 pagosa, 2 M22 paga
Y jeqHo morniae/be y 3bopHUKY Bogeher meljyHapozgHor 3Hauaja M13. YkynaH umnaxt ¢axkrop
OBHUX pazoga je 35.388.



36upHo npuKasaHo, Ap TaHackoBuh je 0bjaBuo:

6 pagosa y Physical Review Letters (cpesmu UD=7.7)

13 pagoea y Physical Review B (cpeawu UdD=3.77)

3 paga y Journal of Physics Condensed Matter (cpeamu UdD=2.5)

1 pag y Solid State Communications (M®=1.897)

1 pag y Spectrochimica Acta Part A: Molecular and Biomolecular Spectroscopy (M®=2.353)
1 pag y Annalen der Physik (M®=1.58)

Hakon ogyiyke Hayuror Beha o mpeyiory 3a CTUljaib€ MPeTXOJHOT HayuHOT 3Bama jAp TaHackouh
je objaBuo:

1 pap y Physical Review Letters (Ud=7.943)

6 pagosa y Physical Review B (MU®=3.718 3a 1 pag u 3.767 3a 5 pazioBa)

2 paza y Journal of Physics Condensed Matter (M®=2.346 u Ud=2.546)

1 pag y Solid State Communications (M1®=1.897)

1 pag y Spectrochimica Acta Part A: Molecular and Biomolecular Spectroscopy (U®=2.353)

1.4 CteneH caMOCTa/THOCTH H cTerneH yuenrha y peaiu3aiyju pajjoBa y HayYHHUM
[[eHTPUMA y 3eM/bH U HHOCTPAHCTBY

Haxkon noBparaka ca goktopckux cryauja y CAl, np Hapko TanackoBuh je OKpeHyo /iBa TipaBlia
WCTpa)KrBamka Koja Cce paHWje HUCY CIipoBoawia Ha WHcTuTyTy 3a ¢usuky u y Cpbuju. [Ipeu
TpaBalj pajia je MpoyYyaBame TPAaHCIIOPTHUX ¥ TePMOAVHAMUYKHX 0COSMHA MaTepHjasa y SM3uHn
MortoBor Metan-usonarop npena3a. OBe Teme cy obpaljuBaHe bimcko capaljyjyhu ca Behum
bpojem mctpakuBaua u3 mHoctpaHctBa (CA/l, ®paniycka, CnoBenuja, bpasum,...) of kojux
nocebHo Tpeba wucrahu pgyroroguiimM  3ajegHMUKM  pag, ca  I[Ipod. Bmagumupom
Hobpocaemeruhem ca [IpkaBHor yHuBep3usteta @®nopuge. [Ip TanackoBuh je mao0 BewKu
JOTIPUHOC Y CBUM (ha3aMa pasia y OKBUPY OBe TeMaTHKe: ¢GOpMy/Mcamby HelocpeJHUX 3ajaraka,
aHalMTUYKOM M HyMEepUUKOM pajy, obyuaBamy 3a pafi JOKTOpaHaTa, AWCKycHjama pesysirara U
MUcawmy paZioBa. Y pafioBUMa M3 OBe TeMaTWKe Hajuelthe Cy TPBOIMOTIIMCAHU ayTOpU Sumn
nmokrtopantu nAp TanackoBuha (M. Pagomwuh, J. ByunmueBuwh, ogHOcHO W.-V. van Gerven).
ITocebHo Tpeba ncrahu fa ce paj cacrojao, mopej OCTajorl, U y CBaKOJHEBHUM HETOCpPeJHUM
JUCKyCHjaMa ca JOKTOpaHTWMa, Kao W [JUCKycHjamMa Kpo3 OpojHe pa3MemeHe TOpyKe ca
capa/IHMLMa U3 MHOCTPaHCTBa.

[pyry moKpeHyTH TpaBal] pajia mofipa3yMeBa capaJiby ca IPyrnoM 3a PamMaHOBY CIIeKTPOCKOIH)Y
Ha WHCTYyTYTY 3a Qm3uky y beorpagy. Ilo npeu nyT cy Ha UHCTUTYTY 3a M3KKY, y OKBUDY OBe
TemMe, 00jaB/b€HU eKCIlepUMeHTa/THO-Teopujcku pajoBu. [ompuHoc np TanackoBuha y
3aje[HUUKMM eKCIlepUMeHTalHO-TeOPHjCKUM paJioBUMa Ce OIvieZida y HyMepHUuKUM IpopadyyHUMa
(hOHOHCKUX CrieKTapa, aHa/Iu3u U JUCKYCHjU pe3y/TaTa, Kao U 3HauajHOM ydemihy y mucamy OBUX
pajioBa.



2. AHra)xoBaHoOCT y pa3Bojy yC/JI0Ba 3a HayYHHU paj, odpasoBamy U (hopMUpaky HAYUHUX
KajJpoBa

Iog mentopctBoMm Ap [lapka TaHackoBuha cy 7o casa ypahjeHe u onbpameHe JBe ITOKTOPCKe
nucepranyje Ha @usnukoMm dakynrery v beorpazy.

« [Jp Mwomn Pagomuh je mOKTOPCKYy Te3y, mof HacioBoM ,Influence of Disorder on
Charge Transport in Strongly Correlated Materials Near the Metal-insulator transition”
onbpanro 2014. romuHe (BUAETW TIPWIOT), HAKOH Yera je TpOBeO /[Be TOAWHE Ha
MOCTAOKTOPCKOM ycaBpliaBawy y Hemaukoj.

« [p Jakma ByunueBuh je JOKTOPCKy Te3y, Mof Ha3WBOM ,,Signatures of Hidden Quantum
Criticality in the High-temperature Charge Transport Near the Mott Transition” oxdpanro
2015. ropvHe (BHUJETU TPWJ/IOr), HAKOH Yera je Ha IOCTAOKTOPCKOM yCaBplIaBawby Y
®paniyckoj. OH je 3a cBOj paj J0bMO roAuWIIKY HarpaZy 3a Hajbo/by JOKTOPCKY Te3y

ypaljeny Ha HcTUTYTY 3a pusuky y beorpazy.

TpenytHo, ap TaHackoBuh pykoBoAM AOKTOpPCKMM pagom Wilem-Victor van Gerven-a koju je
TIpUjaBHUO TeMy AOKTopara ,,Magnetic impurities in superconductors: Subgap states in quantum
dots and effects of periodic local moments“ 3a ombpany mpen Konerujymom nHa Pusnukom

¢axynTety (BUZETH IIPUJIOT).

IMopep Tora, moz, MeHTOpcTBOM /p TaHackoBuha cy ypahjeHa 4 AumioMcKa paja, U3pajia jeaHor
MacTep pajia je y TOKY, a Ipe Tiap MeceLH je 3aroueT paj, joll je[HOT HOBOT AOKTOPaHTa.

Op Hapko TanackoBuh je npefaBao ¢Gy3uKy y MaremaTiukoj ruMHa3uju y 1Ikonckoj 1997/1998
TOIMHH, a PaJyo je U Kao aCUCTeHT Ha TpeaMety Ommra ¢usvka Ha [Ip>KaBHOM YHUBEP3UTETY
®nopuze 2000/2001. M3zabpan je 2015. roauHe 3a TpefiaBaya Ha TMpeAMeTY EJeKTPOHCKH
TPaHCIIOPT y jaKo KOpeIrcaHWM CHCTeMMMa Ha JOKTOPCKUM CTyAujaMa Ha PU3MUKOM (aKkynTeTy
y Beorpazy (BugeTu npusor).

3. HOQMI/IQHHJE SQOia KOdYTOPCKHUX PAd/I0B4d, NNATEHATd U TEXHUYKHX DEIehad

Teopujcku pamoBu ap TaHackoBuha objaB/beHu y mepuony HakoH opanyke Hayunor seha o
TIpeZJIOryY 3a CTULakbe TPeTXOJHOT HayuHOT 3Bamba Cy ba3upaHy Ha aHAIMTUYKUM TPOpadyyHrMa 1
KOMITJIEKCHMM HYMEpDUUKHMM CHUMYy/aljama U MMajy TeT WIM Mame ayTopa, Tako Ja yrasze ca
MyHOM TeXWHOM Y OAHOCy Ha ©6poj koaytopa. EkcreprMeHTa/lHO-TEOPUjCKUX PafioBU
rofipa3yMeBajy 1mvpe konabopaijyje, a y TEOPHjCKOM Jiefly pajia cy yuectBoBanu /. TanackoBuh u
M. Pagomuh. Behuna oBux pazsoBa Majy [0 cefjaM ayTopa M Takohe yrase ca IIyHOM TeXXUHOM y
ofHocy Ha bpoj koayropa. Tpu paja umajy 8 wnu 9 aytopa u y TUM ciiydyajeBuMa je dpoj M
bomoBa Hopmupad 1o ITpaBuiHMKY. YKymaH 6poj M 6omoBa HakoH ofyyke Hayunor Beha o
MpeJJIory 3a CTULIake MPETX0JHOT HayyHOT 3Bama je 95, 0MHOCHO HAaKOH HopMHpamwa 89.54.



4 . PykoBoljeme npojeKTMa, noTnpojeKTuMa 1 NpPojeKTHUM 3aJanuMa

Op Hapko TaHackoBuh pykoBOAW MOTMpojekToM "VcruTHBame jako KOpenrcaHWX KBaHTHUX
cuctemMa" y OKBUPY IpOjeKTa OCHOBHUX HcTpakuBawka OH171017 "Mogenvpamwe U HyMepUUKe
cUMy/alLyje CJI0KeHHX BHILEUeCTUYHHMX cucTema’ MwuHHCTapcTBa TIPOCBETe, Hayke W
TeXHOJIOLIKOT pa3Boja Perrybmuke Cpbuije.

IOp TanackoBuh je pykoBoAwsall SusarepasHOr TIpOjeKTa ,Jake eleKTPOHCKe CUMysaruje U
CyTIeprpOBOAHOCT ca kKojeraMa ca MHctutyTa ,,Joxed Credan” u3 Jbybmane, CioBeHuja, Koju
je 3amouet 2016. rogvHe ca TpajameMm of ABe roguHe. Ilpojekar ¢wmHaHCHpajy MuHHCTapCTBO
TIPOCBEeTe, HayKe W TEXHOJIOMIKOT pa3Boja Penybmuke Cpbuje u Javna agencija za raziskovalno
dejavnost Republike Slovenije.

[p Tanackoeuh je pykoBojuo npojekroM “KBaHTHU KPUTHUYHK TPAHCIIOPT y bym3vHu MoToBor
MeTas-u30/1aTop Tpesa3a” y OKBUpY OunarepanHe capajme ca PpaHIycKoM, YHUBep3UTeT
[Mapus-jyr, 3a nepuog 2012-2013. roguHa. [Ipojekar su duHaHCHpaniu MUHUCTAapPCTBO MIPOCBETE,
HayKe W TeXHOJIOIIKOT pa3Boja Penybmike Cpduje u Centre national de la recherche scientifique,
CNRS.

[Ip Tanackosuh je pykoBozuo mnipojekrom Electronic Structure Calculations of Complex Materials
y okBupy Reintegration Grant mnporpama ¢uHaHcupaHor of Public Diplomacy Division,
Collaborative Programme Section, NATO Science for Peace and Security Programme 3a rnepuop
2008-2010. roguHa.

PykoBohjera 0BUM Tp0OjeKTHMa, OAHOCHO MOTIIPOjeKTOM, Cy JOKyMeHTOBaHa y MpUIo3uMa.

5. AKTHBHOCT Y HAYYHUM U HAYYHO-CTPYYHHUM JIPDYIITBHUMA

+ JIp TanackoBuh je ob6aBbao ayxHoct Cekperapa [pyiiTea ¢usnuapa Cpbuje y nmepuony
oz 2006. no 2010. roaune.

« Y nepuony 2012-2014 je 610 uaH KOMHCHje 3a TaKMUY€eHha CPe/IHhOILIKO/Ialia.

« Perensedt je 3a uacormce Physical Review Letters, Physical Review B (u3maBau
American Physics Society) u Journal of Physics Condensed Matter (u3zgaBau IOP
Publishing). Perensupao je mpojekre y okeupy DECI wununumjatuse (Distributed
European Computing Initiative) y okeupy PRACE (Partnership for Advanced Computing
in Europe).

« JIp TanackoBuh je duo uwiran OparusanmoHor komuteTa koH(epermuje XVII Symposium
on Condensed Matter Physics, VrSac, Serbia, 16-20 September 2007.

CBe HaBe/leHe aKTUBHOCTH Cy JJOKYMEHTOBaHe y TIpU/I0o31Ma.

6. Y THIIajHOCT HAyUYHHMX pe3yJTara

YTHllaj HAyYHUX pe3y/TaTa KaHuaTa ce oriesia y 0pojy 1juTara Koju Cy HaBe[|eHH y TaukH 1.
OBOT TIPWIOTA Kao U y TIPWIOTY O LIMTHPaHOCTU. 3Hauaj pe3y/iTaTa KaHAuAara je Takolje orvcaH y
Tauku 1.



7. KOHK[.’_IETHH JAOINPDUHOC KAHAUIATA y peann3agn'|n PdaAOBad Y HAYYHUM IEHTPHUMA YV 3€éM/bUA
U UHOCTPAHCTBY

Ip TanackoBuh je 3HauajHO AOIIPUHEO CBAaKOM pafly Y KOMe je yuecTBoBao. ITokpeHyo je zBa
rpaBlLia pajia Koja paHWje HHUCY bdusa 3acTyrubeHa Ha VHctutyTy 3a ¢usuky y beorpagy u y
Cpbuju. [IpBu npaBai] pajia je TeopHja jako KOpeMCaHUX eleKTPOHCKUX cucTteMa U MotoBor
MeTasn-u3onarop Tmpenasa. OBaj mpaBal] paja je pe3yaToBao ca 4 objaB/beHa pafia HaKOH
TpeTXoHOT u3bopa y 3Bame. Y TP 0[] OBa UeTHUPHU pasia Bogehu ayTop je (Tajaiimy) JOKTOPAHT
np TanackoBuha, a Hajsehu gmeo paga je ypahen Ha WHctutyTy 3a ¢msuky y Beorpagy, y3
capagmwy ca ucrtpaxuBauva w3 CA[Jl, ®paniycke u CroBenuje. [p TanackoBuh je buo
HEeToCpeJHO YK/byueH y CBakKu CerMeHT u3paZie OBUX pafioBa: jeduHucame TeMe paja,
aHa/IMTHUYe W HYMEepHUUKe IpopauyHe KOju Cy cCe O[BUjanv y3 CBaKOZHEBHe KOHCYy/Talyje ca
TOKTOpaHTHMa M Kojlerama M3 MHOCTPAHCTBA U TMCame pajioBa. JeaH Off UeTHUPU pajia U3 OBe
TeMaTHKe je YK/byuMBao U capajmy ca Konerama u3 bpasuna u gompuHoc ap TanackoBuha ce
omiesiao y AUCKyCHjaMa Be3aHHM 3a TeMY OBOT pafia ¥ IpMMeHY HyMepUUKHX KOJ[0Ba U JOTIPUHOC

y nHcamy paja.

Opyru mipaBal] Hay4yHO-UCTpPaKMBaukor paja Jp TaHackoBuha BesaH je 3a TMpopauyH
€/IeKTPOHCKHX M (DOHOHCKMX CIleKTapa paslW4YUTHX KPUCTA/HUX jeJuiberma U Takohe HHje duo
paHuje 3acTyrvbeH Ha WHctutyTy 3a Qusuky y Beorpasy. Osaj mpaBal] paja ce oiBuja y
HeTIOCPeAHO] capaJmu ca kKoierama u3 Jlaboparopuje 3a PamaHOBY crieKTpocKomujy MHCTUTYTa
3a ¢u3MKy y Beorpasy, a 06jaB/beHO je 7 eKCriepyuMeTaTHO-TEOPHjCKHUX pajioBa Y MIEPHO/Y HAKOH
opiyke Hayunor Beha o mipegsiory 3a cTurjame NpeTXofHOT HayYHOT 3Bama. 1eopujCKy, OZHOCHO
HYMEepUUKH Jleo pajia cy ypagunu Ap TaHackoBuh U HeKajallllbU H-eTOB JOKTOPaHT M caja Beh
JyTOTOWIIBY capafHUK, Ap Musowr Pajowuh. [Topes Hymepuukyx ripopadyHa gp TaHackoBuh
je [ao 3HauajaH JOMNPHHOC M Y aHa/W3U pe3ysaraTa U NUCawkby OBUX pajioBa.

8 . YBogHa npejaBama Ha kKoHdepeHIHjaMa U ra nnpejiaBaibad

HakoH nperxoaHor usbopa y 3Bame Ap TanackoBuh je oapxxao cieaeha mpepgaBama mo
M03MBY:

1. Phonon spectra of K_xFe_{2-y-z}Co_zSe_2 single crystals, Institute "JoZef Stefan", Ljubljana,
Slovenia, 14.6.2016.

2. HeKOHBEHYUOHA/MHU CynepnpogoOHUYU, TIpeJjaBame y OKBUpY mpegmera CeMyHap caBpeMeHe
¢du3vke, ®usnuku dakynret, beorpaz, 25.4.2016.

3. Mott quantum criticality and bad metal behavior, Institute of Physics, University of Augsburg,
Germany, 2.12.2015.

4. Mott quantum criticality and bad metal behavior, The 19th Symposium on Condensed Matter
Physics, Belgrade, Serbia, 7-11 September 2015

5. Bad metal behavior reveals quantum criticality in the doped Hubbard model, Institute "JoZef
Stefan", Ljubljana, Slovenia, 11.6.2014.

6. KeaHmHu KpumuuHu mpaHcnopm y 6ausuHu Mommogoe Mmeman-usonamop npenasa, laHu
(hr3MKe KOH/IEH30BaHOT CTama Marepwuje, beorpas, 10-12 cenrembap 2013.

7. Quantum critical transport in clean and disordered Mott systems, at the workshop “Wigner
meets Mott: charge ordering and related phenomena in Mott system”, 16-17 December 2013,
Grenoble, France.



8. EneKmpoHCKU mpaHcnopm y jako KOpeaucaHum mamepujanuma 6ausy meman-usonamop
npenasa, TipefiaBake y OKBUpY TipeaMmera CeMuHap caBpeMmeHe ¢usuke, PU3NUKM (QaKynTeT,
Beorpag, 22.4.2013.

IIpe nperxogHor u3bopa y 3Bame aAp Tanackoruh je oapkao ciegeha npegapama no
MO3HBY:

1. Spin Liquid Behavior in Electronic Griffiths Phases, XVII Symposium on Condensed Matter
Physics, VrSac, Serbia, 16-20 September 2007.

[Mpunor: mo3vBHAa MMMCMa 3a OBa [peJaBama WK porpam KoHpepeHLuje ca Bed cajra.



EJIEMEHTMU 3A KBAHTUTATUBHY OLHEHY HAYUHOTI' JOIIPUHOCA

KAHJUIATA

IOp Hapko TanackoBuh je TOKOM HayuHe Kapujepe objaBMO YKymHO 25 pazioBa y MeljyHapogHUM
yaconucuma ca ISI micre, of yera 6 kareropuje M21a, 13 kareropuje M21 u 3 kareropuje M22.
Ykyman umnakr (akrop pagora je 108.5. Op oxnyke HayuHor Beha o mpepsory 3a cTuilame
TPeTXOAHOT HayuHOT 3Bama Jp TaHackoBuh je objaBuo 1 M21a paa, 8 M21 pagosa, 2 M22 paga
U jemHO ToriaB/be y 3bopHUKY Bogeher meljyHapogHor 3Hauaja M13. YKyrnaH MMIIAaKT (akTop
OBMX pajioBa je 35.388. ITIpema mopaima ca Web of Science Ha gan 3. 4. 2017. roauHe, pajoBu
Cy LIUTHpaHM YKYIIHO 255 myTa (He yk/byuyjyhu camorutare), y3 h-index jegnak 10.

OctBapeHu pe3y/iTatd y TepyuoAy HakoH ofyyke HayuHor Beha o mpepjiory 3a crurame
MPeTXOAHOT HayYHOT 3Bamba:

Kareropuia M bozoBa 1o Enoi DanoBa Ykynno M Hopmwupanu
P pafy poy paa bozoBa 6poj M bozoBa
M21a 10 1 10 10
M21 8 8 64 60.38
M22 5 2 10 9.16
M32 1.5 1 1.5 1.5
M34 0.5 3 1.5 1.5

HOpET]EH:E Ca MMHUMA/IHUM KBAHTUTATUBHKUM YyCJ/JIOBHMMaA 3a I/I380p Y 3Balb€ HayUHHU CABETHHUK!

Munumasas 6poj M 6o10Ba OcTBapeHu
OcTBapeHu
HOPMHUPaHU
pe3ynTTu
pe3yaTati
YKynHO 70 94 89.54
M10+M20+M31+M32+M33+M41+M42+M90 50 92.5 88.05
M11+M12+M21+M22+M23 35 91 86.54
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Preface

Properties of strongly correlated electrons confined in two
dimensions are a forefront area of modern condensed matter
physics. Two-dimensional (2D) electron systems can be realized on
semiconductor surfaces (metal-insulator-semiconductor structures,
heterostructures, quantum wells); other examples include electrons
on a surface of liquid helium or a single layer of carbon atoms
(graphene). In some of these systems, Coulomb repulsion between
electrons is small compared to the kinetic energy of electrons; such
systems can be well described by Fermi liquid theory introduced
by Landau in 1956. However, when the energy associated with
the Coulomb interactions becomes larger (sometimes by orders
of magnitude or even more) than the Fermi energy, perturbation
theories fail and one may expect novel states of matter to form.

In a zero magnetic field, idealized (noninteracting) 2D electrons
were predicted by the “Gang of Four” (Abrahams, Anderson,
Licciardello, and Ramakrishnan, 1979) to become localized in the
limit of zero temperature, no matter how weak the disorder in
the system. Weak interactions between electrons are expected to
contribute to the localization (Altshuler, Aronov, and Lee, 1980).
Therefore, it came as a surprise when the metallic (delocalized) state
and the metal-insulator transition were observed in a 2D electron
system formed in low-disordered silicon transistors (Kravchenko et
al., 1994). Since then, a tremendous effort has been made, in both
theory and experiment, to produce an adequate understanding of
the situation; however, a consensus has still not been reached.

In the limit of very strong interactions, electrons are supposed to
crystalize into a lattice to minimize their repulsion energy (Wigner,
1934). A classical Wigner crystal has indeed been realized for
electrons on the surface of liquid helium. Although indications
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exist that Wigner crystallization also occurs in very dilute electron
systems on semiconductor surfaces (where the crystal should be
quantum), the “smoking-gun evidence” has never been obtained.

These are just two examples of many outstanding unsolved
problems in the physics of strong correlations in two dimensions.

This book, intended for advanced graduate students and
researches entering the field, contains six chapters. In Chapter 1, a
review is given on the recent theoretical work exploring quantum
criticality of Mott and Wigner-Mott transitions. The authors argue
that the most puzzling features of the experiments find natural and
physically transparent interpretations based on this perspective.

Chapter 2 is devoted to experiments on very clean and very
dilute 2D electron systems. Experimental results on the metal-
insulator transition and related phenomena in such systems are
discussed. Special attention is given to recent results for the strongly
enhanced spin susceptibility, effective mass, and thermopower in
low-disordered silicon transistors.

In Chapter 3, the author shows how spin and isospin degrees
of freedom affect low-temperature transport in strongly interacting
disordered 2D electron systems and explains experimentally ob-
served temperature and magnetic field dependencies of resistivity
in silicon-based systems.

In Chapter 4, recent experimental studies on the Mott transitions
of layered organic materials are reviewed with an emphasis on
quantume-critical transport. The authors show that in the vicinity
of the Mott transition, different kinds of phases emerge, such as
antiferromagnetic Mott insulators, quantum spin liquids, Fermi
liquids, and unconventional superconductors.

Chapter 5 is a review of experimental results obtained on 2D
electron systems with different levels of disorder. In particular, the
author shows that sufficiently strong disorder changes the nature of
the metal-insulator transition. Comprehensive studies of the charge
dynamics are also reviewed, describing evidence that the metal-
insulator transition in a 2D electron system in silicon should be
viewed as the melting of the Coulomb glass.

Finally, in Chapter 6, a microscopic theory of a strongly correlated
2D electron gas is presented. The authors suggest an explanation
of the divergence of the effective electron mass experimentally
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observed in silicon-based 2D structures. Possible condensation of
fermions in 2D electron systems, closely related to the condensation
of bosons in superconductors or in superfluids, is also discussed.

[ hope that this book will stimulate further developments in the
physics of strongly correlated electrons in two dimensions and lead
to many discoveries of yet unforeseen new physics.

Sergey Kravchenko
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Bad-Metal Behavior Reveals Mott Quantum Criticality in Doped Hubbard Models
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Bad-metal (BM) behavior featuring linear temperature dependence of the resistivity extending to well
above the Mott-Ioffe-Regel (MIR) limit is often viewed as one of the key unresolved signatures of strong
correlation. Here we associate the BM behavior with the Mott quantum criticality by examining a fully
frustrated Hubbard model where all long-range magnetic orders are suppressed, and the Mott problem can
be rigorously solved through dynamical mean-field theory. We show that for the doped Mott insulator
regime, the coexistence dome and the associated first-order Mott metal-insulator transition are confined to
extremely low temperatures, while clear signatures of Mott quantum criticality emerge across much of the
phase diagram. Remarkable scaling behavior is identified for the entire family of resistivity curves, with a
quantum critical region covering the entire BM regime, providing not only insight, but also quantitative

understanding around the MIR limit, in agreement with the available experiments.

DOI: 10.1103/PhysRevLett.114.246402

Metallic transport inconsistent with Fermi liquid theory
has been observed in many different systems; it is often
linked to quantum criticality around some ordering phase
transition [1,2]. Such behavior is notable near quantum
critical points in good conductors, for example in heavy
fermion compounds [3,4]. In several other classes of materi-
als, however, much more dramatic departures from con-
ventional metallic behavior are clearly observed, where
resistivity still rises linearly with temperature, but it reaches
paradoxically large values, well past the Mott-Ioffe-Regel
(MIR) limit [5,6]. This bad-metal (BM) behavior [7] was first
identified in the heyday of high-temperature superconduc-
tivity, in materials such as La,_,Sr,CuO, [8]. While the
specific copper-oxide family and related high-7'. materials
remain ill-understood and marred with controversy, it soon
became clear that BM behavior is a much more general
feature [6] of materials close to the Mott metal-insulator
transition (MIT) [9]. Indeed, it has been clearly identified
alsoin various oxides [10,11], organic Mott systems [12—14],
as well as more recently discovered families of iron pnictides
[15]. Despite years of speculation and debate, so far its clear
physical interpretation has not been established.

To gain reliable insight into the origin of BM behavior, it
is useful to examine an exactly solvable model system,
where one can suppress all possible effects associated with
the approach to some broken symmetry phase, or those
specific to low dimensions and a given lattice structure. This
can be achieved by focusing on the maximally frustrated
Hubbard model, where an exact solution can be obtained
by solving dynamical mean-field theory (DMFT) equa-
tions [16] in the paramagnetic phase. Although various
aspects of the DMFT equation have been studied for more
than twenty years, only very recent work [17,18] established
how to identify the quantum critical (QC) behavior
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associated with the interaction-driven Mott transition at
half-filling.

Here we present a large-scale computational study across
the entire phase diagram, showing that qualitatively differ-
ent transport behavior is found in doped Mott insulators.
Our study reveals a clear and quantitative connection
between BM phenomenology and the signatures of Mott
quantum criticality, including the characteristic mirror
symmetry [19] of the relevant scaling function. We dem-
onstrate that the associated QC region, featuring linear
temperature dependence of resistivity around the MIR limit,
corresponds to a fully incoherent transport regime. In
contrast, the coherent Fermi liquid (FL) regime and even
the resilient-quasiparticle regime [20,21] do emerge at lower
temperature, but here the resistivity remains well below
the MIR limit. Our results provide strong evidence that
bad-metallic behavior represents a universal feature of
high-temperature transport close to the Mott transition,
presenting intriguing parallels with recent ideas based on
holographic duality [22,23].

Phase diagram.—We consider a single-band Hubbard
model defined by the Hamiltonian

H= —tz (clTch[, +H.c.) + UZ”iT”ii — ch};cw,
(o ; i

where ¢ stands for the nearest-neighbor hopping amplitude,
U is the on-site interaction, and p denotes the chemical
potential. The creation and annihilation operators for spin
orientation ¢ are denoted by chand csand n;, = c};c ic- We
solve the DMFT equations using the continuous-time quan-
tum Monte Carlo (CTQMC) algorithm for the impurity
solver [24-26]. We focus on the paramagnetic solution which
is a physically justified assumption for frustrated lattices. We

© 2015 American Physical Society
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use the semielliptic bare density of states and set the half-
bandwidth D = 1 as the unit of energy. This corresponds to
the infinitely dimensional Bethe lattice, as well as the fully
connected lattice with random hopping amplitudes [16].
At half-filling, strong enough on-site interaction U opens
a spectral gap at the Fermi level and produces the Mott
insulating state [16]. The Mott insulator can also be
destroyed by adding electrons to the system, i.e., raising
the chemical potential u. When p reaches the upper Hubbard
band, the system is once again conducting [20]. In both
cases, at low temperature the transition is of the first order,
and features a pronounced jump in the value of resistivity
and other quantities [27]. Around the first-order transition
line, a small coexistence region is present, where both
metallic and insulating phases are locally stable. Our
calculations show (see the Supplemental Material, Secs. I
and I [28]) that the critical end-point temperature 7'.(U) for
the doping-driven transition rapidly drops with increasing
interaction, and at U = 4 it already is less than 10% of that
at half-filling. This is illustrated in Fig. 1(a). At the critical
end-point (red dots), the two solutions merge, and above it
no true distinction between the phases exists; only a rapid
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FIG. 1 (color online). (a) Phase diagram of the maximally
frustrated Hubbard model. The quantum critical scaling is
observed in the green region which extends to lower temperatures
as T, (red dots) is reduced. (b) Color plot of the resistivity in the
(¢, T) plane for U = 4. The quantum Widom line (see text) passes
through the crossover region where the resistivity is around the
MIR limit. The coexistence region (gray) is barely visible on the
scale of this plot.

crossover is observed upon variation of U or p. Previous
work [17,18] examined the vicinity of the interaction-driven
MIT at half-filling; here we analyze the broad finite temper-
ature crossover region between the half-filled Mott insulator
and the doped Fermi liquid state [27,34-36]. This bad-metal
regime, displaying very different transport behavior than
that found at half-filling, is the main focus of this work.

In Fig. 1(b), we color-code the resistivity in the (u,T)
plane, calculated for U = 4. The resistivity is given in units
of the Mott-Ioffe-Regel limit pygr Which is defined as the
highest possible resistivity in a Boltzmann semiclassical
metal, corresponding to the scattering length of one lattice
spacing. Numerical value for pyr is taken consistently
with Ref. [21]. At p = U/2, the system is half-filled. At
approximately y = U — D = 3, the Fermi level enters the
upper Hubbard band, and a first-order doping-driven MIT
is observed at temperatures below 7, = 0.003D. While the
chemical potential is within the gap, a clear activation
behavior, p ~ ef/T, is found at low temperatures. On the
metallic side of the MIT, due to the strong electron-electron
scattering, the resistivity grows rapidly with temperature,
and typical Fermi-liquid behavior is observed only below
rather low coherence temperature T (denoted with the
gray dashed line).

Quantum critical scaling.—In the standard scenario for
quantum criticality [1,9], the system undergoes a zero-
temperature phase transition at a critical value of some
control parameter g = g., and within a V-shaped finite
temperature region, physical quantities display scaling
behavior of the form A(g,T) = A.(T)F[T/(g— g.)%].
Mott MIT is a first-order phase transition [37], but the
corresponding coexistence region is confined to extremely
low temperatures, and at temperatures sufficiently above
the critical end-point T'., the quantum effects are expected
to set in [1], and restore the QC behavior.

To test the QC scaling hypothesis in the case of a Mott
transition, one must first identify the appropriate g.(T)
instability trajectory [17,18] which enters the argument of
the scaling function (for illustration, see the Supplemental
Material, Fig. 2 [28]). g.(T) marks, on the phase diagram, a
trajectory where the system is least stable (i.e., is found in
equal proximity to both the metal and the insulator), and is
therefore most prone to fluctuations. The relevant thermo-
dynamic stability is most easily determined from the
curvature A of the free energy functional F[G(iw,)] near
its global minimum; this can be numerically determined
by monitoring the convergence rate in the DMFT self-
consistency loop [17]. Having in mind the analogy of this
definition with the standard Widom crossover line for
classical liquid-gas transitions [38], we refer to the insta-
bility line as the “quantum Widom line” (QWL) [18].

We carried out a careful 4 analysis for the doped Mott
insulator (see the Supplemental Material, Sec. III [28]), and
we display the resulting QWL trajectory x*(T') as an orange
line in all plots [throughout this Letter, an asterisk in the
superscript indicates physical quantities evaluated along the
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QWL; e.g., p*(T) is resistivity calculated at temperature 7
at 4 = u*(T)]. The QC region (green) spreads above the
critical end point (red points and dotted line) and quickly
extends to much lower temperatures as 7, is reduced
[Fig. 1(a)]. The QWL, separating the metalliclike and
the insulatinglike behavior, marks the center of the corre-
sponding QC region, where the resistivity curves are
expected to display the scaling behavior of the form

pu.T) = p*(T)F[T/To(dp)). (1)

Here the parameter T, should assume power-law depend-
ence on the deviation from the QWL: T(du) ~ du®, with
du = p— p(T).

To check validity of the scaling hypothesis, Eq. (1), we
calculate the resistivity along the lines parallel to the QWL,
as shown in Fig. 2(a). We find that, for the doped Mott
insulator, the resistivity shows very weak temperature
dependence along the QWL. In particular, above
T = 0.08, it follows the line of constant resistivity which
coincides with the MIR limit, p*(7 > 0.08) = pyr (in
contrast to the behavior previously established at half-
filling [17,18], where p > pyr along the QWL). In fact, all
curves converge precisely to the MIR limit at high temper-
atures, suggesting its fundamental role in characterizing the
metal-insulator crossover for doped Mott insulators. The
curves also display the characteristic bifurcation upon
reducing temperature, and a clear change in trend upon
crossing the QWL. The scaling analysis confirms that all
the curves indeed display fundamentally the same func-
tional dependence on temperature, and that they all can be
collapsed onto two distinct branches of the corresponding
scaling function [Fig. 2(b)]. The scaling exponent has been
estimated to be zv =~ 1.35 £ 0.1 for both branches of the
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FIG. 2 (color online). (a) Family of resistivity curves calculated
along lines parallel to the QWL (orange). (b) Upon rescaling the
temperature with adequately chosen parameter 7', the resistivity
curves collapse and reveal mirror symmetry of metalliclike and
insulatinglike behavior around the QWL. T, depends on the
distance from the QWL as T (du) ~ du®, with zv =~ 1.35.

scaling function, which display mirror symmetry [17,19]
over almost two decades in T/T, and the scaling covers
more than 3 orders of magnitude in resistivity.

Bad-metal behavior.—We demonstrated the emergence
of clearly defined quantum critical behavior through an
analysis of the (u, T) phase diagram, with duy = u — p* as
the scaling parameter. From the experimental point of view,
it is, however, crucial to identify the corresponding QC
region in the (6,7) plane and understand its implications
for the form of the resistivity curves for fixed level of
doping p(T)|s. By performing a careful calculation of the
5(u, T) dependence (see the Supplemental Material, Fig. 4
[28]), it is straightforward to replot our phase diagram and
resistivity curves in the (8, T') plane. Remarkably, we find
that the quantum critical scaling region covers a broad
range of temperatures and dopings, and almost perfectly
matches the region of the well-known bad-metal transport
[21,39], characterized by the absence of long-lived quasi-
particles and linear p(T)|s curves. We first analyze the
(6,T) phase diagram in detail, and then establish a
connection between the slope of p(T)|s curves in the
bad-metal regime and the QC scaling exponent vz.

In Fig. 3(a), we show the phase diagram of the doped
Mott insulator. At 7' = 0, the Mott insulator phase is found
exclusively at zero doping. At low enough temperature and
finite doping, characteristic Fermi liquid behavior is always
observed. Here, the resistivity is quadratic in temperature,
while a clear Drude peak is observed at low frequencies
in optical conductivity and density of states (see the
Supplemental Material, Fig. 5 [28]). The coherence temper-
ature Tgp is found to be proportional to the amount of
doping &, however, with a small prefactor of about 0.1, in
agreement with Refs. [20,21]. In a certain temperature
range above T, a Drude peak is still present as well as the
quasiparticle resonance in the single-particle density of
states, but the resistivity no longer follows the FL T?
dependence. This corresponds to the resilient-quasiparticle
(RQP) transport regime, which was carefully examined in
Ref. [21]. At even higher temperatures, the temperature-
dependent resistivity at fixed doping p(T)|; enters a
prolonged linear regime [see Fig. 3(b)] [40], which is
accompanied by the eventual disappearance of the Drude
peak around the MIR limit. This behavior is usually
referred to as the bad-metal regime [21]. The resistivity
is comparable to the MIR limit throughout the BM region,
and the QWL (as determined from our thermodynamic
analysis) passes through its middle.

The region of linear p(T)|; dependence is found to be
completely encompassed by the QC scaling region between
the dashed lines on Fig. 3(a) (see the Supplemental
Material, Sec. VI [28]). We therefore expect that the
emergence of the linear 7 dependence of the resistivity,
as well as the doping dependence of its slope, should be
directly related to the precise form of the corresponding
scaling function. Indeed, at high temperature and close
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FIG. 3 (color online). (a) DMFT phase diagram of the doped
Mott insulator on a frustrated lattice. The bad-metal (green)
region matches perfectly the region of quantum critical scaling.
(b) The bad-metal regime features linear temperature dependence
of resistivity with the slope roughly proportional to an inverse
power law of doping which we find to be a consequence of
underlying quantum criticality.

to the QWL, the argument of the scaling function
x =du/T"% is always small, and the scaling function
can be linearized, viz., F(x) ~ 1 + Ax + - - -. We find that
the coefficient A has the numerical value A ~ —0.74. The
functional form for p(T)|; close to the QWL is then directly
determined by the behavior of the scaling parameter x(7)|5.
We find that x(7')|, is a linear function in a wide range of
temperatures around 7%(5). Then, close to the QWL,
the resistivity is well approximated by a linear function
of the form

Ox

1)~ @){ 1+ a5

V—W@@.®

5.T=T"(5)
Furthermore, the slope of the scaling argument at the QWL
can be expressed as (0x/0T)|5 r_r-(5) = {x*(8)(dT"*/d5)x
[T*(5)]"/=}~1, where y*(8) = (06/0u)|r—r- (5 Here, we
observe that the charge compressibility is nearly constant

along the QWL, y*(6) =~ y* = 0.33 (see the Supplemental
Material, Fig. 6 [28]), which may be interpreted as
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FIG. 4 (color online).  Resistivity given by (a) the semianalytical
formula obtained from the scaling hypothesis, (b) DMFT result,
and (c) the experimental result on cuprate La,_,Sr,CuO,4 samples
from Ref. [8].

another manifestation of the quantum critical behavior
we identified. 7*(5) is approximately a linear function
T*(6) ~ Ko+ K6, where K~2 and K, is small. In
Fig. 3(b), we compare the approximation stated in
Eq. (2) with the DMFT result and find excellent agreement.

Finally, noting that for 6 > 5%, p*(8) = pmr, We arrive
at the central result of this Letter,

pacem(T)ls ~ par[1 + C57V/#(T — K§)). (3)

In the quantum critical bad-metal regime, the resistivity has
a linear temperature dependence with the slope decreasing
as a power —1/zv of doping. This demonstrates a direct
connection of the universal high-temperature behavior in
the bad-metal regime with the (zero-temperature) quantum
phase transition. The MIR limit of the resistivity is reached
at temperature roughly proportional to the amount of
doping, T*(8) &, since the doping level sets the main
energy scale in the problem. The result of this simplified
scaling formula is color-plotted in Fig. 4(a) (with C = 0.69,
K =197, and zv =1.35) and shown to capture the
features of the full DMFT solution at high temperatures.
Discussion.—Sufficiently systematic experimental stud-
ies of doped Mott insulators, covering an appreciable range
of doping and temperature, remain relatively scarce. Still,
approximately linear temperature dependence of the resis-
tivity at high temperatures with a slope that decreases with
doping has been observed, most notably in the seminal
work of Takagi et al. [8] on La,_,Sr,CuO,. To make a
qualitative comparison with our theory and to highlight a
universal link of bad-metal behavior and quantum critical-
ity associated with the Mott metal-insulator transition, in
Fig. 4 we color code the reported experimental data; here
the temperature is shown in units of Ty at 20% doping
and the resistivity is given in units of pypr, Which in this
material is estimated as 1.7 mQcm. The experimental
results presented in Fig. 4(c) cover the temperature range
of 150-1000 K at 5% to 30% doping. Here one observes a
striking similarity between DMFT theory and the experi-
ment, as already noted in early studies [39-41]. We
established this result by focusing on an exactly solvable
model, where all ordering tendencies are suppressed, and
single-site DMFT becomes exact. Real materials, of course,
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exist in finite (low) dimensions where systematic correc-
tions to DMFT need to be included [42—45]. In many cases
[46—-48], these nonlocal corrections prove significant only
at sufficiently low temperatures. Then our findings should
be even quantitatively accurate in the high-temperature
incoherent regime, as in the very recent experiments on
organic materials [49] for the case of half-filling.
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I. NUMERICAL DETAILS: THE DMFT LOOP
AND THE IMPURITY SOLVER

We have used the CTQMC impurity solver as imple-
mented by K. Haule in Ref. 1. We have used 4 — 6 x 10°
Monte Carlo steps. When T > 0.14, the high frequency
tail was calculated from the atomic limit and Hubbard-
I approximation was used otherwise. At high temper-
atures, 10-15 DMFT iterations were usually sufficient
to reach the self-consistent solution with the accuracy
|G (iwg) — G (iwp)| = 107*, where wy = £7T. In the
coexistence region, we used a larger number of DMFT
iterations (up to 30) to test the stability of the obtained
solution.

II. DETERMINATION OF T,
T. from the position of the spinodals

The first order phase transition is most easily observed
by looking at the occupation number. At very low tem-
perature, while the chemical potential is within the spec-
tral gap, filling is roughly a constant, i.e. n(u) =~ 0.5.
When the chemical potential reaches the upper Hubbard
band, a quasi particle peak forms abruptly at its lower
edge causing an immediate transfer of spectral weight
from the lower Hubbard band to the vicinity of the Fermi
level [2, 3]. This is observed as a jump in the occupancy
from nearly half-filling to around 2-3% doping. An in-
sulating solution is not possible when p is in the upper
Hubbard band, hence its bottom edge determines the
insulating (right) spinodal. However, a metallic solu-
tion is possible even when g is in the gap. This type
of state features an in-gap quasi-particle peak [4] and is
observed in the coexistence region. The lowest value of
the chemical potential at which the quasi particle peak
can survive constitutes the metallic (left) spinodal. The
disappearance of the QP peak at the metallic spinodal is
also abrupt, and occurs at finite doping. Therefore, there
is a range of doping that is not achievable locally at any
value of the chemical potential, but only globally through
phase separation. With increasing temperature, the for-
bidden doping range shrinks and disappear together with
the hysteresis loop, precisely at T, [5, 6]. Note also, that

the range of forbidden doping vanishes at T'= 0 as well,
where a metallic solution is possible even at infinitesimal
doping [2], although in this case particle-hole symmetry
is broken and p # U/2. In Supplementary Figure 1la,b
we show the hysteresis curves of the occupancy for two
values of interaction U. The position of spinodals and
the width of the coexistence region are easily determined
from the jumps in n(u). We considered the lowest tem-
perature at which no coexistence is observed to be the
critical temperature. Note also that due to the numeri-
cal error of the CTQMC, some unphysical doping is ob-
served in the insulating state at the lowest temperatures.
We were not able to obtain physically meaningful results
below T ~ 0.0015 and this is the lowest temperature at
which we have found the method to be reliable. The nu-
merical error from the CTQMC becomes significant at
low temperature and a precise assessment of T.’s lower
than = 0.002 proves very difficult. The coexistence re-
gions at the two values of U are shown in Supplementary
Figure 1c and d. The T = 0 position of the left spinodal
is taken from the ED calculation found in [4] and seems
to fit well our finite temperature results.

T. from the charge compressibility

The alternative way of determining 7. is by looking at
the uniform charge susceptibility x = g—z. Precisely at
the critical point, x is divergent and above T, there is a
line of maxima in x(p)|. Furthermore, it can be shown

[7] that close to the critical point x ! ~ %. This
is useful as one can extrapolate the values of x,1 (T) to
lower temperatures and see where it goes to zero. How-
ever, such method is of inferior accuracy compared to the
direct observation of the coexistence, and we use it only
for cross-checking of our results. In Fig. 1le we show such

calculation in the case of U = 3.2.

T. from the )\ analysis

In Supplementary Figure 1f we plot the values of A
along the instability line (see the next Section). Close to
the the critical point, it is very difficult to make a precise
estimate of the DMFT convergence rate, as high con-
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Figure 1: Coexistence region of the first-order doping-

driven Mott metal-insulator transition can be deter-
mined in different ways. (a),(b),(c),(d) The position of
spinodals can be determined from the jumps in the occupa-
tion number. In the coexistence region, two types of solution
are possible, depending on the initial guess in the DMFT pro-
cedure. This is observed as a hysteresis loop in the occupation
number and other quantities. (e),(f) Precisely at the critical
point, physical quantities often have extremal values (zero or
infinity). By extrapolating such quantities from higher tem-
peratures, one can estimate the critical temperature. (e) The
maxima of the inverse charge compressibility with respect to
the chemical potential can be extrapolated to obtain a good
estimate for T.. (f) The values of A along the instability line
1*(T') become scattered and overestimated close to the critical
point, due to numerical error from the CTQMC. This makes
it unpractical to to use extrapolation of A\* for estimation of
Te.

vergence is not achievable at all. The low temperature
values are therefore much more scattered and system-
atically overestimated. Although in principle one could
estimate T, from higher temperatures by extrapolating
A(T) = AM(p*(T), T), the numerical noise makes such a
method very impractical. Further difficulty lies in the
possibility of \*(T') changing trend before going to zero,
which introduces additional systematic error to the esti-
mate of T,.

III. QUANTUM WIDOM LINE AND THE )\
ANALYSIS

In our previous work [8], we have discussed a possible
generalization of the Widom line (originally defined in the
context of classical liquid-gas transitions [9]), to strictly
zero-temperature (quantum) phase transitions (see Sup-
plementary Fig. 2). The most natural way of defining
such a quantum Widom line is by looking at the free-
energy landscape around the ground state of the system,
as it is well defined in all physical models. Regardless
of the specifics of the phase transition, precisely at the
critical point, the free energy minimum is flat, i.e. its cur-
vature A is zero. At higher temperatures, this leads to a
line of minima in \ with respect to the parameter that is
driving the transition (at half-filling we had g—g = 0).
It is at those minima that the fluctuations are most pro-
nounced - the system is “equally close” to the two com-
peting phases and thus the least stable. Now we utilize
this concept in the case of doping-driven Mott transition,
and at each temperature search for the minimum value
of A\ with respect to the chemical potential.

In practice, we calculate A by monitoring the con-
vergence rate of the iterative DMFT procedure [10].
Given the model parameters, the free energy functional
Fu,r,u|G(iwy)] yields a smooth manifold in the Hilbert
space of the Green’s functions. Being Taylor expandable,
the local environment of any free-energy minimum has to
be parabolic. Thus, in the advanced stage of the DMFT
procedure, i.e. close to the self-consistent solution, a
steady, exponential convergence should be observed. The
curvature A is then directly related to the exponent of

9:(T)
9. g g

QCP | order PT

Figure 2: Standard QCP scenario is modified in the
case of the Mott MIT. At low temperature, the Mott
MIT is of (weakly) first order character, and features a co-
existence region (gray) where both phases are locally stable.
However, at temperatures sufficiently above the (very low)
critical temperature T, the QC scaling holds (green). The
critical transition-driving parameter g. is replaced by a more
general, temperature dependent quantity. Below 7. this is
the line of first order transition g.(7) where the two states
are equally favorable. Above T¢ it is the line of "maximal
instability" of the ground state (see text), or the quantum
Widom line g* (7).



the functional dependence of the difference between the
consecutive solutions versus the iteration index. When
determining the convergence rate, however, it is not al-
ways sufficient to look at the Green’s function in only
the lowest Matsubara frequency, and one must use the
generalized Raileigh-Ritz (RR) formula [11]

_ G = GG, - G
Ai*l*z |G — Gi |2 ’ 1)

where ¢ stands for the iteration index, and ideally, A =
lim;_, o A\;. However, the highest achievable level of con-
vergence is determined by the amount of statistical noise
in the CTQMC result, and when it is reached, G(iw,,)
just fluctuates around the self-consistent solution, and
no further convergence is observed. Especially near the
critical point, CTQMC error becomes substantial and a
high convergence can not be reached at all. Here, typi-
cally only a few iterations are available for the estimation
of \ as most of the parabolic region is below the level of
numerical noise, and one must look carefully for the range
of iterations in which a steady exponential convergence
is observed.

The result presented with gray dots in Fig. 3a is ob-
tained by employing the RR formula from equation (1) at
each iteration 7, and then taking the average over the set
of 5 consecutive iterations that shows the least variance,
i.e. the one corresponding to the period of the steadiest
exponential convergence.

Away from half-filling, however, there are additional
difficulties. Namely, G(iw,) is complex, which means
that it has additional degrees of freedom as compared to
its purely imaginary analogue at particle-hole symmetry.
Thus, the fluctuations encountered in the convergence
rate of G(iw,) are more severe, and the A-analysis is
harder to perform compared to the half-filled case. This
is why the data points presented with gray dots in Fig. 3
exhibit considerable scattering, but the overall trend is
still rather obvious. In all of the calculations regarding
the quantum critical (QC) scaling analysis, we use the
smooth fit (orange dashed line) as the instability line and
denote it with p*(T"). Note that no other smoothing has
been performed on the data, and all the minima, are es-
timated automatically from the raw A results. Although
there are considerable error bars on each p*(T) value, the
high resolution in temperature increases the certainty of
the result.

It is interesting that p*(T) is very close to the line of
maxima of the second derivative of the occupation num-

. . 2 . .
ber versus the chemical potential, 272 = max. This is
T

the place where n(x) changes trend, and as expected, the
instability line separates the metallic-like and insulating-
like behavior on the phase diagram. Also note that p*(7T)
roughly follows an iso-resistive curve and so the resis-
tivity does not change considerably along the instability
line. At T > 0.08 p* is found to be constant and equal
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Figure 3: The instability line p*(7) (orange dashed)
corresponds to the minima in A(y)|r, which is re-
lated to the convergence rate of the DMFT loop. (a)
The precision of A results is limited by the statistical noise
in CTQMC. However, the minima in A(u)|r are still clearly
present, and p*(7) can be determined with satisfactory ac-
curacy. At high temperature, QWL is found to coincide with
the iso-resistive curve of the MIR limit (black dashed), which
is then used to extrapolate the QWL to temperatures above
T = 0.14, where A-analysis is no longer reliable. (b) The
QWL is also very close to the point where occupancy n(u)|r
changes trend, i.e. has a maximum of the second derivative.
The line of maxima in d?n/du®|r can also be considered a
crossover line between metallic and insulating behavior (light
blue dotted line on panel (a)).

to the Mott-Ioffe-Regel (MIR) limit. Above T = 0.14,
A-analysis can not give reliable results as the minimum
in A(u)|r becomes very shallow, i.e. of depth compa-
rable to the level of numerical noise. Throughout the
paper we extrapolate the instability line to high temper-
atures 7" > 0.14 by imposing the criterion p* = pumir-
Also note that at very low temperature, the actual form
of p(u*(T),T) depends strongly on the precise values
of u*(T') because, in this region, the resistivity changes
rapidly with the chemical potential.



IV. ANALYTICAL CONTINUATION AND
CALCULATION OF RESISTIVITY

The straightforward application of the maximum en-
tropy method (MEM) [12, 13] for analytical continua-
tion of the Green’s function can in some cases lead to
unphysical results. In the metallic phase, this method
tends to overestimate the height of the quasi-particle
(QP) peak in the single-particle energy spectrum given
by —1ImG(w+i0"). Sometimes in those cases, the imag-
inary part of the self-energy falsely goes to zero at several
frequencies (usually two or four), yielding an unphysical
vanishing DC resistivity. Given the analytically contin-
ued Green’s function on the real axis, the self-energy is
obtained from the DMFT self-consistency condition

Sw) = w+ i — G (w) — 2G(w), (2)
and the imaginary part of the above equation reads
Im¥(w) = ImG(w)(|G(w)| 72 — t2). (3)

It is immediately obvious that |G(w)| = 1/t yields
Im¥(w) = 0, at any frequency. When there is an unphys-
ical excess of QP weight, precisely this is seen, usually at
the edges of the QP peak. This makes the conductivity
integral divergent and the DC resistivity exactly zero.

We find that much better results are obtained by per-
forming MEM on the spectral function

1
iwn + pu—e — X(iwy,)

Ale,iwp) = (4)

The self-energy is then easily extracted from the real-axis
result

Y(ew)=wtp—ce— A7 e, w). (5)

Temperature T

Chemical potential y

Figure 4: Lines of constant doping intersect with the
QWL (orange), along which the resistivity is equal to
the MIR limit p,, ..

Density of States -ImG
1 @injesadwa)

Frequency w

Figure 5: Evolution of the density of states with in-
creasing temperature. At low temperature there is a clear
quasiparticle peak in the density of states. The quasiparticle
peak gradually disappears in the bad metal regime which is
centered around the QWL. The orange line is the density of
states at the QWL. The data are shown for the fixed chemical
potential ¢ = 3.5 and U = 4, which corresponds to roughly
15 % doping.

This procedure should in principle yield the same self-
energy for any value of €, but in practice this is not found
to be the case. However, a good estimate of ¥(w) is
obtained by averaging the results of each continuation,
ie.

N
Sw) = 5 3 Sleisw) ()

Similarly, one could first calculate the Green’s function

Gm:/mwmwm (7)

and then get the self-energy from the DMFT self-
consistency. In practice, we have used 40 values of
e, equally spaced within the energy range of the non-
interacting band, and found that the systematic and nu-
merical error of MEM gets canceled by the averaging. We
have found that in this approach, physically meaningful
solutions are always obtained, results are more consis-
tent and have less numerical noise, but at the expense of
performing a much larger number of analytical continua-
tions. Where available, we cross-checked our results with
the findings in Ref. 14 where the analytical continuation
is performed via Pade approximant on the high-precision
CTQMC data, and found very good agreement.

Given the self-energy on the real axis ¥(w), the optical
conductivity of the system can be calculated using the
Kubo formula [2]

o(w) :Uo//dfdyq)(E)A(g’ V) Ale, V—i—w)M’

T ®



where A(e,v) = —(1/7)Im(e+pu—v—X(g)) ™!, f denotes
the Fermi function, ®(g) = ®(0)[1—(¢/D)?]*/2, and 0, =
2me? /h. We present the resistivity results in the units of
P = hD/e*®(0), consistently with Ref. 14. We have
calculated the resistivity p,. = 0~ 1(w — 0) in the whole
(1, T) plane. In Supplementary Figure 4 we show the
lines of constant resistivity and constant doping in the
(1, T) plane. An example of the evolution of the density
of states with temperature is shown in Supplementary
Figure 5.

V. CHARGE COMPRESSIBILITY

The QWL is defined in purely thermodynamic terms,
from the free energy functional, and as such can be ex-
amined for any model. In fact, it does not even require
the presence of a first order transition line with finite T..
It is therefore important to explore physical properties
other than the resistivity along and near the QWL. It is
striking that the charge compressibility is nearly constant
along the QWL, and has intermediate value between the
one in almost incompressible Mott insulator and Fermi
liquid, see Fig. 6.
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Figure 6: Color plot of the charge compressibility has
the "fan-like" form, as generally expected for quan-
tum criticality. The compressibility is approximately con-
stant along the QWL.

VI. BOUNDARIES OF THE QC SCALING
REGION

Around the quantum Widom line the resistivity is well
approximated by a function of only one argument, such
that

T =" (0F (515 ). )

where p*(T) = p(u*(T),T) is the resistivity along the
QWL. This behavior, typical for the quantum criticality,

is shown in Fig. 2 in the Main Text, where the resistiv-
ity curves are collapsed on the metallic and insulating
branch. The explicit form of the scaling function can be
obtained from an equivalent scaling equation

Pl T) = " (F (775 ). (10)

with the advantage of F(z) being a smooth analytical
function in x. Then, the scaling function F(z) can be
obtained by plotting the DMFT resistivity data versus
the argument = = Tflle, and performing a numerical fit.
This is shown in Supplementary Figure 7a. F(z) is ap-
proximately linear on the logarithmic scale which implies
that F(z) ~ 105%, where B ~ —0.33. This analytical
form is consistent with the mirror symmetry of the scal-
ing formula near the QWL, F(z) = 1/F(—z). We can
see that the scaling region goes beyond the mirror sym-
metry of the scaled resistivity curves, especially on the
metallic side of the QC region.

The scaling region can be estimated from the color
plot of the relative error 7 = |ppayrrr — 108%|/pprrrr,
which is shown in Supplementary Figure 7b. The bound-
aries of the QC scaling region defined by r < 10% are
shown with gray dashed lines and correspond to the val-
ues Tmin = —1.0 and xyma = 1.5. Note that they coin-
cide with the g = 3.0 line (red dashed; it corresponds
to chemical potential being at the lower edge of the up-
per Hubbard band), and the knee-like feature in p(T)|s
curves (blue dashed; it corresponds to the boundary of
the linear resistivity bad metal region). It is obvious from
this plot that the QC scaling region completely matches
the region of typically bad metallic temperature depen-
dence of the resistivity.

The boundaries of the QC scaling region can alterna-
tively be estimated simply by looking at Fig. 7a and ob-
serving the maximum and minimum values of « for which
the DMFT results fall on a single well defined curve. This
yields xmin = —1.0 and . = 1.5. These lines are also
shown in Fig. 7b (gray dashed) and are in good agree-
ment with the independent estimate based on relative
error r.

Finally, the region of mirror-symmetry can be esti-
mated by plotting the DMFT resistivity data | log p% as a
function of y = T'/du*” (shown in Fig. 7c) and observing
the lowest y at which the two branches of data are found
to coincide. This analysis yields ypi, =1 = Ixmin/max|_1v
in agreement with other approaches.
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Magnetic impurities in spin-split superconductors
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Hybrid semiconductor-superconductor quantum dot devices are tunable physical realizations of quantum
impurity models for a magnetic impurity in a superconducting host. The binding energy of the localized subgap
Shiba states is set by the gate voltages and external magnetic field. In this work we discuss the effects of the
Zeeman spin splitting, which is generically present both in the quantum dot and in the (thin-film) superconductor.
The unequal g factors in semiconductor and superconductor materials result in respective Zeeman splittings of
different magnitude. We consider both classical and quantum impurities. In the first case we analytically study
the spectral function and the subgap states. The energy of bound states depends on the spin-splitting of the
Bogoliubov quasiparticle bands as a simple rigid shift. For the case of collinear magnetization of impurity and
host, the Shiba resonance of a given spin polarization remains unperturbed when it overlaps with the branch
of the quasiparticle excitations of the opposite spin polarization. In the quantum case, we employ numerical
renormalization group calculations to study the effect of the Zeeman field for different values of the g factors of
the impurity and of the superconductor. We find that in general the critical magnetic field for the singlet-doublet
transition changes nonmonotonically as a function of the superconducting gap, demonstrating the existence of
two different transition mechanisms: Zeeman splitting of Shiba states or gap closure due to Zeeman splitting
of Bogoliubov states. We also study how in the presence of spin-orbit coupling, modeled as an additional
noncollinear component of the magnetic field at the impurity site, the Shiba resonance overlapping with the

quasiparticle continuum of the opposite spin gradually broadens and then merges with the continuum.

DOI: 10.1103/PhysRevB.95.085115

I. INTRODUCTION

The interest in bound states induced by magnetic impu-
rities in superconductors, predicted in the early works of
Yu, Shiba, and Rusinov [1-3], has been recently revived
by the advances in the synthesis and characterization of
semiconductor-superconductor nanostructures [4-9] and in
the tunneling spectroscopy of magnetic adsorbates on su-
perconductor surfaces [10—15]. In particular, hybrid devices
based on quantum dots can be used as fully controllable
physical realizations of quantum impurity models with gapped
conduction bands [16-27]. The ground state of the quantum
dot can be tuned to be either a spin singlet or a spin doublet
depending on the impurity level and the hybridization with the
bulk superconductor [5,6,28—-31]. The Coulomb interaction on
the quantum dot favors the spin doublet ground state, while the
spin singlet can be stabilized by the Kondo effect or by pairing
due to the superconducting proximity effect [32-36]. The
position of the in-gap (Shiba) resonances, as determined from
the tunneling conductance, agrees even quantitatively with
the calculations based on the simple single-orbital Anderson
impurity model [37,38].

Very recently, research has focused on the effects of the
magnetic field on the in-gap states [39—48] because systems
of this class have been proposed as possible building blocks
for topologically ordered systems exhibiting Majorana edge
states [49-52]. These are significant for fundamental reasons
and might also find application in quantum computation
[53-55]. When an external magnetic field is applied to a
thin-film superconductor in the parallel (in-plane) direction,
the superconducting state persists to relatively large fields. The
quasiparticle states become, however, strongly spin polarized

2469-9950/2017/95(8)/085115(10)
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and the coherence peaks in the density of states become
Zeeman split [56—60]: Systems in this regime are known as
spin-split or Zeeman-split superconductors, and play a key role
in the emerging field of superconducting spintronics [61]. The
spectral function of a spin-split superconductor has two band
edges with diverging coherence peaks separated by the bulk
Zeeman energy, reflecting the fact that the Bogoliubov excita-
tions have spin-dependent energies Ex, =/&2+A%+goaris Bo. Here
&, = € — p is the energy level ¢, of electron with momentum
k measured with respect to the chemical potential u, A is
the gap, goux is the g factor of the superconductor, g is the
Bohr magneton, B is the magnetic field, and 0 = £1/2 is the
quasiparticle spin. Since the Shiba states can be considered
as bound states of Bogoliubov quasiparticles, the spectral
properties of magnetic impurities in spin-split superconductors
are modified.

The theoretical work has, so far, mainly focused on the
effect of a local magnetic field applied on the position of the
impurity only [45,46]. For bulk electrons in the normal state,
this approximation is usually justified because the impurity
magnetic susceptibility is typically much larger ()imp o< 1/ Tk,
where Tk is the Kondo temperature) than that of the bulk
electrons (Pauli susceptibility, xpux o p & 1/D, where p is
the density of states at the Fermi level and D is the bandwidth).
In superconductors, however, the Zeeman splitting of the
Bogoliubov quasiparticle bands and the Zeeman splitting of
the doublet subgap states are of comparable magnitude: The
splitting of the first is simply the Zeeman energy gpux/sB,
while the splitting of the second is gimpup B, where gimp is
the impurity g factor g, renormalized by the coupling with
the bulk. Generically, both splittings are comparable with

©2017 American Physical Society
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the possible exception of nanowire quantum dots made of
materials with extremely strong spin-orbit (SO) coupling and
hence very high bare giy,. For this reason, it is important to
include the Zeeman terms both in the impurity and in the bulk
part of the Hamiltonian.

We introduce the ratio r of the Landé g factors which
describe the magnitude of the Zeeman splittings:

7 = gbulk/ gimp- (D

For many elemental superconductors the g factor is close to the
free electron value, gpux & 2. In semiconductors the g factor
usually differs strongly from this value due to SO coupling.
The effective g factors are quite variable [62]: They can be
very large positive, as well as very large negative, or can even
be tuned close to 0. The control of g can be achieved through
strain engineering [63], nanostructuring [64], or by electrical
tuning in quantum dots [62,65—67]. In the r = 0 limit, the
Zeeman term is only present on the impurity site: This limit is
appropriate for materials with very large positive or negative
g factor, where the Zeeman splitting in the superconductor is
indeed negligible. Another special limit is » = 1, where all
sites (bulk and impurity) have the same g factor. In general,
however, the value of r is essentially unconstrained.

Here we study, using analytical calculations for a classical
impurity (with no internal dynamics) and with the numerical
renormalization group (NRG) method [22,68—74] for a quan-
tum impurity (which incorporates the effect of spin flips), the
spectral properties of the Shiba states. In the classical case
we perform a calculation along the lines of Refs. [1-3], but
include the effect of the Zeeman term in the superconductor.
In the quantum case we focus on the single-orbital Anderson
impurity and discuss the changes in the singlet-doublet phase
transition as the ratio of the g factors of the impurity and the
bulk is varied. We study the fate of a subgap resonance when it
approaches the continuum of the Bogoliubov quasiparticles
with the opposite spin, with and without the additional
transverse magnetic field that mimics noncollinearity in the
presence of SO coupling.

II. CLASSICAL IMPURITY

Initially, the impurity is described using a quantum me-
chanical spin-S operator, which is exchange coupled with the
spin density of the conduction band electrons at the position
of the impurity at r = 0. The corresponding Hamiltonian is
H = HBCS + Himp with

Hpcs = Zé“kc;ack,g - A X:(CIT(’TCL(’¢ +Hc)
ko k

+ ) bruksox 2
k

and

Himp = JS - s(r = 0), 3)
where bpyk = gouikit 5 B is the magnetic field expressed in the
energy units (i.e., the Zeeman splitting), s, x = %(”T,k — Ny,
ands(r = 0) = % > 1 Sk. J is the exchange coupling between

the impurity and the host. All other quantities have already
been defined in the previous section. The classical impurity
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limit consists of taking the S — oo limit while keeping
J S = const. In this limit, the longitudinal component of the
exchange interaction persists, while the transverse (spin-flip)
components decrease as 1/S and hence drop out of the
problem. The Hamiltonian then becomes noninteracting. We
introduce the effective local field

h=1JS “4)
and the dimensionless impurity coupling parameter
a=mnph/2 =npJS/2, &)

where p is the density of states (DOS) at the Fermi level in the
normal state. We will first assume that the bulk field by, and
the effective local field 4 are collinear and of the same sign.
To be specific, we choose byyx > 0, 7 > 0.

The nonperturbed Green’s function of the Zeeman-split
superconductor is

(z = bouic/2)T0 + €473 — ATy
(z — boun/2)? — (¢ + A?)

Gl(2) = (6)

Here 11,15, 73 are the Pauli matrices, ty is the identity matrix,
and z is the frequency argument. To obtain the local Green’s
function at the origin, G{) _, we sum over the momenta k and
switch over to an integral over energies assuming a flat DOS
in the normal state. In the wide-band limit we find

(z = boui/2)T0 — ATy
VA — (2 — bk /2)?

The Dyson’s equation to include the impurity effect can be
written as [1-3]

G%z2) = —mp

)

(G =[G — hro. (3)
We have
A2 — (Z—b‘ﬂ‘)2
G’ = — 2 — byuie/2)To+AT,
[G"(2)] n,o[(z—’%)z—Az] [(z = bou/2)T0+AT1]
)
and finally
1
G(z) = —np5<Z 2) (10)
where
2
D = 2a<bbzulk — z) N 1)\/A2 — <bbzulk — z) ,
a = boui/2 — 2 + /A2 — (boun/2 — 2)° (11)

The spin-up spectral function is A4(w) = —(1/7)ImG (v +
i8), while the spin-down spectral function is A (w) =
—(1/m)Im[—Gn(—w —id8)] = —(1/7)ImGn(—w + i$).
The 11 (spin-up) matrix component of G(z) has two poles:
1 —a?

= by /2 A—— 12
w12 = bpuik/ T (12)
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FIG. 1. Spin-projected spectral functions (blue for spin-up, red for spin-down) for a range of the dimensionless impurity coupling

o = mpJS/2 in a Zeeman-split superconductor with by /A = 0.4.

Only one pole has a finite residue. For 7 > 0 (hence o > 0)
we find a subgap resonance in the spin-up spectral function at

1 —a?

w1 = by /2 — A—

14+a? (13)

Conversely, the spin-down spectral function has a resonance
atw, = —w;:
1 —a?

1+ a2

w, = —buk/2+ A (14)
We emphasize that the spin-projected spectral functions have
a single subgap resonance, one for each spin. This is to be
contrasted with the behavior of the quantum model discussed
in the following section which has (in the spin-singlet regime
for finite magnetic field) two resonances in each spin-projected
spectral function. This is a clear indication of the different
degeneracies of states in the classical and quantum impurity
models.

Some representative spectra are plotted in Fig. 1. The
a = 0 case corresponds to the limit of a clean Zeeman-split
superconductor. Each quasiparticle continuum branch has a
characteristic inverse square root divergence at its edge.

For small « = 0.25, the Shiba bound states emerge out
of the quasiparticle continuum, the spin-up resonance in the
negative part of the spectrum, and the spin-down resonance in
the positive part, in line with Eqgs. (13) and (14) for small «.
The shift by by /2 is expected, since the spin-up Shiba state
is generated by the Bogoliubov states with spin up, which
are themselves shifted by the same amount. Conversely, the
spin-down Shiba state is generated as a linear superposition
of Bogoliubov states with spin down, which are shifted by
—buuik/2. We observe that all four branches of the quasiparticle
band lose their inverse square-root singularity and contribute
spectral weight to the nascent Shiba state (see also Ref. [48]),
not only the “inner” ones (spin-up occupied and spin-down
unoccupied).

With increasing «, the Shiba states move toward the gap
center (chemical potential) and they cross when the condition

iS I“et, i.e., at
A/ 1 bb k 2A

T+ bou/2A°

For by /A = 0.4, as used here, this happens at «* =~ 0.82<1.
This signals the occurrence of the quantum phase transition in
which the fermion parity of the (sub)system changes. We also
note that alternatively, for constant « < 1, the transition can
be driven by the external magnetic field.

For still larger o = 2.5, the spin-up Shiba resonance
overlaps with the spin-down quasiparticle continuum (and vice
versa for the spin-down Shiba resonance), but since the spin is
assumed to be a good quantum number there is no broadening
of'the Shiba resonances. (See below, Sec. I11 B, for a discussion
of the SO effects in the case of a quantum impurity.)

For very large values of «, the Shiba states eventually
merge with the continuum again. This trend is accompanied
by the reappearance of the inverse square-root resonances, an
indication of which is visible for « = 5 in Fig. 1.

We now discuss the case of antialigned fields, taking by, >
0 and 2 < 0. In this case, for small || the spin-up Shiba state
occurs at

1 —a?

wtr = bouk/2 + A——

1 +a?’ an

and hence overlaps with the continuum of spin-down quasi-

particles for |o| < 1/4/2A/byyx — 1. The quantum phase
transition occurs for

v AT+ bouk/2A
jo*| = Y TRy

18
1 — bpui/2A (1)
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FIG. 2. (a) Schematic phase diagram for B = 0. (b) Subgap
splitting for finite field B.

For large || the Shiba states again merge with the continuum
at the inner edges of the Bogoliubov bands. The regimes that
the system goes through for o < 0 are thus in the opposite
order to those for o > 0.

The main deficiency of the impurity model in the clas-
sical limit is the reduced multiplicity of the subgap states.
Physically, this is due to the fact that in the classical limit
the effective impurity potential for particle-like excitations
is attractive for one spin orientation and repulsive for the
other; hence a single bound state is generated for a given
spin orientation. The spin-flip processes in the quantum model
lead to a situation where the effective potential is attractive
for both spin polarizations, hence twice the degeneracy.
We discuss this more general situation in the following
section.

singlet ground state

[ "=Gpuk/Gimp : |

g5 L -

3 o8

< 04 \

15 1 -05 0 0.5 1 1.5
/A

PHYSICAL REVIEW B 95, 085115 (2017)

III. QUANTUM IMPURITY
A. Model and method

We consider a single spin-% impurity level with on-site
Coulomb interaction. The Hamiltonian is given by

H = Z ekcl]:mckg — A Z(CIT(TCikl + H.c.)
k,o k

+V Z(d;cka +Hec)+ e an +Unyny
k,o o

+ GimpltB(BS: + By So) + gounitsB Y sex. (19)
K

d! is the creation operator on the impurity which is hy-
bridized with the bulk by V and has the energy level
€. Ny =dld,, S. = Ydld, —d}d)), S, = Ldld, +d}dy),
S,k = %(CLTCM - c]t 1 ¢k)- The magnetic field B couples with
the quantum dot by the g factor equal to ginp, and with
the superconductor by gpuk. The transverse magnetic field
which can flip the spin is introduced through the parameter
B.. We will consider a flat particle-hole symmetric band of
half-width D so that p = 1/2D. The hybridization strength is
characterized by I' = wpV?2.

We employ the NRG method to solve the problem. There
are two ways to introduce a bulk Zeeman field in the NRG: as
local Zeeman terms on all sites of the Wilson chain, or through
a separate discretization of spin-up and spin-down densities of
states shifted by the Zeeman term [75]. The former approach
is suitable for models with a spectral gap, as discussed here,
while the latter has to be used for spin-polarized metals with
finite DOS at the Fermi level. We use a fine discretization mesh
with twist averaging over N, = 64 grids so that high spectral

doublet ground state

= ﬁsi

12} o)

[ "=buik/Gimp

Z 08t . |
2 oal /\

15 1 -05 0 05 1 1.5
/A

FIG. 3. Spectral function of the impurity for the spin singlet (a) and spin doublet ground state (b). The parameters are bi,,/ U = 0.005
and A/U = 0.02. For the singlet ground state I'/U = 0.2 and for the doublet I'/U = 0.075. The spectrum for r = guu/gimp = 0 is shown
in central panels, the adjoining panels show the evolution of the position of the Shiba resonances as |r| increases, and the top/bottom panels

correspond to r = 1 and r = —1, respectively.
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resolution is possible inside the gap and in the vicinity of the
gap edges, which are the regions of main interest in this work.
The only conserved quantum number in the presence of an
external field along the z axis is the projection of total spin S,
i.e., the problem has U(1) spin symmetry. Other parameters
are A = 2, the NRG truncation cutoff energy is 10ey where
ey o« A~N/2 is the energy scale at the N'th step of the iteration,
and at least 200 states were used at late iterations N when
the gap is opened. The spectral functions are computed with
the DMNRG algorithm [70] with the N/N + 2 scheme for
patching the spectral functions. This approach allows maximal
spectral resolution at zero temperature. The broadening is
performed on a logarithmic mesh with a small ratio r = 1.01
between two energies outside the gap and on a linear mesh
inside the gap. As can be seen in the figures further down, the
use of these different broadening kernels leads to some artifacts
at the continuum edges. All calculations are performed in the
zero-temperature limit, 7 = 0.

Unless otherwise specified, the model parameters are
U/D=1,A/U =0.02,and e; = —U/2.

The ground state of the Anderson impurity model,
Eq. (19), in the absence of the magnetic field is either a singlet
or a doublet depending on the ratio of the Kondo temper-
ature [68,69] Tx ~ 0.18U /8I'/nU exp(—mU/8T") and the
superconducting gap A. The impurity spin is screened by the
conduction electrons for A < A, forming a spin singlet, while
for A > A, the local moment is unscreened and the ground
state forms a spin doublet; here A, &~ Tk /0.3[17,18,22] in the
limit U/ " < 1. At the quantum phase transition the energy of
the excited many-particle state goes to zero, and the energy
levels cross. The transition is accompanied by a jump in
the spectral weight of the in-gap resonances and a change
of sign of the pairing amplitude [34]. The Zeeman field B
lifts the degeneracy of the doublet state [44—46,76]. For a
spin singlet ground state, the in-gap resonances corresponding
to the doublet state are split in the magnetic field B. In the
case of doublet ground state, the positions of the singlet Shiba
resonances are shifted in the Zeeman field.

Figure 2 shows a schematic phase diagram in zero magnetic
field and the evolution of the energy levels of the ground
and excited states with increasing Zeeman magnetic field.
This evolution of the in-gap resonances with changes of
the hybridization and the magnetic field has been recently
observed in tunneling experiments and agrees with the theo-
retical predictions in the case when the field is coupled only
with impurity [44-47]. Here, we explore the fate of the subgap
states when the magnetic field is also Zeeman coupled with
the bulk superconductor.

B. Results

We now discuss the spectral function of the impurity in
different parameter regimes and identify the boundary of the
singlet-doublet phase transition in the (B, A) parameter plane
for different values of the g-factor ratio r.

We first consider the case of singlet ground state. In the
magnetic field the subgap resonance (which is a spin doublet)
splits to its spin-up and spin-down components. The impurity
spectral function for I'/U = 0.2, bipp/U = 0.005 is shown
in Fig. 3(a) for r = 0 (central panel), » = 1 (top panel), and
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FIG. 4. (a) Phase diagram in the (B, A) plane for several values
of r = guuik/&imp- Here I'/U = 0.2, A,/U ~ 0.13. (b) For small A
the singlet-doublet transition coincides with the closure of the SC
gap for by, & 2A. (c) The expectation value (S;) and (d) the pairing
amplitude (d;d,) abruptly change across the phase transition. Here
A = 0.385A,.

r = —1 (bottom panel). The additional panels show how the
position of the resonances shifts as the parameter r is varied.
For r = 1 the expectation value of the spin projection (S,) at
the impurity site is (S,) = 0 [see Fig. 4(c) and the appendix].
Such compensation holds also in the particle-hole asymmetric
case as long as gimp = gouik. If the g factors are different,
there will be net magnetization at the impurity site even if the
ground state is a spin singlet and there is a finite gap to excited
states.
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We next consider the case of smaller hybridization, '/ U =
0.075, so that the impurity is in the doublet ground state. The
spectral functions for r =0, r = 1, and r = —1, as well as
the evolution between them, are shown in Fig. 3(b). A single
resonance is now visible for w > 0, since the ground state
has spin projection S, = 1/2, and the only possible excitation
is adding a spin-up particle to form a S, = 0 singlet state.
We also observe notable differences in the appearance of the
gap edges for both spin projections, related to the strong spin
polarization of the impurity state in the doublet regime. We
emphasize that this distinguishing feature is not present in the
classical impurity model discussed above.

The phase diagram in the (B, A) plane is shown in Fig. 4.
This plot represents the main result of this work. In the
absence of a magnetic field, the ground state changes from
singlet to doublet for A = A, = 0.13U. Here, Tx =~ 0.018U
and Tx /A, = 0.138 for the chosen value of I'/U = 0.2. For
A < A, the transition can be also induced by changing the
magnetic field. For » = 0 the magnetic field is coupled only
with the impurity. In this case, as shown in Ref. [45], the critical
magnetic field B, for the singlet-doublet transition linearly
depends on the gap, B, ~ A, — A.Forr # 0, however, B, has
nonmonotonic dependence on A: It increases approximately
linearly with A as it gets reduced from A, reaches a maximum,
and then decreases to zero as A — 0. For A ~ A, the singlet-
doublet transition is a consequence of a competition of three
characteristic energies: A, Tk, and B. For very small values of
A (for A <« A,) the singlet-doublet transition coincides with
the closure of the superconducting gap for by, = 2A. The
phase boundary for small value of A is shown in Fig. 4(b). We
note that for small A the transition to the normal phase would
actually occur for smaller value of B, B = By = ,/gA ~
\/ZA, known as the Clogston limit [77,78]. For B > B the
normal phase has lower free energy than the superconducting
one. Our main focus is, however, on larger values of the
superconducting gap when it is comparable to the Kondo
temperature.

The average value of the projection of the local spin
(S;) abruptly changes at the phase transition, Fig. 4(c). For

2 -
|KER:
10.I(|) i
200 &
15t L1l
0.77
0.59
I ; spin down
<
05
0

FIG. 5. Spin up in-gap resonances and continuum of excitations
for several values of r. Here by, /U = 0.01 was kept constant. The
finite width of the Shiba resonances is a broadening artifact: These
resonances are true § peaks at zero temperature.
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FIG. 6. Spectral function of the spin-up Shiba resonance and
the quasiparticle continuum for several values of the spin-flipping
transverse magnetic field. As b, increases, the Shiba resonance
broadens.

8imp = &bulk, 1.€., for r =1, the average value (S;) =0 in
the singlet case (see also the appendix). For r # 1, (S;) is
nonzero but small for singlet ground state, and it jumps to
large absolute value by increasing the magnetic field at the
transition to doublet ground state. The pairing amplitude on
the impurity, (d4d, ), shows a characteristic sign change at the
transition, Fig. 4(d).

When the spin-up Shiba state begins to overlap with
the spin-down branch of Bogoliubov excitations, it remains
unperturbed, as in the classical impurity model. This is
the case in spite of the spin-flip processes in the quantum
model and is a simple consequence of the conservation of
the spin projection S, quantum number. In other words, the
spin-up Shiba state is a bound state of spin-up Bogoliubov
quasiparticles, which are orthogonal to and do not mix with
the spin-down Bogoliubov quasiparticles. This is illustrated
in Fig. 5. Here gyux and B were kept constant, while the
position of the spin-up resonance was changed by changing
gimp- A transverse magnetic field, however, flips the spin and
the Shiba resonances broaden, as illustrated in Fig. 6. Such
broadening effects are expected in realistic systems due to SO
coupling.

IV. CONCLUSION

We have analyzed the behavior of magnetic impurities
coupled to superconductors subject to an applied magnetic
field that does not fully suppress the superconducting or-
der but strongly spin splits the Bogoliubov quasiparticle
continua because of the Zeeman coupling. This situation
commonly occurs when the field is applied in the plane of
a superconducting thin layer and leads to clearly observable
effects.

For a classical impurity, approximated as a static local
pointlike magnetic field (and aligned with the external field),
we find that the position of the Shiba state is shifted linearly
with the external field as a simple consequence of the shifting
edges of the quasiparticle bands. In fact, the only effect of the
spin splitting of the Bogoliubov states is that the frequency
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argument in the impurity Green’s function is shifted as
w — w ~+ byy/2 for spin-up and w — w — by /2 for spin-
down particles. The parity-changing quantum phase transition
no longer occurs at o« = wpJS/2 = 1, but rather when the
condition buux = gouxitsB/2 = A(1 — a?)/(1 + ?) is met.
This occurs for ¢ = o™ < 1. We observed that for large
a the Shiba state of a given spin may overlap with the
quasiparticle continuum of the opposite spin and still remain
a sharp resonance (a § peak). This remains true as long as
there is no matrix element linking the quasiparticles of both
spins.

We then turned to the case of a quantum impurity with
far more complex behavior. The Zeeman coupling is present
both in the bulk and on the impurity site, and generically
the corresponding g factors are different: This is typically
indeed the case in the nanoscale hybrid superconductor-
semiconductor devices. We find a very significant effect
of the Zeeman splitting of the quasiparticle continua: The
phase diagram of the possible many-particle ground states
(singlet or doublet) in the (A,B) plane actually has two
very different regimes. In the A — A, limiting regime, the
transition occurs because a strong enough field decreases the
energy of spin-down doublet state below that of the singlet
state. In this regime, the phase boundary in the (A, B) plane
has a negative slope: The closer A is to A, the smaller the
separation between the singlet and doublet states in the absence
of the field and hence a smaller Zeeman splitting is necessary
to induce the transition. We have established that for finite
r = guulk/&imp the splitting between the doublet subgap states
is larger than for » = 0 and hence the separation between the
singlet and the spin-down doublet is smaller; thus the transition
occurs for a smaller value of the magnetic field. In the other
limiting regime of small A, the transition occurs because the
gap between the spin-polarized Bogoliubov bands closes and
the transition line is given asymptotically as byyi/2 = A;
hence the transition line has a positive slope. In reality,
such transition is of course preempted by a bulk transition
to the normal state (Clogston limit). Nevertheless, even in
the physically accessible regime we observe that the actual
behavior is determined by a competition of both trends and that
the slope of the transition line changes at some intermediate
point where the system crosses over from one limiting behavior
to another. The actual transition line is therefore bell-shaped
and depends on the value of r. The straight line found in the
limit r — 0 is, in fact, highly anomalous, and for realistic
values of the ratio r there will be a significant degree of
curvature.

We have confirmed the possibility of a sharp Shiba
resonance overlapping with the continuum of opposite-spin
Bogoliubov quasiparticles. In addition, we have considered
the gradual widening of the Shiba resonance if local spin-flip
processes are allowed (generated, e.g., by SO coupling leading
to noncollinear effective magnetic fields): Such processes lead
to the hybridization of the Shiba state and its gradual engulfing
in the continuum.

In conclusion, we have established the importance of
including the Zeeman splitting in the bulk of the supercon-
ductor when discussing the effect of the external magnetic
field on the subgap states induced by magnetic impurities in
superconductors.
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APPENDIX: NONINTERACTING MODEL

For completeness, in this appendix we define the analytical
expression for the noninteracting Anderson impurity model
(U = 0); see also Ref. [79]. We work in the Nambu space,
D = (dT,d¢), C,i = (c,%,c_ki). The Hamiltonian can be
written as

Hsc =Y ClACy, (A1)
k
where
_ (€ + bourc/2 —A
A= ( )
The Green’s function is given by g(z) = (z — Ax)~",
(@)™ = (z — bouk/2)00 — k03 + Aoy, (A3)

with 07,3 being Pauli matrices and oy being the identity
matrix, so that

(z = bouik/2)00 + €03 — Aoy
(z = boux/2)* — (€f + A?)

The impurity Green’s function is

g(z) =

(A4)

—1 2 1
G(2)" (2) = 200—€a03 = (bimp/2)00 — V703 > skl2)os.
K

(AS5)
In the wide-band limit
Vo D s =T Cpe IS (a0
where I' = 7pyV2. T — 0, on real axis, z = x + i8:
E(x) = —isgn(x)m, for |x| > A,
E(x)=vA2 —x2, for|x| <A. (A7)

Finally, we have
Gil(a)) =(w— bimp/Z)(T() — €403

— 2 A
n F(w byuk/2)00 + Aoy . (A%)
E(w — byu/2)

Matrix inversion yields

1
G(CU) — %{(w - bimp/?‘)|:1 + E(a)——bbulk/z)]ao
'A

- = A
E(w — by /2) (49

o] +Ed03}7

085115-7



VAN GERVEN OEI, TANASKOVIC, AND ZITKO
with

2
E(w— bbulk/z):|

I S-S
E(w—bun/2? &

D@) = (0~ by 1+
(A10)

Now assume b = bjy, = byy. We consider two functions
Gi(@) =Gi(w+b/2) and G () = —Gn(—w —b/2)".
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Taking into account the symmetry properties of E(x), it is
easily shown that G, = G both inside and outside the gap.
This shows that as long as the system is in the singlet ground
state, it is possible to shift the spectral functions of spin-up
and spin-down subsystems to make them overlap; thus their
integrals over the negative energies (occupied states) are equal
and hence (S;) = 0. This is also the case in the interacting case.
For bimp 7 bpuic, (S:) in the singlet regime will be nonzero
but small. In the doublet regime, irrespective of the value of
r= bbulk/bimpa (S2) is large‘
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Abstract

CrossMark

Polarized Raman scattering spectra of the K,Co,_,Se, single crystals reveal the presence of
two phonon modes, assigned as of the A, and B, symmetry. The absence of additional modes
excludes the possibility of vacancy ordering, unlike in K,Fe,_,Se,. The ferromagnetic (FM)
phase transition at 7, ~ 74 K leaves a clear fingerprint on the temperature dependence of the
Raman mode energy and linewidth. For T > T; the temperature dependence looks conventional,
driven by the thermal expansion and anharmonicity. The Raman modes are rather broad due to
the electron—phonon coupling increased by the disorder and spin fluctuation effects. In the FM
phase the phonon frequency of both modes increases, while an opposite trend is seen in their
linewidth: the A;, mode narrows in the FM phase, whereas the Bj, mode broadens. We argue
that the large asymmetry and anomalous frequency shift of the B, mode is due to the coupling
of spin fluctuations and vibration. Our density functional theory (DFT) calculations for the
phonon frequencies agree rather well with the Raman measurements, with some discrepancy
being expected since the DFT calculations neglect the spin fluctuations.

Keywords: Raman spectroscopy, electron—phonon, lattice dynamics

(Some figures may appear in colour only in the online journal)

1. Introduction

In the last few years considerable attention was focused on the
iron-based superconductors in an effort to gain deeper insight
into their physical properties and to determine the origin of
high-T, superconductivity [1-4]. Discovery of superconduc-
tivity in alkali-doped iron chalcogenides, together with its

6 Present address: Advanced Light Source, E O Lawrence Berkeley National
Laboratory, Berkeley, CA 94720, USA

0953-8984/16/485401+8$33.00

uniqueness among the iron based superconductors, challenged
the physical picture of the superconducting mechanism in iron
pnictides [S]. The absence of hole pockets even suggested the
possibility for the different type of pairing mechanism [6].
Another striking feature in K,Fe,_,Se, was the presence of
the intrinsic nano to mesoscale phase separation between an
insulating phase and a metallic/superconducting phase [7-10].
The insulating phase hosts antiferromagnetically, J5 x5
ordered iron vacancies, whereas the superconducting stripe-
like phase is free of vacancies [7]. The theoretical study of

© 2016 IOP Publishing Ltd  Printed in the UK
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Huang et al [11] revealed that proximity effects of the two
phases result in the Fermi surface deformation due to inter-
layer hopping and, consequently, suppression of supercon-
ductivity. On the other hand, a large antiferromagnetic order
protects the superconductivity against interlayer hopping, thus
explaining relatively high T, in K,Fe,_,Se, [11]. However, the
correlation between the two phases and its impact on super-
conductivity are still not fully understood.

Although the absolute values of resistivity are much
smaller for the Ni-member of the K,M,_,Se, (M = transition
metal) series than for the iron member, this material does not
exhibit superconductivity down to 0.3K [12]. As opposed to
K Fe;,_,Se,, vacancy ordering has not been observed in the
K,Ni,_,Se, single crystal [13]. These materials, together with
the Co- and Ni-doped K,Fe,_,Se; single crystals, have very
rich structural, magnetic and transport phase diagrams. This
opens a possibility for fine tuning of their physical proper-
ties by varying the sample composition [14, 15]. First results
obtained on K,Co,_,Se; single crystal revealed the ferromagn-
etic ordering below 7, ~74K, as well as the absence of the
superconducting phase [16].

Raman spectroscopy is a valuable tool not only for meas-
uring vibrational spectra, but it also helps in the analysis of
structural, electronic and magnetic properties, and phase
transitions. There are several recent studies of the influence of
the antiferromagnetic order, [17, 18] ferromagnetism, [19, 20]
and magnetic fluctuations [21] on the Raman spectra.

In this paper the Raman scattering study of the K,Co,_,Se>
single crystal (x =0.3, y=0.1), together with the lattice
dynamics calculations of KCo,Se,, is presented. The polar-
ized Raman scattering measurements were performed in the
temperature range from 20K up to 300K. The observation
of only two Raman active modes when measuring from the
(00 1)-oriented samples suggests that the K,Co,_,Se; single
crystal has no ordered vacancies. The temperature depend-
ence of the energy and linewidth of the observed Raman
modes reveals a clear fingerprint of the phase transition. A
large linewidth of the Bj, mode and its Fano line shape indi-
cate the importance of spin fluctuations.

The rest of the manuscript is organized as follows. Section 2
contains a brief description of the experimental and numerical
methods, section 3 are the results, and section 4 contains a
discussion of the phonon frequencies and linewidths and their
temperature dependencies. Section 5 summarizes the results.

2. Experiment and numerical method

Single crystals of K,Co,_,Se, were grown by the self-flux
method, as described in [12]. The elemental analysis was per-
formed using energy-dispersive x-ray spectroscopy (EDX)
in a JEOL JSM-6500 scanning electron microscope. Raman
scattering measurements were performed on freshly cleaved
(00 1)-oriented samples with size up to 3 x 3 x 1 mm?, using
a TriVista 557 Raman system equipped with a nitrogen-
cooled CCD detector, in a backscattering micro-Raman con-
figuration. The 514.5nm line of an Ar*/Kr™ ion gas laser was
used as an excitation source. A microscope objective with
50 x magnification was used for focusing the laser beam. All

K A

g 19

Co

Se

y

X

Figure 1. Unit cell of KCo,Se; single crystal, together with the
displacement patterns of the Aj, and Bj, Raman modes.

measurements were carried out at low laser power, in order to
minimize local heating of the sample. Low temperature mea-
surements were performed using KONTI CryoVac continuous
flow cryostat with 0.5mm thick window. Spectra were cor-
rected for the Bose factor.

The electronic structure of the ferromagnetic (FM) and
paramagnetic (PM) phases is calculated within the density
functional theory (DFT), and the phonon frequencies at the
I'-point are obtained within the density functional perturba-
tion theory (DFPT) [22]. All calculations are performed using
the QUANTUM ESPRESSO package [23]. We have used
projector augmented-wave (PAW) pseudo-potentials with
Perdew—Burke-Ernzerhof (PBE) exchange-correlation func-
tional with nonlinear core correction and Gaussian smearing of
0.005 Ry. The electron wave-function and the density energy
cutoffs are 40 Ry and 500 Ry, respectively. The Brillouin zone
is sampled with a16 x 16 x 8 Monkhorst—Pack k-space mesh.
The phonon frequencies were calculated with relaxed unit cell
parameters and, for comparison, with the unit cell size taken
from the experiments and the relaxed positions of only Se
atoms. The forces acting on individual atoms in the relaxed
configuration were smaller than 10~* Ry/a.u. and the pressure
smaller than 0.5 kbar.

3. Results

KCo,Se; crystallizes in the tetragonal crystal structure of
ThCr,Sip-type, I4/mmm space group, which is shown in
figure 1. The experimental values of the unit cell parameters
are a = 3.864(2) A and ¢ = 13.698(2) A [24]. The potas-

,%, %), and
Se atoms at 4e: (0,0, z) Wyckoff positions, with the exper-
imental value z = 0.347.

The KCo,Se, single crystal consists of alternatively
stacked K ions and CoSe layers, isostructural to the KFe,Se,
[25]. Factor group analysis for the I4/mmm space group yields
a normal mode distribution at the Brillouin-zone center, which
is shown in table 1. According to the selection rules, when
measuring from the (00 1)-plane of the sample, only two

sium atoms are at 2a: (0,0, 0), Co atoms at 4d: (O
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Table 1. Atomic types with their Wyckoff positions and the contribution of the each site to the I"-point phonons, the Raman tensors and the

selection rules for the K,Co,_,Se; single crystal (I4/mmm space group).

Atoms Wyckoff positions Irreducible representations
K 2a Ay +E,
Co 4d A+ Big+ E;+ E,
Se 4e Ay + Ay +E;+E,
Raman tensors
lalexpiy, 0 0 |clexpig, 0 0

IéAlg = 0 lalexpig, 0 IéBlg = 0 —|clexpig. O

0 0 |blexpip, 0 0 0

0 0 |elexpig 0 0 0
Re,= o o o0 Re=[0 0 Iflexpig

lelexpig, O 0

0 ‘f|expi§0f 0

Activity and selection rules
IRaman = A1g(Qrtyys 0zz) + Big(Qux—yy) + 2Eg(Quz, )
Tir = 2A,(Ellz) + 2E.(E| %, E|ly)
Lacoustic = Ay + Ey

modes (A g and By,) are expected to be observed in the Raman
scattering experiment. Displacement patterns of the exper-
imentally observable Raman modes are illustrated in figure 1.
The Ay, (B1,) mode represents the vibrations of the Se (Co)
ions along the c-axis, whereas the E, modes (which are not
observable for our scattering configuration) involve the vibra-
tion of both Co and Se ions within the (00 1)-plane.

Figure 2 shows polarized Raman scattering spectra of the
K.Co,_,Se, single crystal, measured from the (00 1)-plane
of the sample at room temperature, in different sample ori-
entations. Only two modes, at about 187 and 198 cm~!, are
observed, which is in agreement with the selection rules for
(00 1)-oriented samples. In some iron-chalcogenide com-
pounds, the appearance of additional Raman active modes
due to the iron vacancy ordering and, consequently, symmetry
lowering, has been observed [8, 26]. The absence of additional
phonon modes in figure 2 suggests that in K,Co,_,Se; single
crystals vacancy ordering does not occur in our samples.

Selection rules imply that the A, mode may be observed for
any sample orientation, provided that the polarization vector
of the incident light e; is parallel to the scattered light polariza-
tion vector e,, whereas it vanishes if these vectors are perpend-
icular. On the other hand, the intensity of the B, mode strongly
depends on the sample orientation (Ig, ~ |c[*cos*(0 + 23),
where 6 = Z(e;,e;) and G = Z(e;,x)) [8]. This implies that,
in parallel polarization configuration (f = 0°), the intensity
of the B, mode is maximal when the sample is oriented so
that e;||x, gradually decreases with increasing 3 and finally
vanishes for § = 45° In crossed polarization configuration
(8 = 90°), Bi, mode intensity decreases from its maximal
value for 3 = 45° to zero, which reaches when 8 = 0°. From
figure 2 it can be seen that the intensity of the Raman mode
at about 187cm™! coincides with theoretically predicted
behavior for the Bj, mode; thereby, this phonon mode is
assigned accordingly. The phonon mode at ~198cm™", which
is present in Raman spectra only for the parallel polarization
configuration (f = 0°) and whose intensity is independent on

(arb. units)

Z(X,Yo)Z |
PR T S T | .
0 15 30 45 0
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Integrated intensity

15 30 45
B

1 _
1 Z(XX,)Z

Intensity (arb. units)
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Wavenumber (cm™) Wavenumber (cm™)

Figure 2. Upper panel: integrated intensity of the observed Raman
modes as a function of the crystal orientation with respect to the
laboratory axes X¢ and y,. In order to estimate the intensity of the
modes, phonon at 198 cm~! was fitted with Lorentzian, whereas

an asymmetric Raman mode appearing at 187 cm™! was fitted

with Fano line shape. Lower panel: Raman scattering spectra of
K.Co,_,Se; single crystal measured at room temperature, in various
sample orientations (x = (100),y = (010)).

the sample orientation, can be assigned as the A, mode. The
intensity ratio of the two Raman modes can be obtained from
the spectrum measured in (f = 0°, 8 = 0°) scattering geom-
etry as Ip, /14, ~ 1.38. Having in mind that the A;; mode inten-
sity is given by [8] I, ~ |a|* cos? 0, the ratio of the appropriate
Raman tensor components can be estimated as |c|/|a| =~ 1.17.
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Table 2. Optimized lattice constants and internal coordinate zge in
the FM and PM solution.

a(A) c(A) Zse
FM™! 3.893 13.269 0.350
pMmre! 3.766 13.851 0.368
FMfixed 3.864 13.698 0.3486
pMfixed 3.864 13.698 0.3496
Exper. 3.864 13.698 0.347

Note: The next two rows give the relaxed zse when the unit cell size is taken
from the experiment, and the last row contains the atomic positions from the
experiment [24].

The experimentally determined frequencies are com-
pared with those obtained with DFT numerical calculations.
The experimental lattice constants [24] are shown in table 2,
together with their values from the DFT calculation which
relaxes or keeps fixed the unit cell size. The DFPT phonon
frequencies obtained using the fully relaxed atomic positions
in both FM and PM phases are given in table 3, with the corre-
sponding values obtained with the fixed unit cell size and
relaxed only fractional coordinate zs. given in the parenthesis.
The equilibrium atomic positions in the FM solution are given
by a =3.893 A, ¢ = 13.269 A, and zg. = 0.350. The corre-
sponding phonon frequencies are 199.5 cm™! for Aj, mode
and 171.2 cm™~! for B;, mode. When we enforce the PM solu-
tion, we obtain a = 3.766 A, ¢ = 13.851 A, and zs, = 0.368,
and 212.6 cm™!, 176.6 cm™! for the frequencies of the A, and
Bigmode, respectively. These values agree rather well with the
experimental data, and agree with recently published numer-
ical results [27]”. They can be used to confirm the experimental
assignment of the modes, but cannot resolve subtle changes of
the phonon frequencies near the FM—PM transition. This level
of discrepancy is expected for metallic materials with magn-
etic ordering since the DFT calculations neglect spin fluctua-
tions, as discussed in some detail in the next section (see also
[21]). A rather large difference between the calculated fre-
quencies in the two phases is due to the relatively large change
in the unit cell size. This difference between the unit cell sizes
in the FM and PM phases is overestimated in the calculation
which neglects spin fluctuations. For comparison, we also cal-
culated the frequencies keeping the experimental values of the
unit cell size, and relaxing just the coordinate zg. of the Se
atoms, which is often done in the case of iron based supercon-
ductors and related compounds [21]. This gives zse = 0.3486
in the FM solution and zs. = 0.3496 in the PM solution, while
the change in the phonon frequencies between the two solu-
tions is much smaller, see table 3 and a discussion in section 4.

Polarized Raman scattering spectra of K,Co,_,Se, single
crystals, measured at various temperatures from the (00 1)-
plane of the sample, are presented in figure 3. The orientation
of the sample is chosen so that each of the observable modes
appears in a different polarization configuration. A pro-
nounced feature in the spectra is an asymmetric Fano profile
of the B, mode, persisting down to low temperatures, as well
as its large linewidth compared to isostructural K.Fe,_,Se,
[8, 28]. This feature should by mainly due to the spin

" There is typo in table 3 of [27] in the frequency of the Bj, mode.

fluctuations influencing the Bj, vibrational mode which
modulates the distances between the magnetic Co atoms. A
detailed discussion of the frequency and linewidth temper-
ature dependence is given in the next section.

4. Discussion

There are several factors that affect the phonon frequen-
cies (energies) and linewidths, and their changes across the
FM-PM transition. In general, the temperature dependence
of the phonon frequency of the mode i, w;(T), is influenced
by thermal expansion and magnetostriction, anharmonicity
effects, electron—phonon and magnetic exchange interaction
(spin-phonon coupling) [29, 30]

wi(T) — wi(Ty) = Awi(T) = (Awiar + (Aw;)anh
+(Awi)el—ph + (Awi)sp—ph~ (1)

The first term is the frequency shift due to the change of the
unit cell size caused by the thermal effects and magnetostric-
tion. (Aw;)ann is the anharmonic frequency shift. (Aw;)ei—ph
appears due to the change in the electron—phonon interac-
tion primarily influenced by changes in the electronic spec-
trum near the Fermi level, and (Aw;)sp—pn is the spin-phonon
contribution caused by the modulation of exchange interac-
tion by lattice vibrations.

In our case of K,Co,_,Se,, for temperatures above Tc, wi(T')
decreases and I;(T) (full width at half-maximum, FWHM)
increases with increasing temperature for A, and By, modes,
similar as in the Raman spectra of many other materials.
However, they show anomalous behavior near T, see figure 4.
In the following, we analyze w;(T") and I}(T") more closely.

4.1. Phonon frequencies

The frequencies of the A;, and Bj, modes change by less than
2 percent in the temperature range between 20K and 250K.
The red solid lines in figures 4(a)—(c) represent the fits of the
phonon energy temperature dependence (see below), following
the frequencies of the two modes in the high-temperature PM
phase. The red dotted line is the extrapolation to 7= 0. For
T > T., the temperature dependence of the frequency looks
conventional for both modes: the frequency decreases with
increasing temperature. This behavior is expected both due
to the thermal expansion and the anharmonicity. These two
effects can be standardly analyzed as follows.

The temperature dependent frequency of the vibrational
mode i is given by

wi(T) = wo ;i + Ai(T), (2)

where wy; denotes the temperature independent term and
A(T) can be decomposed as [19, 31, 32]

A(T) = A + AL 3)

AY describes a change of the Raman mode energy as a conse-

quence of the lattice thermal expansion and can be expressed
with [31]



J. Phys.: Condens. Matter 28 (2016) 485401

M Opacdic¢ et al

Table 3. The experimental phonon energies measured at 20K in the FM phase and the extrapolated value to O K from the PM phase (see

the text).
Experiment Experiment Calculation Calculation
Symmetry Activity FM (cm™ 1) PM (cm™}) FM (cm ™) PM (cm™}) Main atomic displacements
Ay Raman 201.9 201.3 199.5 (193.2) 212.6 (193.1) Se(z)
B, Raman 195.3 194.2 171.2 (172.7) 176.6 (168.1) Co(z)
£ Raman 93.1 (100.7) 92.7 (99.0) Co(xy), Se(xy)
g
Ez Raman 237.9 (237.6) 257.2 (235.6) Co(xy), Se(xy)
n IR 115.1 (99.0) 113.7 (102.9) K(z), Se(-z)
2 IR 2467 241.4) 2509 (241.4)  Co(z), K(-2)
£ IR 97.9 (95.0) 100.1 (95.0) K(xy)
£ IR 239.0(229.7)  231.0(229.9)  Cof(xy), Se(-xy)

Note: The phonon frequencies at the I' point are calculated with fully relaxed atomic positions. The frequencies obtained with only relaxed internal

coordinate are given in parenthesis.

[T A
A AN 120K Y

Intensity (arb.units)

1 L 1 L L L
150 200 250 150 200 250
Wavenumber (cm™) Wavenumber (cm™)

Figure 3. Temperature dependent Raman spectra of K,Co,_,Se;
single crystal in parallel (left panel) and crossed (right panel)
polarization configuration (x¢ = %(1 10),y) = %(I 10)). The

solid lines represent fits of the experimental spectra with the
Lorentzian (A, mode) and the Fano profile (B, mode).

AV -3 [ " a(rar
; =wo,i| e 0 — 11, 4)

where ~; is the Griineisen parameter of the Raman mode i
and a(T) is the thermal expansion coefficient of a considered
single crystal. A? represents the anharmonic contribution to
the Raman mode energy. If we assume, for simplicity, that
anharmonic effects are described by three-phonon processes,
this term is given by [31, 33]

20 pi
A_ p—psi
Af = —Ci(l + it ] 1), ®)

where C is the anharmonic constant and A,_,; is a fitting
parameter which describes the phonon—phonon coupling,
including the nonsymmetric phonon decay processes.

The relative importance of the thermal expansion and
anharmonicity to frequency changes is, to the best of our
knowledge, not yet firmly established for pnictides and

chalcogenides. In several cases [13, 17] the anharmonic
formula, equation (5), is used for the w(T) fit. We follow
here the arguments from [19, 28, 34] that w(T") is dominated
by the thermal expansion. To the best of our knowledge, the
thermal expansion coefficient a(T) of the K,Co,_,Se, single
crystal is unknown. For estimating the lattice thermal expan-
sion contribution to the phonon energy change, the coefficient
a(T) for FeSe, given in [35], is used. The best fit shown in our
figure 4 is obtained with wy 4, = 201.3 cm™!, My = 1.23 and
wo,p, = 1942cm™!, yp = 17.

There exists a shift in phonon frequencies as the temper-
ature is lowered below T.. This shift does not show clear dis-
continuity (as well as the corresponding shift in the linewidths)
and no additional modes are registered in the Raman spectra,
which suggest that the FM-PM transition is continuous,
without structural changes. There are several causes of the
sudden frequency change as the sample gets magnetized. It
can change due to the magnetostriction, modulation of the
magnetic exchange by lattice vibrations (spin-phonon cou-
pling), and due to the changes in the electron—phonon inter-
action due to spin polarization and changes in the electronic
spectrum.

The effect of spin-phonon interactions, caused by the
modulation of magnetic exchange interaction by lattice vibra-
tions, may be quantitatively examined within the framework
developed in [29] for insulating magnets, and recently applied
also to several itinerant ferromagnets [36—39]. In this model,
the shift of the Raman mode energy due to the spin-phonon
interaction is proportional to the spin—spin correlation func-
tion (S;]S;) between nearest magnetic ions. This term should
have the same temperature dependence as (M (T)/My)?, where
M(T) is the magnetization per magnetic ion at a temperature 7
and M is the saturation magnetization,

2
AW(T) = wexp(T) — wie(T) o % (M) .
My

where wg(T') is the extrapolation from the high-temperature
data. This model does not predict the sign of the phonon energy
shift—softening or hardening. From the inset in figure 4(c) it
can be seen that the B;, mode energy renormalization scales
well with the (M(T)/M,)? curve. However, the effect of the
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Figure 4. Temperature dependence of the energy and linewidth for the A, (a), (b) and By, (c), (d) Raman modes of the K,Co,_,Se, single
crystal. Solid lines are a theoretical fit (see the text) and the dotted lines are the extrapolation to the FM phase. Upper inset: temperature
dependence of the B, mode frequency, compared with the (M(T)/M(0))? curve. Lower inset: measure of the electron-mediated photon—

phonon coupling (1/g) of the Bj, mode as a function of temperature.

magnetostriction (change of the unit cell size due to the mag-
netization) cannot be excluded based just on this plot, espe-
cially since the Aj, mode corresponding to the vibrations of
nonmagnetic Se ions also shows a similar shift in frequency.

The DFT calculations can give us some guidance for
understanding of the changes of the phonon frequencies and
linewidths, but one has to be aware of its limitations. The DFT
calculations (see table 2) give a rather large magnetostriction,
i.e. rather large change in the size of the unit cell between the
FM and PM phases (a changes by 3.2% and c by 4.3%). This
leads to very large changes in the phonon frequencies, see
table 3. The calculated frequencies are lower in the FM phase,
as opposed to the experimental data. This already points to
the limitations of the DFT calculations, which is expected
near the phase transition. A similar conclusion is also pre-
sent in [21]. The DFT ignores spin fluctuations which often
leads to quantitative discrepancy in various physical quanti-
ties [40] and, in some cases, even predicts wrong phases. In
the case of K,Co,_,Se;, the DFT calculations correctly pre-
dict the FM ground state, but the calculated magnetic moment
m = 0.947 pg is much larger than the experimental value
m~0.72 pg [16]. This already shows the importance of cor-
relations and quantum fluctuations which are neglected within
the DFT. Strong correlation effects can be captured using
screened hybrid functional [41] or within the dynamical mean
field theory combined with DFT (LDA+DMFT) [42], which
is beyond our present work.

Since the magnetostriction effects are overestimated in the
DFT calculations with relaxed unit cell size, we repeated the
DFT (DFPT) calculations keeping the experimental value for
the unit cell size and relaxing only the fractional coordinate
(positions of the Se atoms). This is often done in the litera-
ture on iron based superconductors and related compounds
[21]. Our calculated frequencies are given in the parenthesis

in table 3. We see that the frequency changes between the two
phases are small, in better agreement with the experiment.

4.2. Phonon linewidths

The phonon linewidths of the A, and B;, modes are very large,
La,~10cm™and I} g ~ 20 cm ™', which implies the impor-
tance of disorder (impurities, nonstoichiometry, lattice imper-
fections) in measured samples. In general, the broadening of the
phonon lines can be a consequence of the electron—phonon inter-
action, disorder, spin fluctuations and anharmonicity effects.
The temperature dependence of the linewidth in the PM phase
is, however, very weak, which indicates that the anharmonicity
effects are small. The DFT calculation of the linewidth is usually
based on the Allen’s formula, [43] Iy ; = TN (Ep)Aq, iwi ;- Here,
N(Ep) is the density of states (DOS) at the Fermi level, Ay ; is
the electron—phonon coupling constant, and wfl, ; s the phonon
frequency of the mode i and wavevector q. A straightforward
implementation of Allen’s formula in the q — 0 limit corre-
sponding to the I" point is, however, unjustified, as explained
for example in [44, 45]. In addition, structural disorder and
impurities break the conservation of the momentum, which
means that phonons with finite wave vectors also contribute to
the Raman scattering spectra. The standard DFT calculation
for the Brillouin zone averaged electron—phonon coupling con-
stant A gives too small value to explain the large width of the
Raman lines in pnictides and chalcogenides, [33] and several
other metallic systems like MgB, [44] and fullerides [46]. A
correct estimate of the phonon linewidth can be obtained only
by explicitly taking into account the disorder and electron scat-
tering which enhances the electron—phonon interaction, [44,
46] which is beyond the standard DFT approach and scope of
the present work.
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The Raman mode linewidth is not directly affected by the
lattice thermal expansion. Assuming that the three-phonon
processes represent the leading temperature dependent term
in the paramagnetic phase, full width at half-maximum, I;(T),
is given by

20p—p.i
E(T) = FO,i(l + W) ‘|‘Ai- (7)

The first term represents the anharmonicity induced effects,
where Ip; is the anharmonic constant. The second term A;
includes the contributions from other scattering channels,
i.e. structural disorder and/or coupling of phonons with other
elementary excitations, like particle-hole and spin excitations.
These effects, typically, depend very weakly on temperature,
but can become important near the phase transition. The best fit
parameters are \,_,; = 0.2 for both modes, A4, = 6.6 cm ™'
and Ag, =173 cm'. The value Ij; = 2cm™' is adopted
from [28] for related compound K,Fe,_,Se,, where the
anharmonic effects dominate the temperature dependence.
We see that \,_,; assumes values much smaller than 1. Small
and sometimes irregular changes in I;(T') are also observed
in other materials whose Raman spectra are considered to
be dominated by spin fluctuations [21, 33]. Therefore, we
believe that a simple separation of I}(T") to the anharmonic
and temperature independent term, which works well in
many systems, is not appropriate for itinerant magnetic sys-
tems like K, Co,_,Se,. We conclude that the spin fluctuations
and electron—phonon coupling are likely to affect the line-
width even above T..

The electron—phonon interaction strength is proportional to
the density of states at the Fermi level N(Eg). Our DFT calcul-
ations for the DOS agree with those in [47]. The calculated
DOS in the FM phase, N(Eg) = 3.69 eV~ is smaller than,
N(Eg) = 5.96 eV~!, in the PM phase. (Though, in reality, it is
possible that the DOS significantly differs from the one given
by the DFT calculations due to the spin fluctuations and dis-
order effects.) Therefore, one expects that the phonon line is
narrower in the FM phase than in the PM phase. This is indeed
the case for the A;, mode, but the opposite is observed for the
B, mode.

It is also interesting to note that the By, mode is much
more asymmetric than the A;, mode and almost twice
broader. These two observations are in striking similarity
with the Raman spectra in the quasi-one-dimensional super-
conductor K,Cr3Ass [21]. In this material the vibrational
mode that modulates the distance between the magnetic
Cr atoms also features large asymmetry and linewidth. In
our case, the distances between the magnetic Co ions are
modulated by the vibrations of the B, mode, see figure 1.
This leads us to the conclusion that the anomalous features
of the Bj, mode are the consequence of spin fluctuations
coupled to the electronic structure via lattice vibrations (in
addition to the magnetostriction and spin polarization, which
change the electronic spectrum near the Fermi level and,
therefore, affect the electron—phonon interaction for both
modes). It should be noted that similar anomalous properties
of Bz phonon were experimentally observed in the cuprate
high-temperature superconductor YBa,Cu3O7 [48, 49], and

explained as a consequence of the out-of-phase nature of
this mode which couples to oxygen-oxygen in-plane charge
fluctuations [50-52]. In the case of iron-based superconduc-
tors and related compounds, the chalcogen atoms and Fe (or
Co) are not in the same plane and phonons of A, symmetry
can also directly couple with the electrons. A satisfactory
agreement of theory and Raman experiments remains to be
established [53].

The asymmetric By, phonon line can be described by the
Fano profile [21, 36, 54, 55]

(c+9)°
Tre ®

I(w) =1y
where € = 2(w — wp)/T', wp is the bare phonon frequency,
I is the linewidth. Iy is a constant and ¢ is the Fano asym-
metry parameter. It serves as a measure of a strength of the
electron—phonon coupling: an increase in |1/g| indicates an
increase in the electron—phonon interaction, more precisely,
an increase in the electron-mediated photon—phonon coupling
function [51, 53]. From the inset of figure 4(d) it can be seen
that |1/¢| increases as the temperature is lowered and reaches
the highest values around 7, when the spin fluctuations are
the strongest. Spin fluctuations increase the electron—phonon
scattering, similarly does the disorder. Technically, the elec-
tronic Green function acquires an imaginary component of the
self energy due to the spin fluctuations, and this implies the
increase in the damping term in the phonon self-energy, as
explained in, e.g. [44]. This leads us to conclude that the spin
fluctuations strongly enhance the electron—phonon interaction
for the By, vibrational mode affecting its frequency and line-
width near T..

5. Conclusion

In summary, the Raman scattering study of the K,Co,_,Se,
(x =0.3,y = 0.1) single crystals and lattice dynamics calcul-
ations of the KCo,Se,, have been presented. Two out of four
Raman active phonons are experimentally observed and
assigned. The lack of any additional modes indicates the
absence of vacancy ordering. The Raman spectra show sudden
changes in the phonon energy and linewidth near the FM-PM
phase transition. Above 7, the energy and linewidth temper-
ature dependence of the A, and B, modes look conventional,
as expected from the thermal expansion and anharmonicity
effects. The linewidth, though, has very weak temperature
dependence even above 7. which may be the consequence
of the proximity of the phase transition and spin fluctuations.
The B, vibrational mode has particularly large linewidth and
features a Fano profile, which is likely the consequence of
the magnetic exchange coupled to the vibrations of the Co
atoms. Interestingly, the A;, mode linewidth decreases below
T., whereas the linewidth of the Bj, mode increases. The
DFT calculations generally agree with the measured phonon
frequencies. However, fine frequency differences in the two
phases cannot be correctly predicted since the DFT calcul-
ations do not account for the spin fluctuation effects.
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The interplay between Mott and Anderson routes to localization in disordered interacting systems gives rise
to different transitions and transport regimes. Here, we investigate the phase diagram at finite temperatures
using dynamical mean-field theory combined with typical medium theory, which is an effective theory of the
Mott-Anderson metal-insulator transition. We mainly focus on the properties of the coexistence region associated
with the Mott phase transition. For weak disorder, the coexistence region is found to be similar to that in the
clean case. However, as we increase disorder, Anderson localization effects are responsible for shrinking the
coexistence region, and at sufficiently strong disorder (approximately equal to twice the bare bandwidth) it
drastically narrows, the critical temperature 7, abruptly goes to zero, and we observe a phase transition in the
absence of a coexistence of the metallic and insulating phases. In this regime, the effects of interaction and
disorder are found to be of comparable importance for charge localization.

DOI: 10.1103/PhysRevB.92.125143

I. INTRODUCTION

The Mott mechanism of localization [1] is an emergent
phenomenon in which a large local Coulomb repulsion
suppresses double occupation, which prevents charge transport
in a half-filled system. Strongly correlated electron materials,
such as transition-metal oxides [2—5] and some organic
salts [6—10], exhibit a Mott metal-insulator transition due to
the effectively strong Coulomb repulsion that exists between
electrons occupying a narrow valence band. Below the critical
temperature T, this transition is of first-order and one observes
a region where metal and insulator coexist [4—6,8].

The presence of disorder also leads to localization of
electron wave functions, a phenomenon known as Anderson
localization [11,12]. In this case, the energetic mismatch
between neighboring sites prevents charge transport in the
lattice. These two mechanisms of localization—Mott and
Anderson—combine in nontrivial ways, sometimes reducing,
sometimes enhancing each other’s effects. Recently, the
interplay between interaction and disorder has received much
attention, mainly through three different perspectives. First,
due to the investigation of the many-body localization [13],
a novel paradigm arose for understanding localization in
disordered and interacting quantum systems at nonzero tem-
perature. Second, very recently, models of disordered and
interacting systems have been simulated with cold atoms
in optical lattices [14,15]. Finally, the disorder and the
effective interaction strength can be systematically tuned by
doping [3,5,9,16,17], or even x-ray irradiation [10,18].

Over the past few decades, considerable progress has been
made in the description of strongly correlated materials and
the Mott metal-insulator transition (MIT) through dynamical
mean-field theory (DMFT) [19]. In this method, a lattice
model of interacting electrons is mapped to the Anderson
impurity model with a conduction bath that needs to be
calculated self-consistently. To describe disorder, the simplest
treatment is within the coherent potential approximation
(CPA) [20]. The CPA can be easily combined with the DMFT
[21-28] by considering an ensemble of impurities surrounded
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by an average bath, which is the same for each electron.
This approach thus does not describe the spatial fluctuations
associated with the Anderson localization. Near the Anderson
transition, the distribution of the local density of states (DOS)
changes from Gaussian to log-normal [29,30], implying that its
arithmetic average value does not provide a proper description
ofthe system. The typical medium theory (TMT) [31] provides
a simple method that can effectively describe the Anderson
localization. The central quantity in TMT is the typical
density of states, defined as the geometric average of the local
DOS [32], which plays the role of the order parameter for
the Anderson localization. The TMT method was carefully
tested for the noninteracting system [31,33,34], and it was
successfully applied to the interacting case within the TMT-
DMEFT approach [35], elucidating the full nonmagnetic phase
diagram for the disordered half-filled Hubbard model and
the precise nature of the Mott-Anderson critical point [36].
The TMT-DMFT approach also allows for a spin-dependence
analysis of the DOS, which enables one to include the effects
of long-range magnetic order in disordered and interacting
systems [37].

In this paper, we perform a TMT-DMFT calculation at
finite temperatures. We explore the entire nonmagnetic phase
diagram, with a particular focus on the effects of disorder on the
Mott metal-insulator coexistence region. We carefully com-
pare the TMT-DMFT and CPA-DMFT results with the goal
of precisely determining the Anderson localization effects, de-
scribed only within the former method. We find that the TMT-
DMFT coexistence region is at comparatively lower values of
the interaction U, while the critical temperature 7, is higher
than in CPA-DMFT. The width of the coexistence region,
however, quickly decreases with disorder. At disorder strength
W ~ 2B, where B is the bandwidth in the clean noninteracting
system, TMT-DMFT predicts 7. to abruptly go to zero, as
opposed to the CPA-DMFT solution, where the coexistence
region asymptotically shrinks to a single point as disorder is in-
creased to infinity. In the regime W 2 2 B, the MIT takes place
at U ~ W, which causes Anderson and Mott mechanisms to
become equally important for the properties of the system.

©2015 American Physical Society
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The paper is organized as follows. In Sec. II we briefly
present the TMT-DMFT method for the solution of the
disordered Hubbard model, and the (U,W) phase diagram
is shown is Sec. III. Sections IV and V show details of the
metal-insulator transition in the presence of weak, moderate,
and strong disorder. Section VI contains conclusions.

II. TMT-DMFT METHOD

We consider the Hubbard model with random site energies,
given by the Hamiltonian

H=—¢ Z(cjocjg +H.c)+U annu + Z(si — Wiy
(ij)o i i
where cja (cis) creates (destroys) an electron with spin o on
site i, njy, = cjgcia, t is the hopping amplitude for nearest-
neighbor sites, U is the on-site repulsion, and ¢; is the random
on-site energy, which follows a uniform distribution P(e) of
width W, centered in ¢; = 0. We study the half-filled particle-
hole symmetric lattice by setting the chemical potential u
equal to U/2. In general, transition-metal oxides and organic
salts described by the Hubbard model can exhibit both
antiferromagnetic and paramagnetic Mott insulating phases.
In this work, we focus on the paramagnetic solution, which is
present even at zero temperature in frustrated lattices.

Within TMT-DMFT, the lattice model describing a dis-
ordered correlated system is mapped onto an ensemble of
single-impurity problems, corresponding to sites with different
values of the on-site energy, each being embedded in a
typical effective medium that needs to be calculated self-
consistently. The TMT-DMFT self-consistent procedure can
be summarized as follows [31,36]: By considering an initial
guess for the (typical) bath A(w) surrounding the impurities,
we solve an ensemble of impurity problems, which give us
local Green’s functions G(w,e;) from which local spectra
p(w,&) = —%ImG(a),ai) are obtained. The typical DOS is
then calculated by the geometric average of the local spectra,

Pryp(@) = exp |:/ de P(e)In p(a),s)i|,

and the typical Green’s function is obtained through the
Hilbert transform, Gyp(w) = f_oooo da)p‘%(w,). For lattices with
w—w

4V1 - (%‘”)2, in the clean non-

semicircular DOS, pop(w) = —

interacting limit (Bethe lattice with infinite coordination
number), the self-consistent loop is closed by calculating
a new bath according to A(w) = 12Gyyp(w). To solve the
single-impurity problems, in this work we use the iterative
perturbation theory (IPT) on the real axis [38,39]. In this case,
we do not need analytic continuation. This is an important
advantage of this method since the TMT self-consistency
relation is based on the local DOS.

III. PHASE DIAGRAM

Figure 1 presents the TMT-DMFT phase diagram of the
disordered Hubbard model obtained at a small temperature,
T = 0.008. Here and throughout the paper, we define the
noninteracting bandwidth B = 4t as the unit of energy.
In the phase diagram, the black and pink circles correspond to

’
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FIG. 1. (Color online) (U,W) phase diagram obtained within
TMT-DMFT for the disordered Hubbard model at 7 = 0.008. The
description of the different symbols/colors used is given in the text.

the metallic and the insulating spinodal lines of the first-order
Mott phase transition; these two lines delimit the metal-
insulator coexistence region. The green triangles indicate a
transition between a metal and a Mott insulator in the absence
of a well-defined coexistence region (see Sec. V for details),
while the blue stars indicate a transition between a metal
and a correlated Anderson insulator. Finally, the red squares
correspond to a crossover between the two insulators, which
takes place at W ~ U.

To differentiate the phases and build the phase diagram,
we have analyzed the behavior of the typical DOS at the
Fermi level [pyy,(0)], the frequency-integrated typical DOS
(N), and the site occupation as a function of the on-site
energy. As an example, these quantities are presented in
Fig. 2 for the particular case of U = 1.75 and T = 0.008.
For this set of parameters, as disorder W increases, the
system goes from the Mott insulator to the Anderson insulator,
crossing an intermediate metallic phase (see Ref. [40], for
example, for a discussion about the presence of an intermediate
metallic phase when disorder increases). The Mott insulator
is characterized by a gap in the typical DOS [py,(0) = 0]
and a finite frequency-integrated typical-DOS N [see panel
(a)], as well as a single occupation of all sites [see panel (b)].
The metallic phase, on the other hand, features a quasiparticle
peak in the typical DOS, nonzero integrated DOS N, and a
variable site occupation n;. Finally, the correlated Anderson
insulator shows a vanishing typical DOS, indicating that
all the states are localized and as such do not contribute
with spectral weight to the typical DOS [31,35]. For this
reason, the frequency-integrated typical DOS goes to zero
when the system approaches the Anderson insulator, and
thus it can be used as an order parameter that signalizes this
transition. Furthermore, within the TMT-DMFT, the Anderson
insulating phase corresponds to a two-fluid phase [36]: it
consists of empty and doubly occupied sites, characteristic of
noninteracting Anderson insulators, as well as singly occupied
sites, characterizing Mott localized states [see the results for
W = 4 in panel (b)].

We find good agreement between our diagram and others
known in the literature at T = 0 [35,36]. The most relevant
effects of finite but small temperature are over the Mott
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FIG. 2. (Color online) TMT-DMFT results for U = 1.75 and
T = 0.008. According to the phase diagram of Fig. 1, as disorder
W increases, the system goes from the Mott insulating phase to the
metallic phase and finally to the Anderson insulating phase. These
transitions are identified (and the phase diagram is built) by looking
at the behavior of the quantities shown in the two panels of the present
figure: (a) frequency-integrated typical DOS, N, and typical DOS at
the Fermi level, pyy,,(0), as a function of W, and (b) site occupation
per spin as a function of the site energy, normalized by the disorder
distribution width, W. The inset shows an example of the typical DOS
in the metallic phase (red long-dashed line), as well as in the Mott
(black dashed line) and the Anderson (green solid line) insulating
phases.

coexistence region, which spans a smaller range of U in
comparison with the 7 = 0 case. The real axis IPT impurity
solver makes it possible to solve TMT-DMFT equations for
a broad range of parameters and several temperatures. In the
following, we concentrate on the range of parameters near the
phase transition, and, in particular, near the coexistence region
of metallic and insulating solutions.

IV. MOTT TRANSITION FOR WEAK AND MODERATE
DISORDER W < 2B

In this section, we analyze the coexistence region
for weak and moderate disorder, which corresponds to
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FIG. 3. (Color online) Hysteresis curves for the DOS at the Fermi
level obtained by increasing and decreasing U at a fixed temperature
T = 0.01. The curves enclose the coexistence region. The open
squares were obtained within CPA-DMFT, while the filled circles
correspond to TMT-DMFT results.

W < W*, W* & 1.7. At this regime, the critical U for the Mott
transition is greater than the disorder strength. Although the
phase transition described within TMT-DMFT is qualitatively
similar to that of CPA-DMFT, some Anderson localization
effects are already observed.

A. Coexistence region

To obtain the coexistence region within CPA-DMFT or
TMT-DMFT for a fixed temperature T < T,., we start from
a metallic initial bath and increase U to find U, which
corresponds to the interaction value at which p(0) goes to
zero, indicating the disappearance of the quasiparticle peak
in the DOS. Alternatively, when starting from an insulator,
by decreasing U we find U,;, where p(0) becomes finite,
indicating the closure of the gap at the Fermi level. This
procedure allows us to obtain hysteresis curves of p(0) as
a function of U, which enclose the coexistence region (see
Fig. 3 for examples of these hysteresis curves). For a given
W, we can repeat this procedure for different temperatures
and determine the two spinodal lines, U, (T) and U, (T),
defining the coexistence region. The temperature at which the
two spinodal lines merge gives the critical temperature, T,
which corresponds to a second order critical end point.

Figure 4 shows the coexistence region obtained as described
above for the clean case (W = 0) and for a disordered
system (W = 0.8), both within TMT-DMFT and CPA-DMFT.
According to our results, when disorder is added to the system,
the critical U at which the transition occurs increases in com-
parison with the clean case. This happens because the general
effect of disorder is to broaden the bands, as shown in Fig. 5,
when the CPA-DMFT calculation is performed inside both the
metallic and the insulating phases. Another general effect of
disorder seen in the results of Fig. 4 is that the temperature
of the second-order critical point decreases with disorder,
in agreement with previous CPA-DMFT calculations [26].
These general consequences of disorder do not depend on
the inclusion of Anderson localization effects, since they are
observed even within the CPA-DMFT approach.
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FIG. 4. (Color online) Spinodal lines enclosing the coexistence
region for the clean system (W = 0) and the disordered case (W =
0.8) obtained within both TMT-DMFT and CPA-DMFT.

To carefully study the effects of Anderson localization, we
compare the results obtained within TMT-DMFT with those of
CPA-DMFT. As can be seen in Fig. 4 for W = 0.8, the critical
U at which the transition occurs is smaller within TMT-DMFT
than within CPA-DMFT. Moreover, a narrower coexistence
region is observed within the former. To understand these
results, one should consider that the wave-function localization
starts at the band edges and that localized states do not
contribute with spectral weight to the typical DOS. For these
reasons, in the presence of Anderson localization, narrower
bands are observed in comparison with CPA-DMFT results,
both in the metallic and the insulating phase, as can be seen
in Fig. 6. This is the opposite effect to that described in the
previous paragraph regarding the effects of adding disorder
to a clean system. As a consequence, the coexistence region
within TMT-DMFT is seen in between that of a clean system
and that obtained within CPA-DMFT for the same value of
disorder.

From the TMT-DMFT and the CPA-DMFT hysteresis
curves shown in Fig. 3, we see that the Anderson localization
effects over the coexistence region become more important
as the disorder increases. As W approaches W* ~ 1.7, the
width of the TMT-DMFT coexistence region vanishes, and we
were not able to observe the hysteresis even at the lowest
temperatures 7 = 0.005 (see Sec. V). In contrast, in the
CPA-DMFT solution [26], the coexistence region with finite
small 7 is observed even for very large W.

T T T T T T T T T T
1.2F 0.6
~0.8F 04 ~
3 3
Q Q
0.4fF 0.2
0.0 0.0

FIG. 5. (Color online) Average DOS obtained within CPA-
DMEFT for different values of disorder at fixed temperature 7 = 0.01.
Disorder broadens the bands in both the metallic (left panel, for
U = 1) and the insulating (right panel, for U = 3) phase.
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FIG. 6. (Color online) Typical (TMT-DMFT) and average (CPA-
DMEFT) values of the DOS as a function of frequency showing that
Anderson localization effects start at the band edges, since both
localized and extended states contribute to the average DOS, while
only extended ones contribute to the typical DOS. The left panel
shows results for U = 1.5, while those in the right panel are for
U =1.6,bothat T =0.01.

B. Crossover regime and the critical temperature 7,

As seen in Fig. 3, the coexistence region shrinks as disorder
increases, making it difficult to obtain the critical temperature
T, from the merging of the two spinodal lines. One alternative
is to determine T, from the results obtained above it, that is,
in the crossover region between metal and insulator. This was
shown to be possible in the clean case, and in the present work
we extend this analysis to the disordered system.

The quantum Widom line (QWL) associated with the Mott
transition is defined in Refs. [41-44] in analogy with the
classical Widom line [45] as the instability (crossover) line
above the critical end point (U, T,). It starts at the critical end
point and goes to higher temperatures (above the coexistence
region) as a continuation of the first-order phase-transition
line. It is associated with the (zero-temperature) quantum
critical point, which is masked by the coexistence region in
the case of the Mott transition. The QWL can be defined from
the free-energy functional F[G(iw,)], and it can be used
to determine 7, from the behavior at higher temperatures,
as explained (for the clean case) in Refs. [41,42]. With the
objective of applying the QWL analysis to obtain 7, in the
disordered case, here we review this procedure.

The Landau free-energy functional of the Hubbard model
as a functional of G(iw,) is given by

FL[G(iw)] = =T1* ) GXiwp) + FimplGliw,)],

where the first term represents the energy needed to form
the bath around a given site, and the second term describes
the energy of the electron at the impurity level surrounded
by the bath, that is, the free energy of the single-impurity
problem. The DMFT (TMT-DMFT) equations are obtained
by minimizing F7[G(iw,)] with respect to G(iw,).

The curvature A of the above free-energy functional with
respect to U is finite and minimal along the crossover
line and is zero at the second-order critical point. This curva-
ture can be identified with the convergence rate of the iterative
DMFT calculation [41,42], that is, A(U,T) corresponds to the
slope of the convergence rate In{Im[G"¥(0) — G~ (0)]} as a
function of the step “it” of the iterative calculation. Repeating
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FIG. 7. (Color online) QWL analysis for the disordered system
with W = 0.8 described by TMT-DMFT. See the text for the
explanation of the results in each panel.

the calculation for different values of 7', we obtain the curve
Amin = AMT)|y+, where U* is the point at which A is minimum
for a given T'. This line can be extrapolated, to Aminl7=7, = 0,
since the curvature of the free-energy functional is zero at the
second-order critical point.

The procedure is illustrated in Fig. 7 for the disordered
system with W = 0.8. For each value of U, we obtain
the free-energy curvature A from the convergence rate of
the typical Green’s function through the iterative steps, as
presented in (a) for 7 = 0.025. For a fixed temperature and
different values of U, we obtain the corresponding A(U)|r
curve. Repeating this procedure for different temperatures, we
obtain the set of curves A(U)|r presented in Fig. 7(b). The
minima Api, of these curves are shown in panel (c), and we
obtain 7, as the temperature at which A, = 0. Finally, panel
(d) shows the crossover line obtained from data in panel (b),
T, obtained through the QWL analysis (gray horizontal line),
and the two spinodal lines. We conclude that the 7, calculated
from the QWL analysis coincides with the 7, obtained from the
merging of the two spinodal lines that define the coexistence
region.

In Fig. 8, we show the QWL and the critical temperatures
obtained from them as we vary the system disorder, both
within TMT-DMFT and CPA-DMFT. For disorder strengths
W 2 1.6, we find a nonlinear behavior of the TMT-DMFT
convergence rate as a function of the iteration step; we
were thus unable to use the QWL analysis discussed above
to evaluate T, for very large disorder. For W < 1.7, both
methods predict that 7, decreases when W increases [see also
the inset in Fig. 8(a)]. The critical temperature 7, is higher
within TMT-DMFT than within CPA-DMFT, although the
coexistence region becomes (very) narrow in the presence of
Anderson localization effects (TMT-DMFT results). However,
T, always remains finite within CPA-DMFT even for very
large disorder strength [26], whereas we do not observe the
coexistence region for W 2> 1.7 in TMT-DMFT (see the next
section). Our numerical TMT-DMFT solution indicates that

PHYSICAL REVIEW B 92, 125143 (2015)
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FIG. 8. (Color online) QWL and coexistence regions obtained
within TMT-DMFT (a) and CPA-DMFT (b) for different values
of disorder (CPA-DMFT coexistence regions for W > 1.2 were
obtained from Ref. [26]). The horizontal lines represent 7, obtained
from the corresponding QWL, calculated as exemplified in Fig. 7 (c).
The inset shows these T, values as a function of disorder.

T, abruptly drops to zero as the coexistence region disappears
for W =~ 1.7.

V. MOTT-ANDERSON TRANSITION FOR STRONG
DISORDER W > 2B

Within the TMT-DMFT calculation, as we increase disor-
der, the value of the critical U becomes closer to the disorder
width W. For U ~ W ~ 2B both Mott and Anderson routes
to localization become equally relevant, and it becomes the
most difficult to precisely understand the mechanism of the
MIT. In Fig. 9, we show the results for W = 2.0 at 7 = 0.01.
The transition is seen to take place at U ~ 2.09. Moreover, if
we look at the results for the typical DOS at the Fermi level
when U increases, as well as when U decreases [see panel (a)],
we observe no hysteresis, even if we decrease the temperature
down to T = 0.005, in contrast to the results shown in Fig. 3.
Since pyyp(0) becomes zero, the system certainly goes through
a MIT—but to what type of insulator does the system go?

To answer this question, we first look at the frequency-
integrated typical DOS N, which can be considered an order
parameter in the case of the Anderson transition, as discussed
in the beginning of the paper. As can be seen in Fig. 9(a),
N becomes very small but is still finite when pgy,(0) — 0,
suggesting that the transition is not of the Anderson type. The
nature of the transition can finally be confirmed by analyzing
the occupation number per spin n; as a function of the site
energy close to the transition, which can be seen in panel
(b). As U increases toward the MIT, all sites become singly
occupied, which is a characteristic of the Mott insulator.
Although of the Mott type, the Hubbard subbands are strongly
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FIG. 9. (Color online) Results obtained within TMT-DMFT for
W =2.0atT = 0.01. Panel (a) presents the typical DOS at the Fermi
level obtained by increasing U (black circles) and decreasing U (red
stars); no coexistence region is observed. In the same panel, we can
also see the frequency-integrated typical DOS N as a function of
U. The inset shows the typical DOS as a function of frequency for
U = 2.08 (black solid line) and U = 2.10 (red dashed line). Finally,
panel (b) presents the occupation number per spin as a function of
the site energy as the transition is approached.

reduced for this value of W, as can be seen in the DOS
presented in the inset, which is consistent with our expectation
that both Mott and Anderson routes to localization are relevant
in this regime of U ~ W.

Interestingly, our analysis of Fig. 9 suggests that for
W = 2.0 there exists a transition between a metal and a
Mott insulator in the absence of a coexistence region. Indeed,
according to the phase diagram (Fig. 1), the same behavior is
observed in a small range around U ~ W = 2. According to
Figs. 3 and 8, TMT-DMFT predicts that the coexistence region
will become (very) narrow when the system is in the U < W
regime and disorder increases. When the system enters the
U ~ W regime, the two spinodal lines seem to merge and no
coexistence is observed, suggesting that 7, abruptly goes to
zero due to the Anderson localization effects. Our results are in
general agreement with the 7 = 0 phase diagram of Ref. [35]
while presenting a much more detailed analysis of the MIT
with the vanishing coexistence region.

For W 2 2.3, one can find a direct crossover between
the two insulators, Mott and correlated Anderson, without
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an intermediate metallic phase; this crossover is represented
by red squares in our diagram of Fig. 1. To distinguish
between the two insulators, we have looked at the occupation
number as a function of site energy, as exemplified in Fig. 2.
Our results show that when W < U, all the sites are singly
occupied, characterizing a Mott insulator; when W > U, on
the other hand, there are sites with energy larger than U/2,
which are empty, sites with energy smaller than —U /2, which
have double occupancy, and also sites occupied with one
electron, characterizing the two-fluid behavior of the correlated
Anderson insulator. According to these results, as might have
been expected from the two-fluid picture of the Mott-Anderson
insulator [36], the crossover between the two insulators is seen
to take place at W ~ U.

VI. CONCLUSIONS

In this work, we studied Mott and Anderson routes to
localization by using a combination of dynamical mean-field
theory (DMFT) and typical medium theory (TMT) to solve
the disordered Hubbard model. According to our TMT-DMFT
results, Anderson localization has important effects near
the Mott transition, especially on the coexistence region of
metallic and insulating phases that exists below a critical
temperature 7. In the presence of small and moderate disorder
W, the TMT-DMFT transition is qualitatively similar to that
in the CPA-DMFT case (which does not describe localization
due to disorder), and the main precursors of Anderson
localization are seen in the narrowing of the coexistence
region in comparison with CPA-DMFT. As the disorder
increases further, for W 2 2B (where B is the bandwidth for
U = W = 0), the transition occurs at U &~ W and our results
indicate that Anderson and Mott routes to localization become
equally important. The critical temperature 7, abruptly goes
to zero for W = W* ~ 1.7B. For 1.7B < W ~ U < 2.3B,
the typical DOS at the metal-insulator transition is strongly
reduced, but the states are nearly half-filled irrespective of
the on-site energy, indicating dominantly Mott character of
the MIT, although no coexistence region is observed. For even
larger disorder, W > 2.3, there is a crossover between the Mott
and the correlated Anderson insulator.

The observation of a Mott transition without a coexistence
region suggests that the nature of the transition has changed
from first to second order as disorder increases. For the clean
system, it has been shown [41] that at T just above T, the re-
sistivity as a function of temperature shows a scaling behavior
that is compatible with an assumption of quantum criticality.
In other words, despite the presence of a coexistence region
between the metallic and the Mott insulating phases at small
temperatures, at intermediate temperatures the system seems to
be controlled by a hidden quantum critical point. Very recently,
an experimental work on x-organics confirmed the presence of
this quantum critical regime at intermediate temperatures [44].
In this respect, it will be very important to compare the
TMT-DMFT phase diagram and charge transport with the
experiments on disordered correlated systems. Preliminary
results [46] on introducing disorder by x-ray irradiation show
that U, indeed increases with disorder while T, also decreases
and seems to vanish at some finite disorder.
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We present the Raman scattering spectra of the BaFe, X5 (X = S, Se) compounds in a temperature range
between 20 and 400 K. Although the crystal structures of these two compounds are both orthorhombic and
very similar, they are not isostructural. The unit cell of BaFe,S;(BaFe,Ses) is base-centered Cmcem (primitive
Pnma), giving 18 (36) modes to be observed in the Raman scattering experiment. We have detected almost all
Raman active modes, predicted by factor group analysis, which can be observed from the cleavage planes of these
compounds. Assignment of the observed Raman modes of BaFe,S(Se); is supported by the lattice dynamics
calculations. The antiferromagnetic long-range spin ordering in BaFe,Se; below Ty = 255 K leaves a fingerprint
both in the A, and B3, phonon mode linewidth and energy.

DOI: 10.1103/PhysRevB.91.064303

I. INTRODUCTION

Iron-based compounds are one of the top research fields
in condensed matter physics [1]. These materials are not only
superconducting [2] but also form low-dimensional magnetic
structures—spin chains, spin ladders, or spin dimers [3],
similar to the cases of cuprates [4] or vanadates [5].
Properties of iron-based selenide superconductors and other
low-dimensional magnetic phases of iron-chalcogenides are
reviewed in Ref. [6].

BaFe;S; and BaFe;Se; belong to the family of the iron-
based S =2 two-leg spin-ladder compounds. The crystal
structure of these materials can be described as alternate
stacking of Fe-S(Se) layers and Ba cations along the crys-
tallographic a axis (b axis). In the Fe-S(Se) plane, only one-
dimensional (1D) double chains of edge-shared [FeS(Se)]s
tetrahedra propagate along the a axis (b axis), as shown in
Fig. 1. Although the crystal structures of the BaFe,S; and
BaFe,Ses are isomorphic, they are not isostructural. BaFe,S;
crystalizes in a base-centered orthorhombic structure with
Cmcm space group [7]. The unit cell of BaFe,Se; is also
orthorhombic but primitive of the Pmna space group. The
main crystal structure difference of these compounds is an
alternation of the Fe-Fe distances in BaFe,Ses along the chain
direction which does not exist in BaFe,S3, where all distances
between Fe atoms along the chain direction are the same;
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see Figs. 1(b) and 1(c). This difference probably leads to the
diverse magnetic properties of these two compounds at low
temperatures.

BaFe;S; is a quasi-one-dimensional semiconductor. The
magnetic susceptibility of BaFe,S;, measured at 100 Oe,
showed the divergence of the field-cooled susceptibility and
zero-field-cooled susceptibility with the cusp at 25 K (freezing
temperature) [8], indicating the presence of short-range mag-
netic correlations and spin-glass-like behavior below 25 K.
On the basis of these observations Gonen et al. [8] proposed
that each [Fe;S;]>~ chain possess strong intrachain antifer-
romagnetic coupling of Fe ions that is mediated through the
sulfide ions. The combination of antiferromagnetic coupling,
additional crystal field splitting due to neighboring Fe atoms,
and direct Fe-Fe interactions presumably give rise to S = 0
ground states in this compound [8].

BaFe,Se; is an insulator down to the lowest measured
temperature with a long-range antiferromagnetic (AFM) order
with Ty around 255 K and short-range AFM order at higher
temperatures [9-12]. It was shown that a dominant order
involves 2 x 2 blocks of ferromagnetically aligned four iron
spins, whereas these blocks order antiferromagnetically in the
same manner as the block AFM /5 x /5 state of the iron
vacancy ordered A,FesSes [13—15].

To the best of our knowledge there are no data about
the phonon properties of these compounds. In this paper
we have measured polarized Raman scattering spectra of
BaFe, X3(X = S, Se) in the temperature range between 20
and 400 K. We have observed the Raman active optical
phonons, which are assigned using polarized measurements
and the lattice dynamical calculations. At temperatures below

©2015 American Physical Society
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FIG. 1. (Color online) Schematic representation of the BaFe, X3(X = S, Se) crystal structure. (a) Projection of the BaFe,Se; crystal
structure in the (ac) plane. (b) The double chain of Fe-Se tetrahedra connected via common edges along the b axis. (c) The Fe-S double chain
in the (010) projection. w, u, v represents Fe-Fe distances of ladder rungs (w = 0.2697 nm; w* = 0.2698 nm) and legs (¢ = 0.2688 nm,
v = 0.2720 nm; v* = 0.2643 nm). Note that in the case of BaFe,S; the Fe atoms form an “ideal” ladder (all Fe-Fe distances along the ladder

legs are equivalent, which is not the case in BaFe,Ses).

Ty = 255 K in BaFe;Se; the Raman modes shows an abrupt
change of energy and linewidth due to the antiferromagnetic
spin ordering.

II. EXPERIMENT AND NUMERICAL METHOD

Single crystals of BaFe, X3(X = S, Se) were grown using
self-flux method with nominal composition Ba:Fe: X = 1:2:3.
Details were described in Ref. [16]. Raman scattering measure-
ments were performed on (110)(sulfide) [(100) (selenide)]-
oriented samples in the backscattering micro-Raman configu-
ration. Low-temperature measurements were performed using
KONTI CryoVac continuous flow cryostat coupled with JY
T64000 and TriVista 557 Raman systems. The 514.5-nm line
of an Ar™/Krt mixed gas laser was used as excitation source.
The Raman scattering measurements at higher temperatures
were done using a LINKAM THMS600 heating stage.

We calculated phonon energies of the nonmagnetic
BaFe,S(Se); single crystals at the center of the Brillouin
zone. Calculations were performed within the theory of linear
response using the density functional perturbation theory
(DFPT) [17] as implemented in the QUANTUM ESPRESSO
package [18]. In the first step, we obtained the electronic
structure by applying the pseudopotentials based on the
projected augmented waves method with the Perdew-Burke-
Ernzerhof exchange-correlation functional and nonlinear core
correction. Used energy cutoffs for the wave functions and
electron densities were 80 (64) Ry and 960 (782) Ry for
BaFe,S(Se)s, respectively. We have carried out the calculation
with experimental values of the BaFe,S(Se); unit cell param-
eters a = 0.87835 nm, b = 1.1219 nm, ¢ = 0.5286 nm [7]
(a=1.18834 nm, b = 0.54141 nm, ¢ = 0.91409 nm [11]),
and the relaxed fractional coordinates; see Table 1. Relaxation
was applied to place atoms in their equilibrium positions in
respect to used pseudopotentials (all forces acting on every
atom were smaller than 10~* Ry/a.u.). The difference between
experimental and relaxed coordinates is less than 3% for almost

all atom coordinates, except for the x direction of the Ba atoms
in BaFe,Ses, which is 6%. Reduction of the x coordinate of
Ba atoms by relaxation leads to an increase of the distance
between the Ba layers. The Brillouin zone was sampled with
8 x 8 x 8 Monkhorst-Pack k-space mesh. Calculated I' point
phonon energies of the BaFe,S; and BaFe,Se; are listed in
Tables II and Table IV, respectively.

The DFPT calculation of the phonon-mode energies is
performed assuming the paramagnetic solution and the com-
parison of energies is performed with the experimental results
at room temperature. The paramagnetic density functional
theory (DFT) solution is metallic, whereas BaFe,Se; is AFM
insulator at low temperatures. Therefore, we have performed
also the spin-polarized DFT calculations, assuming AFM
ordering of 2 x 2 ferromagnetic iron blocks [10-12]. We
find the AFM solution and opening of the gap at the Fermi
level in agreement with earlier DFT calculations by Saparov
et al. [10]. Accordingly, we attempted to calculate the phonon

TABLE I. Experimental and relaxed (in square brackets) frac-
tional coordinates of BaFe,S; (Ref. [7]) and BaFe,Se; (Ref. [11])
crystal structures.

Atom Site X ¥ Z
BaFe2S3

Ba (4c) 0.50[0.50] 0.1859[0.1817] 0.25[0.25]
Fe (8e) 0.3464 [0.3553] 0.50 [0.50] 0.00 [0.00]
S1 (4c) 0.50[0.50] 0.6147 [0.6051] 0.25[0.25]
S2 (8g) 0.2074 [0.2108] 0.3768 [0.3945] 0.25[0.25]
BaFe,Se;

Ba (4c) 0.186 [0.175] 0.25[0.25] 0.518 [0.513]
Fe (8d) 0.493 [0.490] 0.002 [—-0.001] 0.353 [0.358]
Sel (4c) 0.355[0.366] 0.25[0.25] 0.233[0.230]
Se2 (4c) 0.630[0.613] 0.25[0.25] 0.491 [0.485]
Se3 (4c) 0.402[0.415] 0.25 [0.25] 0.818 [0.809]
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TABLE II. Calculated and experimentally observed values of Raman active phonon mode energies (in cm™") of BaFe,S; single crystal.

Calculation Experiment Calculation Experiment
Symmetry relax. (unrelax.) 300 K 100 K Activity Symmetry relax. (unrelax.) 300 K 100 K Activity
Ai, 42.3 (51.2) 39 (xx,yy,22) Bfg 16.7 (63) (xy)
Az 154.2 (156) 157 (xx,yy,2z) Blzg 55.1(81.8) 44 48 (xy)
Az, 201.9 (167.4) 152 165 (xx,yy,22) Bfg 138.8 (153.1) 127 133 (xy)
Ag 366.9 (294.8) 295 301 (xx,yy,z2) Bf‘g 243.5 (221.9) 203 214 (xy)
Ag 385.8(307.1) 365 372 (xx,yy,2z) Bfg 337.8 (241.6) 332(?) (xy)
B?g 400.2 (330) 374 381 (xy)
leg 107.8 (113.7) 107 109 (x2) B3]g 55.1(66.8) (vz)
Bzzg 224.1 (180.8) 181 193 (x2) B32g 201.1 (171.1) 181 193 (z)
ng 347.8 (283.6) (xz) B33g 311.2 (308.7) 297 307 (z)
B;‘g 369.3 (351.7) (v2)

energies in the spin-polarized case. However, having now
48 atoms in the unit cell, this calculation turned out to
be computationally too demanding. Furthermore, we do not
believe that such a calculations would gives us in this case
important new insights since the number of phonon modes
becomes 2 x 72 — 1 = 143 (one mode is degenerate), and it is
not likely that small splitting of the modes could be compared
with the experiments. Also, the phonon frequencies are not
particularly sensitive on the precise form of the density of
states near the Fermi level (or gap opening) if the overall
spectral function remains similar. Therefore, we believe that
the usage of the nonmagnetic DFT is a reasonable method for
identification of vibrational modes and comparison with the
experimental data.

III. RESULTS AND DISCUSSION

A. BaFe,S;

The BaFe,S; crystal symmetry is orthorhombic, space
group Cmcm and Z = 4 [7]. The site symmetries of atoms
in Cmcm space group are C;, (Ba, S1), C5(Fe), and C;” (S2).
Factor group analysis yields

(C3,):T = Ag + Big + Bsg + Bi, + Boy + By,
(C3):T = Ag + 2By, + 2By, + Bsg
+ Au + 2Blu + ZBZU + BSu~
(CY):T =2A, + 2By + Byg + B3, + A,
+ By + 2Boy + 2B
Summarizing these representations and subtracting the acous-
tic (B, + By, + B3,) and silent (2A,) modes, we obtained the

following irreducible representations of BaFe,S; vibrational
modes:

ical
Tonres, = SAg(xx,y,22) 4+ 6B14(xy) + 3Ba,(x2)

+4B3(y2) + 4B (E || 2) + 5B (E || y)
+4Bs3,(E || x).

Thus 18 Raman and 13 infrared active modes are expected to be
observed in the BaFe,S; infrared and Raman spectra. Because

our BaFe,S; single-crystal samples have (110) orientation,
we were able to observe all symmetry modes in the Raman
scattering experiment.

The polarized Raman spectra of BaFe,S;3, measured from
the (110) plane at 100 K, are given in Fig. 2. Five A, symmetry
modes at about 39, 157, 165, 301, and 373 cm~! (100 K) are
clearly observed for the x'(zz)x’ polarization configuration
(x" =[110], y’ = [110], z = [001]). For parallel polarization
along the y’ axis, the A, and B;, symmetry modes may be
observed. By comparison (y’y’) with (zz) polarized spectrum
we assigned the modes at 48, 133, 214, 332, and 381 cm™!
as the By, ones. The intensity of the 332 cm~! mode is at a
level of noise. Because of that, assignment of this mode as B} <
should be taken as tentative.

For the x’(y'z)x’ polarization configuration both the By,
and the B3, symmetry modes can be observed. Because we
cannot distinguish the B,, and Bz, by selection rules from
the (110) plane, the assignment of these modes was done with
help of the lattice dynamics calculation; see Table II. Features
between 40 and 100 cm™! come after subtracting of nitrogen

T T
T=100 K

Intensity (arb. units)

50 100 150 200 250 300 350 400
Wavenumber (cm™)

FIG. 2. (Color online) The polarized Raman scattering spectra
of BaFe,S; single crystal measured at 100 K. Insets are the normal
modes of the A}, A3, A}, and B, vibrations. x" = [110], y’ = [110],
and z = [001].
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FIG. 3. (Color online) Experimental values (symbols) and calcu-
lated temperature dependence (solid lines) of the BaFe,S; Raman
mode energies and broadenings. Insets represent the normal modes

of the A3, A3, B, and B;, vibrations.

vibration modes. Bump at about 160 cm™" is a leakage of A3
and A; modes from parallel polarization.

The normal modes of some of Ag, By, and B3, vibrations,
obtained by the lattice dynamics calculations, are given as
insets in Figs. 2 and 3. According to these representations
the lowest energy A}, mode (39 cm™') originates from the
Ba atom vibrations along the y axis, and the Az, mode

(157 cm™!) represents dominantly S atom vibrations, which
tend to elongate [Fe,S3]?>~ chains along the y axis. The
A; mode originates from both the sulfur and the iron atom
vibrations, which tend to stretch ladders along the x axis. The
Ag mode (Fig. 3) is sulfur atoms breathing vibrations, and the
Az, symmetry mode represents the S and Fe atom vibrations
with the opposite tendency. The Fe atoms vibrate in opposite
directions along the x axis, elongating the ladder, together with
S atom vibrations, which tend to compress ladder structure.

Temperature dependence of the A§, A3, By, and B3, mode
energy and linewidth are given in Fig. 3.

In general, temperature dependance of Raman mode energy
can be described with [19]

o(T) = wo + A(T), (1

where g is temperature-independent contribution to the
energy of the phonon mode, whereas A(7") can be decomposed
in

A(T) =AY + A% ()

The first term in Eq. (2) represents change of phonon energy
due to the thermal expansion of the crystal lattice, and is given
by [20]

A3)

where y is the Griineisen parameter of a given mode.

The second term in Eq. (2) is a contribution to the Raman
mode energy from phonon-phonon scattering. By taking into
account only three-phonon processes,

4 ph-ph ) . (4)

A _ _ _
A - C(l + ehwo/ZkBT _ 1
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TABLE III. The best fit parameters of BaFe,S; and BaFe,Ses.

Mode symmetry wo(ecm™) y To(em™) A
BaFe,S;

A4 303.702)  3.7Q2) 2.92) 2.8(5)
A3 3746(2)  2.6(2) 33(2) 1.93)
B}, 216502)  48(2) 2.03) 0.93)
B2, 1953(1)  5.2(2) 2.003) 1.0(1)
BaFe,Se;

A 2000(1)  1.6(2) 23(1) 0.4(1)
A 272.6(2)  14(1) 2.3(1) 0.6(1)
Al 288.13)  1.8(2) 5.2(1) 0.3(1)
Al 297.1(4)  14Q2) 5.6(2) 0.4(1)

C and Appph are the anharmonic constant and phonon-phonon
interaction constant, respectively.

Temperature dependence of Raman mode linewidth is
caused only by phonon anharmonicity:

2)‘-ph—ph
r = FO(l + et 1) )

where I'y is the anharmonic constant.

Parameter C is connected with wy and I'y via relation [19]
2
= ZF—O (6)
wo
wp and I’y can be determined by extrapolation of the cor-
responding experimental data to 0 K. With these parameters
known, we can fit the phonon mode linewidth, using Eq. (5), to
obtain App.pn. Then, by determining parameter C via Eq. (6),
Raman mode energy can be properly fitted, with y as the
only unknown parameter. Using data from Ref. [12] for
the temperature change of the lattice constants of BaFe,Ses
one can perform the corresponding analysis of the Raman

mode energies’ temperature dependance.

The best-fit parameters are collected in Table III. Because
the I'y is very small in comparison to wy, for all modes of both
compounds (Table III), according to Eq. (6) the C anharmonic
parameter becomes very small. Thus, contribution to the
Raman mode energy from the phonon-phonon interaction
can be neglected. In fact, a change of Raman mode energy
with temperature is properly described only with the thermal
expansion term A", Eq. (3).

The most intriguing finding in Fig. 3 is a dramatic change
of slope of the A;‘, mode linewidth (energy) temperature
dependence at about 275 K. Because a hump in the inverse
molar magnetic susceptibility [8] and a change of slope of
the electrical resistivity [21] temperature dependence are
observed in BaFe,S; at about the same temperature we
concluded that the deviation from anharmonic behavior for Ag
mode could be related to spin and charge. In fact, many of iron-
based spin-ladder materials have the 3D-antiferromagnetic
phase transition at about 260 K. We believe that in the case
of BaFe,S; the antiferromagnetic ordering of spins within the
ladder legs changes from short-range to the long-range state,
without 3D antiferromagnetic spin ordering (the Néel state)
of the whole crystal. This transition is followed with change
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FIG. 4. (Color online) The x(yy)x, x(zz)x, and x(yz)x polarized
Raman scattering spectra of BaFe,Se; single crystals measured at
room temperature and at 20 K. Vertical bars are calculated values of
the A, and the B;, symmetry Raman active vibrations.

of the electronic structure, which could explain the abrupt
increase of the resistivity at this temperature [21]. A lack of
the BaFe,S; low-temperature crystallographic and transport
properties measurements did not allow a more detailed study of
a possible origin of the phonon energy and linewidth deviation
from the anharmonic picture at about 275 K.

B. BaFe,Se;

The BaFe,Se; unit cell consists of four formula units
comprising of 24 atoms. The site symmetries of atoms in

PHYSICAL REVIEW B 91, 064303 (2015)

Pnma space group are C;* (Ba, Sel, Se2, Se3) and C; (Fe).
Factor group analysis yields

(C*):T =2A, + 1By + 2By, + 1Bs,
+Au +2Blu + 1B2u +2BSM’
(Cl)l I' = 3Ag + 3318 -+ 3Bzg + 3B3g
+3B1u + 33214 + 3B3u

Summarizing these representations and subtracting the acous-
tic (B, + By, + Bs,)andsilent (4A,) modes, we obtained the
following irreducible representations of BaFe,Ses vibrational
modes:

Ttese, = 11A, + 7By + 1By, + 7Bs,

+11By, + 7By + 11B3,

Thus 36 Raman and 29 infrared active modes are expected
to be observed in the BaFe,Ses vibrational spectra. Because
the BaFe,Se; single crystals have the (100) orientation (the
crystallographic a axis is perpendicular to the plane of the
single crystal), we were able to access only the A, and the B,
symmetry modes in the Raman scattering experiment.

The polarized Raman spectra of BaFe,Se;, measured from
(100) plane at room temperature and 20 K, for the parallel
and crossed polarization configurations, are given in Fig. 4.
The spectra measured for parallel polarization configurations
consist of the A, symmetry modes. Six modes at about 108,
143.5, 200, 272, 288.7, and 296.5 cm™' (20 K) are clearly
observed for the x(yy)x polarization configuration and three
additional modes are observed at about 63.4, 89, and 115 cm™!
for the x(zz)x polarization configuration. For the x(yz)x
polarization configuration, three Raman active B3, symmetry

TABLE IV. Calculated and experimentally observed values of Raman active phonon mode energies (in cm™") of BaFe,Se; single crystal.

Experiment Experiment
Symmetry Calc. 300 K 20K Activity Symmetry Calc. 300 K 20K Activity
A} 26.5 (xx,yy,22) B,, 25.8 (x2)
AL 37.5 (xx,yy,22) B3, 48.0 (x2)
Ag 483 59 63.4 (xx,yy,22) Bfg 68.7 (x2)
A} 88.6 88 89 (xx,yy,22) B3, 88.8 (x2)
Ag 103.0 104.3 108 (xx,yy,z2) Bfg 100.4 (x2)
Ag 132.4 111 115 (xx,yy,z2) Bzég 138.2 (x2)
Al 142.0 137 143 (xx,yy.22) B], 144.5 (x2)
Ag 220.4 195.6 200 (xx,yy,z2) Bzgg 212.9 (x2)
Az 258.8 267 272 (xx,yy,z2) Bzgg 261.7 (x2)
A} 305.2 280 288.7 (xx,yy,22) By; 303.9 (x2)
Aé‘ 320.2 290 296.5 (xx,yy,z2) BZI; 321.5 (x2)
Bl, 56.4 (xy) B, 56.4 (v2)
Bfg 72.8 (xy) B32g 76.7 vz)
B}, 126.2 (xy) B}, 126.4 (yz)
B{‘g 191.4 (xy) B;‘g 190.2 177 183.8 (y2)
Bfg 210.5 (xy) Bfg 214.9 198 (y2)
BS, 267.1 (xy) BS, 268.8 222.8 228 (v2)
B], 285.2 (xy) B], 285.7 (yz)
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FIG. 5. (Color online) The polarized Raman spectra of BaFe,Se;
single crystals measured at various temperatures. (a) x(yy)x polar-
ization configuration; (b) x(yyz)x polarization configuration.

modes at 183.8, 198, and 228 cm~' (20 K) are observed.
Vertical bars in Fig. 4 denote the calculated energies of the A,
and B3, symmetry modes, which are in rather good agreement
with experimentally observed ones. The results of the lattice
dynamics calculations, together with the experimental data,
are summarized in Table IV.

According to the lattice dynamics calculations the lowest
energy A i, mode is dominated by Ba atom vibrations along the
(101) directions and the Af, mode represents vibrations of Fe
and Se atoms which tend to rotate [Fe,Se3]>~ chains around
of'the b axis. The Az mode involves all atom vibrations, which
tend to stretch crystal structure along the (101) directions,
whereas the A% mode originates from Se atom vibrations along
the ¢ axis and the Fe atom vibrations along the (101) directions.
The Ag mode represents vibration of Fe and Se atoms, which
leads to [Fe,Se3]>~ -chain compression along the ¢ axis. The
Ag mode originates from Se and Fe atom vibrations which
stretch [Fe,Se3]*~ chains along the ¢ axis. Finally, the A’
mode originates from Fe atom vibrations toward each other
along the chain direction together with vibrations of the Se
atoms along the ¢ axis. The normal coordinates of the A%,
A3, A}, and A}! modes are given as insets in Fig. 6. As can
be seen from Fig. 6 the Ag mode originates dominantly from
Se atom stretching vibrations, whereas the AZ,, A;O, and A;,l
modes represent vibrations of both the Se and Fe atoms. In fact,
the Ag mode represents mostly Se atom vibrations along the ¢
axis, and the A!® mode consists of Fe and Se vibrations along
the ¢ axis, which tend to elongate ladder structure along the b
axis. Finally, the A;l mode represents the Fe atom vibrations
toward each other along the chain axis, together with Se atom
vibrations perpendicular to the chain direction.

By lowering the temperature, the lattice parameters of
BaFe,Se; decrease continuously without the crystal symmetry
change around the magnetic ordering temperature [11,12]
Ty = 255 K. Consequently we should expect the Raman
mode hardening, without any abrupt change. Contrary to

PHYSICAL REVIEW B 91, 064303 (2015)
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FIG. 6. (Color online) Experimental values (symbols) and calcu-
lated temperature dependence (solid lines) of BaFe,Se; Raman mode
energies. The best-fit parameters, for the temperature range below
Ty, are given in Table III. Insets represent normal modes of the AZ,
Ag, A;O, and A} vibrations.

expectations, the A, and B3, modes (see Figs. 5, 6, and 7)
sharply increase their energies below the phase transition
temperature Ty, as shown in details in Fig. 6. Because a
significant local lattice distortion (Fe atom displacement along

BT T T

16 m Az
14 | A10 %

12-_ g % .
10| .

FWHM (cm™)
(o]

o N b O
T
1

-_|.|.|.|.|T’.V|.|(a)._-
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150 200 250 300 350
Temperature (K)

2o0F T '9| T T T T T ]
i i
16 o A”

FWHM (cm™)
[ee]
T

- T, (b)

0 50 100 150 200 250 300 350
Temperature (K)

FIG. 7. (Color online) Linewidth vs temperature dependence of
(a) Af and A" modes and (b) A} and A,' modes of BaFe;Se;.
Solid lines are calculated using Eq. (5). The best-fit parameters for a
temperature range below Ty are given in Table III.
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the b axis is as large as approximately 0.001 nm) [11,12]
exists, driven by the magnetic order, we concluded that spin-
phonon (magnetoelastic) coupling is responsible for Raman
mode energy and linewith change in the antiferromagnetic
phase. In fact, the existence of local displacements in the
Fe atoms at Ty have a significant impact on the electronic
structure due to rearrangement of electrons near the Fermi
level [11] and consequently the change in the phonon energy
and broadening. Raman mode linewidth change at about Ty
is clearly observed as deviation from the usual anharmonicity
temperature dependence (solid lines in Fig. 7) for all modes
presented in Fig. 6.

IV. CONCLUSION

We have measured the polarized Raman scattering spectra
of the BaFe,S; and BaFe,Se; single crystals in a temperature
range between 20 and 400 K. Almost all Raman-active
modes predicted by factor-group analysis to be observed
from the cleavage planes of BaFe,S; (110) and BaFe;Ses
(100) single crystals are experimentally detected and assigned.

PHYSICAL REVIEW B 91, 064303 (2015)

Energies of these modes are in rather good agreement with the
lattice dynamics calculations. The BaFe;Se; Raman modes
linewidth and energy change substantially at temperatures
below Ty =255 K, where this compound becomes antifer-
romagneticaly long-range ordered.
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We present the Raman scattering spectra of the BaFe, X5 (X = S, Se) compounds in a temperature range
between 20 and 400 K. Although the crystal structures of these two compounds are both orthorhombic and
very similar, they are not isostructural. The unit cell of BaFe,S;(BaFe,Ses) is base-centered Cmcem (primitive
Pnma), giving 18 (36) modes to be observed in the Raman scattering experiment. We have detected almost all
Raman active modes, predicted by factor group analysis, which can be observed from the cleavage planes of these
compounds. Assignment of the observed Raman modes of BaFe,S(Se); is supported by the lattice dynamics
calculations. The antiferromagnetic long-range spin ordering in BaFe,Se; below Ty = 255 K leaves a fingerprint
both in the A, and B3, phonon mode linewidth and energy.

DOI: 10.1103/PhysRevB.91.064303

I. INTRODUCTION

Iron-based compounds are one of the top research fields
in condensed matter physics [1]. These materials are not only
superconducting [2] but also form low-dimensional magnetic
structures—spin chains, spin ladders, or spin dimers [3],
similar to the cases of cuprates [4] or vanadates [5].
Properties of iron-based selenide superconductors and other
low-dimensional magnetic phases of iron-chalcogenides are
reviewed in Ref. [6].

BaFe;S; and BaFe;Se; belong to the family of the iron-
based S =2 two-leg spin-ladder compounds. The crystal
structure of these materials can be described as alternate
stacking of Fe-S(Se) layers and Ba cations along the crys-
tallographic a axis (b axis). In the Fe-S(Se) plane, only one-
dimensional (1D) double chains of edge-shared [FeS(Se)]s
tetrahedra propagate along the a axis (b axis), as shown in
Fig. 1. Although the crystal structures of the BaFe,S; and
BaFe,Ses are isomorphic, they are not isostructural. BaFe,S;
crystalizes in a base-centered orthorhombic structure with
Cmcm space group [7]. The unit cell of BaFe,Se; is also
orthorhombic but primitive of the Pmna space group. The
main crystal structure difference of these compounds is an
alternation of the Fe-Fe distances in BaFe,Ses along the chain
direction which does not exist in BaFe,S3, where all distances
between Fe atoms along the chain direction are the same;
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see Figs. 1(b) and 1(c). This difference probably leads to the
diverse magnetic properties of these two compounds at low
temperatures.

BaFe;S; is a quasi-one-dimensional semiconductor. The
magnetic susceptibility of BaFe,S;, measured at 100 Oe,
showed the divergence of the field-cooled susceptibility and
zero-field-cooled susceptibility with the cusp at 25 K (freezing
temperature) [8], indicating the presence of short-range mag-
netic correlations and spin-glass-like behavior below 25 K.
On the basis of these observations Gonen et al. [8] proposed
that each [Fe;S;]>~ chain possess strong intrachain antifer-
romagnetic coupling of Fe ions that is mediated through the
sulfide ions. The combination of antiferromagnetic coupling,
additional crystal field splitting due to neighboring Fe atoms,
and direct Fe-Fe interactions presumably give rise to S = 0
ground states in this compound [8].

BaFe,Se; is an insulator down to the lowest measured
temperature with a long-range antiferromagnetic (AFM) order
with Ty around 255 K and short-range AFM order at higher
temperatures [9-12]. It was shown that a dominant order
involves 2 x 2 blocks of ferromagnetically aligned four iron
spins, whereas these blocks order antiferromagnetically in the
same manner as the block AFM /5 x /5 state of the iron
vacancy ordered A,FesSes [13—15].

To the best of our knowledge there are no data about
the phonon properties of these compounds. In this paper
we have measured polarized Raman scattering spectra of
BaFe, X3(X = S, Se) in the temperature range between 20
and 400 K. We have observed the Raman active optical
phonons, which are assigned using polarized measurements
and the lattice dynamical calculations. At temperatures below

©2015 American Physical Society
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FIG. 1. (Color online) Schematic representation of the BaFe, X3(X = S, Se) crystal structure. (a) Projection of the BaFe,Se; crystal
structure in the (ac) plane. (b) The double chain of Fe-Se tetrahedra connected via common edges along the b axis. (c) The Fe-S double chain
in the (010) projection. w, u, v represents Fe-Fe distances of ladder rungs (w = 0.2697 nm; w* = 0.2698 nm) and legs (¢ = 0.2688 nm,
v = 0.2720 nm; v* = 0.2643 nm). Note that in the case of BaFe,S; the Fe atoms form an “ideal” ladder (all Fe-Fe distances along the ladder

legs are equivalent, which is not the case in BaFe,Ses).

Ty = 255 K in BaFe;Se; the Raman modes shows an abrupt
change of energy and linewidth due to the antiferromagnetic
spin ordering.

II. EXPERIMENT AND NUMERICAL METHOD

Single crystals of BaFe, X3(X = S, Se) were grown using
self-flux method with nominal composition Ba:Fe: X = 1:2:3.
Details were described in Ref. [16]. Raman scattering measure-
ments were performed on (110)(sulfide) [(100) (selenide)]-
oriented samples in the backscattering micro-Raman configu-
ration. Low-temperature measurements were performed using
KONTI CryoVac continuous flow cryostat coupled with JY
T64000 and TriVista 557 Raman systems. The 514.5-nm line
of an Ar™/Krt mixed gas laser was used as excitation source.
The Raman scattering measurements at higher temperatures
were done using a LINKAM THMS600 heating stage.

We calculated phonon energies of the nonmagnetic
BaFe,S(Se); single crystals at the center of the Brillouin
zone. Calculations were performed within the theory of linear
response using the density functional perturbation theory
(DFPT) [17] as implemented in the QUANTUM ESPRESSO
package [18]. In the first step, we obtained the electronic
structure by applying the pseudopotentials based on the
projected augmented waves method with the Perdew-Burke-
Ernzerhof exchange-correlation functional and nonlinear core
correction. Used energy cutoffs for the wave functions and
electron densities were 80 (64) Ry and 960 (782) Ry for
BaFe,S(Se)s, respectively. We have carried out the calculation
with experimental values of the BaFe,S(Se); unit cell param-
eters a = 0.87835 nm, b = 1.1219 nm, ¢ = 0.5286 nm [7]
(a=1.18834 nm, b = 0.54141 nm, ¢ = 0.91409 nm [11]),
and the relaxed fractional coordinates; see Table 1. Relaxation
was applied to place atoms in their equilibrium positions in
respect to used pseudopotentials (all forces acting on every
atom were smaller than 10~* Ry/a.u.). The difference between
experimental and relaxed coordinates is less than 3% for almost

all atom coordinates, except for the x direction of the Ba atoms
in BaFe,Ses, which is 6%. Reduction of the x coordinate of
Ba atoms by relaxation leads to an increase of the distance
between the Ba layers. The Brillouin zone was sampled with
8 x 8 x 8 Monkhorst-Pack k-space mesh. Calculated I' point
phonon energies of the BaFe,S; and BaFe,Se; are listed in
Tables II and Table IV, respectively.

The DFPT calculation of the phonon-mode energies is
performed assuming the paramagnetic solution and the com-
parison of energies is performed with the experimental results
at room temperature. The paramagnetic density functional
theory (DFT) solution is metallic, whereas BaFe,Se; is AFM
insulator at low temperatures. Therefore, we have performed
also the spin-polarized DFT calculations, assuming AFM
ordering of 2 x 2 ferromagnetic iron blocks [10-12]. We
find the AFM solution and opening of the gap at the Fermi
level in agreement with earlier DFT calculations by Saparov
et al. [10]. Accordingly, we attempted to calculate the phonon

TABLE I. Experimental and relaxed (in square brackets) frac-
tional coordinates of BaFe,S; (Ref. [7]) and BaFe,Se; (Ref. [11])
crystal structures.

Atom Site X ¥ Z
BaFe2S3

Ba (4c) 0.50[0.50] 0.1859[0.1817] 0.25[0.25]
Fe (8e) 0.3464 [0.3553] 0.50 [0.50] 0.00 [0.00]
S1 (4c) 0.50[0.50] 0.6147 [0.6051] 0.25[0.25]
S2 (8g) 0.2074 [0.2108] 0.3768 [0.3945] 0.25[0.25]
BaFe,Se;

Ba (4c) 0.186 [0.175] 0.25[0.25] 0.518 [0.513]
Fe (8d) 0.493 [0.490] 0.002 [—-0.001] 0.353 [0.358]
Sel (4c) 0.355[0.366] 0.25[0.25] 0.233[0.230]
Se2 (4c) 0.630[0.613] 0.25[0.25] 0.491 [0.485]
Se3 (4c) 0.402[0.415] 0.25 [0.25] 0.818 [0.809]

064303-2



LATTICE DYNAMICS OF BaFe, X53(X =S, Se) ...

PHYSICAL REVIEW B 91, 064303 (2015)

TABLE II. Calculated and experimentally observed values of Raman active phonon mode energies (in cm™") of BaFe,S; single crystal.

Calculation Experiment Calculation Experiment
Symmetry relax. (unrelax.) 300 K 100 K Activity Symmetry relax. (unrelax.) 300 K 100 K Activity
Ai, 42.3 (51.2) 39 (xx,yy,22) Bfg 16.7 (63) (xy)
Az 154.2 (156) 157 (xx,yy,2z) Blzg 55.1(81.8) 44 48 (xy)
Az, 201.9 (167.4) 152 165 (xx,yy,22) Bfg 138.8 (153.1) 127 133 (xy)
Ag 366.9 (294.8) 295 301 (xx,yy,z2) Bf‘g 243.5 (221.9) 203 214 (xy)
Ag 385.8(307.1) 365 372 (xx,yy,2z) Bfg 337.8 (241.6) 332(?) (xy)
B?g 400.2 (330) 374 381 (xy)
leg 107.8 (113.7) 107 109 (x2) B3]g 55.1(66.8) (vz)
Bzzg 224.1 (180.8) 181 193 (x2) B32g 201.1 (171.1) 181 193 (z)
ng 347.8 (283.6) (xz) B33g 311.2 (308.7) 297 307 (z)
B;‘g 369.3 (351.7) (v2)

energies in the spin-polarized case. However, having now
48 atoms in the unit cell, this calculation turned out to
be computationally too demanding. Furthermore, we do not
believe that such a calculations would gives us in this case
important new insights since the number of phonon modes
becomes 2 x 72 — 1 = 143 (one mode is degenerate), and it is
not likely that small splitting of the modes could be compared
with the experiments. Also, the phonon frequencies are not
particularly sensitive on the precise form of the density of
states near the Fermi level (or gap opening) if the overall
spectral function remains similar. Therefore, we believe that
the usage of the nonmagnetic DFT is a reasonable method for
identification of vibrational modes and comparison with the
experimental data.

III. RESULTS AND DISCUSSION

A. BaFe,S;

The BaFe,S; crystal symmetry is orthorhombic, space
group Cmcm and Z = 4 [7]. The site symmetries of atoms
in Cmcm space group are C;, (Ba, S1), C5(Fe), and C;” (S2).
Factor group analysis yields

(C3,):T = Ag + Big + Bsg + Bi, + Boy + By,
(C3):T = Ag + 2By, + 2By, + Bsg
+ Au + 2Blu + ZBZU + BSu~
(CY):T =2A, + 2By + Byg + B3, + A,
+ By + 2Boy + 2B
Summarizing these representations and subtracting the acous-
tic (B, + By, + B3,) and silent (2A,) modes, we obtained the

following irreducible representations of BaFe,S; vibrational
modes:

ical
Tonres, = SAg(xx,y,22) 4+ 6B14(xy) + 3Ba,(x2)

+4B3(y2) + 4B (E || 2) + 5B (E || y)
+4Bs3,(E || x).

Thus 18 Raman and 13 infrared active modes are expected to be
observed in the BaFe,S; infrared and Raman spectra. Because

our BaFe,S; single-crystal samples have (110) orientation,
we were able to observe all symmetry modes in the Raman
scattering experiment.

The polarized Raman spectra of BaFe,S;3, measured from
the (110) plane at 100 K, are given in Fig. 2. Five A, symmetry
modes at about 39, 157, 165, 301, and 373 cm~! (100 K) are
clearly observed for the x'(zz)x’ polarization configuration
(x" =[110], y’ = [110], z = [001]). For parallel polarization
along the y’ axis, the A, and B;, symmetry modes may be
observed. By comparison (y’y’) with (zz) polarized spectrum
we assigned the modes at 48, 133, 214, 332, and 381 cm™!
as the By, ones. The intensity of the 332 cm~! mode is at a
level of noise. Because of that, assignment of this mode as B} <
should be taken as tentative.

For the x’(y'z)x’ polarization configuration both the By,
and the B3, symmetry modes can be observed. Because we
cannot distinguish the B,, and Bz, by selection rules from
the (110) plane, the assignment of these modes was done with
help of the lattice dynamics calculation; see Table II. Features
between 40 and 100 cm™! come after subtracting of nitrogen

T T
T=100 K

Intensity (arb. units)

50 100 150 200 250 300 350 400
Wavenumber (cm™)

FIG. 2. (Color online) The polarized Raman scattering spectra
of BaFe,S; single crystal measured at 100 K. Insets are the normal
modes of the A}, A3, A}, and B, vibrations. x" = [110], y’ = [110],
and z = [001].

064303-3



Z. V. POPOVIC et al.

304 + TT424
< 302} 20
5 300 A
= 300 16"
S 208l S
2 1125
E 206 2
2 18 =
% 204} L =
= 292f 1 ! ! ! ! ! N s s s s s

0 50 100 150 200 250 300 0 50 100 150 200 250 300

16
. —— 196 —— ——

—~ 216 B TI _ B 116
5 112 102 *
< 212t T ) v {12°g
8 s 23 188 e
£ 208} 1° =€ T 8 s
g =5 =
[ L
z 204} .:? 14 T 28 14 T
= > ey 2Ny ey

0 50 100 150 200 250 300 0 50 100 150 200 250 300

Temperature (K) Temperature (K)

FIG. 3. (Color online) Experimental values (symbols) and calcu-
lated temperature dependence (solid lines) of the BaFe,S; Raman
mode energies and broadenings. Insets represent the normal modes

of the A3, A3, B, and B;, vibrations.

vibration modes. Bump at about 160 cm™" is a leakage of A3
and A; modes from parallel polarization.

The normal modes of some of Ag, By, and B3, vibrations,
obtained by the lattice dynamics calculations, are given as
insets in Figs. 2 and 3. According to these representations
the lowest energy A}, mode (39 cm™') originates from the
Ba atom vibrations along the y axis, and the Az, mode

(157 cm™!) represents dominantly S atom vibrations, which
tend to elongate [Fe,S3]?>~ chains along the y axis. The
A; mode originates from both the sulfur and the iron atom
vibrations, which tend to stretch ladders along the x axis. The
Ag mode (Fig. 3) is sulfur atoms breathing vibrations, and the
Az, symmetry mode represents the S and Fe atom vibrations
with the opposite tendency. The Fe atoms vibrate in opposite
directions along the x axis, elongating the ladder, together with
S atom vibrations, which tend to compress ladder structure.

Temperature dependence of the A§, A3, By, and B3, mode
energy and linewidth are given in Fig. 3.

In general, temperature dependance of Raman mode energy
can be described with [19]

o(T) = wo + A(T), (1

where g is temperature-independent contribution to the
energy of the phonon mode, whereas A(7") can be decomposed
in

A(T) =AY + A% ()

The first term in Eq. (2) represents change of phonon energy
due to the thermal expansion of the crystal lattice, and is given
by [20]

A3)

where y is the Griineisen parameter of a given mode.

The second term in Eq. (2) is a contribution to the Raman
mode energy from phonon-phonon scattering. By taking into
account only three-phonon processes,

4 ph-ph ) . (4)

A _ _ _
A - C(l + ehwo/ZkBT _ 1
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TABLE III. The best fit parameters of BaFe,S; and BaFe,Ses.

Mode symmetry wo(ecm™) y To(em™) A
BaFe,S;

A4 303.702)  3.7Q2) 2.92) 2.8(5)
A3 3746(2)  2.6(2) 33(2) 1.93)
B}, 216502)  48(2) 2.03) 0.93)
B2, 1953(1)  5.2(2) 2.003) 1.0(1)
BaFe,Se;

A 2000(1)  1.6(2) 23(1) 0.4(1)
A 272.6(2)  14(1) 2.3(1) 0.6(1)
Al 288.13)  1.8(2) 5.2(1) 0.3(1)
Al 297.1(4)  14Q2) 5.6(2) 0.4(1)

C and Appph are the anharmonic constant and phonon-phonon
interaction constant, respectively.

Temperature dependence of Raman mode linewidth is
caused only by phonon anharmonicity:

2)‘-ph—ph
r = FO(l + et 1) )

where I'y is the anharmonic constant.

Parameter C is connected with wy and I'y via relation [19]
2
= ZF—O (6)
wo
wp and I’y can be determined by extrapolation of the cor-
responding experimental data to 0 K. With these parameters
known, we can fit the phonon mode linewidth, using Eq. (5), to
obtain App.pn. Then, by determining parameter C via Eq. (6),
Raman mode energy can be properly fitted, with y as the
only unknown parameter. Using data from Ref. [12] for
the temperature change of the lattice constants of BaFe,Ses
one can perform the corresponding analysis of the Raman

mode energies’ temperature dependance.

The best-fit parameters are collected in Table III. Because
the I'y is very small in comparison to wy, for all modes of both
compounds (Table III), according to Eq. (6) the C anharmonic
parameter becomes very small. Thus, contribution to the
Raman mode energy from the phonon-phonon interaction
can be neglected. In fact, a change of Raman mode energy
with temperature is properly described only with the thermal
expansion term A", Eq. (3).

The most intriguing finding in Fig. 3 is a dramatic change
of slope of the A;‘, mode linewidth (energy) temperature
dependence at about 275 K. Because a hump in the inverse
molar magnetic susceptibility [8] and a change of slope of
the electrical resistivity [21] temperature dependence are
observed in BaFe,S; at about the same temperature we
concluded that the deviation from anharmonic behavior for Ag
mode could be related to spin and charge. In fact, many of iron-
based spin-ladder materials have the 3D-antiferromagnetic
phase transition at about 260 K. We believe that in the case
of BaFe,S; the antiferromagnetic ordering of spins within the
ladder legs changes from short-range to the long-range state,
without 3D antiferromagnetic spin ordering (the Néel state)
of the whole crystal. This transition is followed with change

064303-4



LATTICE DYNAMICS OF BaFe, X53(X =S, Se) ...

&S

AlA]

Intensity (arb. units)

50 100 150 200 250 300 350
Raman shift (cm™)

FIG. 4. (Color online) The x(yy)x, x(zz)x, and x(yz)x polarized
Raman scattering spectra of BaFe,Se; single crystals measured at
room temperature and at 20 K. Vertical bars are calculated values of
the A, and the B;, symmetry Raman active vibrations.

of the electronic structure, which could explain the abrupt
increase of the resistivity at this temperature [21]. A lack of
the BaFe,S; low-temperature crystallographic and transport
properties measurements did not allow a more detailed study of
a possible origin of the phonon energy and linewidth deviation
from the anharmonic picture at about 275 K.

B. BaFe,Se;

The BaFe,Se; unit cell consists of four formula units
comprising of 24 atoms. The site symmetries of atoms in

PHYSICAL REVIEW B 91, 064303 (2015)

Pnma space group are C;* (Ba, Sel, Se2, Se3) and C; (Fe).
Factor group analysis yields

(C*):T =2A, + 1By + 2By, + 1Bs,
+Au +2Blu + 1B2u +2BSM’
(Cl)l I' = 3Ag + 3318 -+ 3Bzg + 3B3g
+3B1u + 33214 + 3B3u

Summarizing these representations and subtracting the acous-
tic (B, + By, + Bs,)andsilent (4A,) modes, we obtained the
following irreducible representations of BaFe,Ses vibrational
modes:

Ttese, = 11A, + 7By + 1By, + 7Bs,

+11By, + 7By + 11B3,

Thus 36 Raman and 29 infrared active modes are expected
to be observed in the BaFe,Ses vibrational spectra. Because
the BaFe,Se; single crystals have the (100) orientation (the
crystallographic a axis is perpendicular to the plane of the
single crystal), we were able to access only the A, and the B,
symmetry modes in the Raman scattering experiment.

The polarized Raman spectra of BaFe,Se;, measured from
(100) plane at room temperature and 20 K, for the parallel
and crossed polarization configurations, are given in Fig. 4.
The spectra measured for parallel polarization configurations
consist of the A, symmetry modes. Six modes at about 108,
143.5, 200, 272, 288.7, and 296.5 cm™' (20 K) are clearly
observed for the x(yy)x polarization configuration and three
additional modes are observed at about 63.4, 89, and 115 cm™!
for the x(zz)x polarization configuration. For the x(yz)x
polarization configuration, three Raman active B3, symmetry

TABLE IV. Calculated and experimentally observed values of Raman active phonon mode energies (in cm™") of BaFe,Se; single crystal.

Experiment Experiment
Symmetry Calc. 300 K 20K Activity Symmetry Calc. 300 K 20K Activity
A} 26.5 (xx,yy,22) B,, 25.8 (x2)
AL 37.5 (xx,yy,22) B3, 48.0 (x2)
Ag 483 59 63.4 (xx,yy,22) Bfg 68.7 (x2)
A} 88.6 88 89 (xx,yy,22) B3, 88.8 (x2)
Ag 103.0 104.3 108 (xx,yy,z2) Bfg 100.4 (x2)
Ag 132.4 111 115 (xx,yy,z2) Bzég 138.2 (x2)
Al 142.0 137 143 (xx,yy.22) B], 144.5 (x2)
Ag 220.4 195.6 200 (xx,yy,z2) Bzgg 212.9 (x2)
Az 258.8 267 272 (xx,yy,z2) Bzgg 261.7 (x2)
A} 305.2 280 288.7 (xx,yy,22) By; 303.9 (x2)
Aé‘ 320.2 290 296.5 (xx,yy,z2) BZI; 321.5 (x2)
Bl, 56.4 (xy) B, 56.4 (v2)
Bfg 72.8 (xy) B32g 76.7 vz)
B}, 126.2 (xy) B}, 126.4 (yz)
B{‘g 191.4 (xy) B;‘g 190.2 177 183.8 (y2)
Bfg 210.5 (xy) Bfg 214.9 198 (y2)
BS, 267.1 (xy) BS, 268.8 222.8 228 (v2)
B], 285.2 (xy) B], 285.7 (yz)
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FIG. 5. (Color online) The polarized Raman spectra of BaFe,Se;
single crystals measured at various temperatures. (a) x(yy)x polar-
ization configuration; (b) x(yyz)x polarization configuration.

modes at 183.8, 198, and 228 cm~' (20 K) are observed.
Vertical bars in Fig. 4 denote the calculated energies of the A,
and B3, symmetry modes, which are in rather good agreement
with experimentally observed ones. The results of the lattice
dynamics calculations, together with the experimental data,
are summarized in Table IV.

According to the lattice dynamics calculations the lowest
energy A i, mode is dominated by Ba atom vibrations along the
(101) directions and the Af, mode represents vibrations of Fe
and Se atoms which tend to rotate [Fe,Se3]>~ chains around
of'the b axis. The Az mode involves all atom vibrations, which
tend to stretch crystal structure along the (101) directions,
whereas the A% mode originates from Se atom vibrations along
the ¢ axis and the Fe atom vibrations along the (101) directions.
The Ag mode represents vibration of Fe and Se atoms, which
leads to [Fe,Se3]>~ -chain compression along the ¢ axis. The
Ag mode originates from Se and Fe atom vibrations which
stretch [Fe,Se3]*~ chains along the ¢ axis. Finally, the A’
mode originates from Fe atom vibrations toward each other
along the chain direction together with vibrations of the Se
atoms along the ¢ axis. The normal coordinates of the A%,
A3, A}, and A}! modes are given as insets in Fig. 6. As can
be seen from Fig. 6 the Ag mode originates dominantly from
Se atom stretching vibrations, whereas the AZ,, A;O, and A;,l
modes represent vibrations of both the Se and Fe atoms. In fact,
the Ag mode represents mostly Se atom vibrations along the ¢
axis, and the A!® mode consists of Fe and Se vibrations along
the ¢ axis, which tend to elongate ladder structure along the b
axis. Finally, the A;l mode represents the Fe atom vibrations
toward each other along the chain axis, together with Se atom
vibrations perpendicular to the chain direction.

By lowering the temperature, the lattice parameters of
BaFe,Se; decrease continuously without the crystal symmetry
change around the magnetic ordering temperature [11,12]
Ty = 255 K. Consequently we should expect the Raman
mode hardening, without any abrupt change. Contrary to

PHYSICAL REVIEW B 91, 064303 (2015)
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FIG. 6. (Color online) Experimental values (symbols) and calcu-
lated temperature dependence (solid lines) of BaFe,Se; Raman mode
energies. The best-fit parameters, for the temperature range below
Ty, are given in Table III. Insets represent normal modes of the AZ,
Ag, A;O, and A} vibrations.

expectations, the A, and B3, modes (see Figs. 5, 6, and 7)
sharply increase their energies below the phase transition
temperature Ty, as shown in details in Fig. 6. Because a
significant local lattice distortion (Fe atom displacement along

BT T T
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FIG. 7. (Color online) Linewidth vs temperature dependence of
(a) Af and A" modes and (b) A} and A,' modes of BaFe;Se;.
Solid lines are calculated using Eq. (5). The best-fit parameters for a
temperature range below Ty are given in Table III.
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the b axis is as large as approximately 0.001 nm) [11,12]
exists, driven by the magnetic order, we concluded that spin-
phonon (magnetoelastic) coupling is responsible for Raman
mode energy and linewith change in the antiferromagnetic
phase. In fact, the existence of local displacements in the
Fe atoms at Ty have a significant impact on the electronic
structure due to rearrangement of electrons near the Fermi
level [11] and consequently the change in the phonon energy
and broadening. Raman mode linewidth change at about Ty
is clearly observed as deviation from the usual anharmonicity
temperature dependence (solid lines in Fig. 7) for all modes
presented in Fig. 6.

IV. CONCLUSION

We have measured the polarized Raman scattering spectra
of the BaFe,S; and BaFe,Se; single crystals in a temperature
range between 20 and 400 K. Almost all Raman-active
modes predicted by factor-group analysis to be observed
from the cleavage planes of BaFe,S; (110) and BaFe;Ses
(100) single crystals are experimentally detected and assigned.

PHYSICAL REVIEW B 91, 064303 (2015)

Energies of these modes are in rather good agreement with the
lattice dynamics calculations. The BaFe;Se; Raman modes
linewidth and energy change substantially at temperatures
below Ty =255 K, where this compound becomes antifer-
romagneticaly long-range ordered.
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We report first-principles calculations of the lattice dynamics of KNi, Se, together with Raman scattering study.
We have observed three out of four Raman-active modes predicted by factor group analysis. Calculated phonon
frequencies are in good agreement with experimental findings. Contrary to its iron counterpart (K,Fe,_,Se,),

Ko.95Nij g6Se, does not show vacancy ordering.
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I. INTRODUCTION

The discovery of superconductivity in the iron materials
has aroused great interest among researches to study the
physical properties of these materials which are dominated
by the layers of Fe atoms surrounded by the elements of
pnictogen (As, P) or the chalcogen group (Se, Te).'™ The
recently discovered superconductivity in the alkali-doped iron
selenide layered compounds with 7, ~ 33 K brings forth
some unique characteristics that are absent in the other iron-
based superconductors.® These include the presence of the
iron vacancies and their ordering, the antiferromagnetically
ordered insulating phases, and a very high Néel transition
temperature.”'!

Nickel pnictides have recently attracted a lot of attention,'
despite the low critical superconducting temperature, much
lower than in iron-based pnictides. The cause of such sig-
nificant distinction in 7, value is not clear. It could be the
consequence of the different superconducting mechanisms,
or different values of the material parameters responsible for
superconductivity. Typically, these materials display a very
rich phase diagram including phases with magnetic ordering,
or heavy-fermion phase, which is typically accompanied by a
superconducting phase at low temperatures. KNi,Se, shows a
putative local charge density wave (LCDW) state which per-
sists up to 300 K, followed by the magnetic-field-independent
heavy-fermion phase below 40 K and a superconducting
phase below T, = 0.8 K.'? The superconducting phase is very
sensitive to stoichiometry.!> Even a small deficiency of K and
Ni atoms leads to the absence of superconducting phase down
to 0.3 K. Therefore, in order to understand the low-temperature
transport and thermodynamic properties of this material, a full
knowledge of the lattice dynamics is necessary. To the best
of our knowledge phonon properties of this compound are
unknown.

In this paper we address the lattice dynamics of KNi,Se,.
The first-principles lattice dynamics calculations were per-
formed within density functional perturbation theory'# (DFPT)
using the QUANTUM ESPRESSO' package. The polarized
Raman scattering measurements were performed in a wide
temperature range. Three out of four Raman-active modes
predicted by the symmetry considerations are observed and
assigned.
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II. EXPERIMENT AND NUMERICAL CALCULATIONS

Single-crystal growth and characterization of the
Ko.95Ni; gsSe, samples were described in a previous report.'3
Raman scattering measurements were performed on freshly
cleaved samples using JY T64000 and TriVista 557 Raman
systems in backscattering micro-Raman configuration. The
514.5 nm line of a mixed Art/Kr"™ gas laser was used as an
excitation source. The corresponding excitation power density
was less than 0.2 kW/cm?. Low-temperature measurements
were performed using the KONTI CryoVac continuous flow
cryostat with 0.5 mm thick window. Measurements in the
optical phonon region of Ko .9sNi; gsSe; (30350 cm™') were
performed using the 1800/1800/1800 grooves/mm gratings
configuration of the JY T64000 system and the 900/900/2400
grooves/mm  gratings configuration of the TriVista
557 system.

We have performed calculations of the lattice dynamics
of the KNi,Se, within the DFPT'* using the QUANTUM
ESPRESSO'® package. KNi,Se, crystallizes in the tetragonal
ThCr, Si,-type of crystal structure [ 14/ mmm space group with
the unit cell parameters a = 3.9089(8) &, ¢ = 13.4141(5) A&,
7 = 0.35429(2)].'>'3 Potassium atoms are at 2a : (0,0,0), Ni
atoms at 4d : (0,%,}—‘), and Se atoms at 4e : (0,0,z) Wyckoff
positions. In our calculations we have used the ultrasoft
projector augmented wave (PAW) pseudopotentials calculated
with the Perdew-Burke-Ernzerhof (PBE) exchange-correlation
functional and nonlinear core correction. We carried out the
relaxation of the structural parameters until all forces acting
on the individual atom in the unit cell became smaller than
5 x 107% Ry/a.u. and all the stresses to the unit cell were
smaller than 0.01 kbar. The relaxed structural parameters are
a =3.9490 &, ¢ = 13.0552 &, 7 = 0.35250, and they are in
good agreement (within a few percent) with the experimentally
measured values. The electronic calculations are performed
on a 16 x 16 x 16 Monkhorst-Pack k-space mesh, with a
kinetic-energy cutoff of 41 Ry, a charge-density cutoff of
236 Ry, and a Gaussian smearing of 0.005. The obtained
I"-point phonon energies are listed in Table I. The normal
modes of all four Raman-active phonons are shown in Fig. 1.
As can be seen from Fig. 1 the A, (B1,) mode represents the
vibrations of the Se (Ni) ions along the c axis, whereas the E,

©2013 American Physical Society
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TABLE 1. Top panel gives the types of atoms together with their Wyckoff positions and each site’s contribution to the I"-point phonons, as
well as Raman tensors, phonon activities, and selection rules for KNi,Se, (14/mmm space group). Lower panel of the table lists experimental
(at room temperature) and calculated phonon mode frequencies and their activity.

Atoms Wyckoff position Irreducible representations
K 2a Ay +E,
Ni 4d Ay + B, +E, +E,
Se 4e Ao +Ay+E,+E,
Raman tensors

a 0 0 c 0 0 0 0 e 0 0 0
Ry,=10 a 0 Rp,=[0 —c 0 Re,=10 0 0 Re,=10 0 f

0 0 b 0 0 0 e 0 0 f 0

Activity and selection rules
1—‘Raman = Alg(a.x.x+)')'7azz) + Blg(axx—yy) + 2Eg(05x7 vayz)
Cinfrared = 2A2,(E || 2) + 2E,(E || x,E | y)
Cacoustic = Au + E,

Symmetry Activity Experiment (cm™") Calculations (cm™') Main atomic displacements
Ay, Raman 179 189.4 Se(z)
B, Raman 134 133.8 Ni(z)
E, Raman 63 354 Ni(xy), Se(xy)
E§ Raman (201) 203.9 Ni(xy), Se(xy)
Al, IR 116.4 K(2), Se(—z)
A3, IR 220.8 Ni(z), K(—z)
E! IR 105.1 K(xy)
E? IR 208.3 Ni(xy), Se(—xy)

N~

/Se\
B
p4
X \
E,

9

E

9

19

FIG. 1. (Color online) Displacement patterns of the Raman-active

vibrational modes of KNi,Se,.

modes involve the vibration of both Ni and Se ions within the
ab plane.

III. RESULTS AND DISCUSSION

Symmetry considerations predict four Raman-active
phonons: Ay,, Bi,, and 2E, (Table I) for KNi,Se,. However,
ordering of the vacancies may reduce the symmetry to /4/m.
This results in an increase of the number of Raman-active
modes as was shown for K.Fe, ,Se;! and K,Fe;_,S,."”
Figure 2 shows room temperature polarized Raman scattering
spectra of Ko 9s5Nij g¢Se, single crystals. Only three Raman-
active modes are observed in the Raman spectra for different
sample orientations. This finding supports the high symmetry
(14/mmm space group) of the K¢ 9sNi; g¢Se, structure without
the Ni vacancy ordering as opposed to the K, Fe,_,Se; case. 16

According to the selection rules, the Raman scattering
spectra measured from the ab plane of the sample may contain
only A, and Bj, modes. The A;, mode can be observed for
any orientation of the incident light polarization e; provided
that the scattered light polarization e is parallel to it (e; || €;)
and will vanish in any crossed polarization configuration
(e; L ;). On the other hand, the intensity of the Bj, mode
strongly depends on the sample orientation [Ip (©) ~
Ic]? cos*(® + 28) where © = /(e;,e,) and B = /(e;,x)].'°
When the sample is oriented so that e; || x [see Fig. 2(a)], one
can expect the appearance of both the A;, and B, modes in
the parallel and their absence for a cross polarization. In order
to separate the A;, from the Bj, symmetry mode, incident
light polarization should be parallel to the x' = 1/+/2[110]
axis of the crystal [see Fig. 2(b)]. The Raman mode at
about 179 cm~! has been observed in the parallel, but not in
the cross polarization configuration, and consequently it is
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FIG. 2. (Color online) Raman scattering spectra of Ko ¢5Ni; g¢Se,
single crystals measured at room temperature using the JY T64000
Raman system in various scattering configurations (x = [100], y =

[010], X' = 1/+/2[110],y' = 1/+/2[110], z = [001]).

assigned as the A}, mode. The mode at about 134 cm~! has
been observed in the cross but not in the parallel polarization
configuration and consequently is assigned as the B;, mode.

Observation of the E, symmetry modes, in the case of
the tetragonal crystal symmetry, requires performing mea-
surements in the ac plane of the sample. According to the
selection rules, for the parallel polarization configuration with
e; || zthe A;, mode appearance is the only one to be expected,
whereas both the A;, and B;, modes are expected to be
observable in the case of e; || x [see Fig. 2(c)]. In the cross
polarization configuration only the £, modes can be observed.
Consequently, the mode at around 63 cm~! [see Fig. 2(c)]
has been assigned as the E ; symmetry one. In addition, a
weak peak-like feature has been observed at around 201 cm™!
[denoted by the asterisk in Fig. 2(c)]. However, assignment
of this feature cannot be unambiguously performed because
of the extremely low intensity, although it falls in the region
where the appearance of the £ § mode is expected (see Table I).
The frequencies of the observed modes are in good agreement
with our calculations (see Table I).
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FIG. 3. (Color online) (a) Temperature-dependent unpolarized
Raman scattering spectra of the K9sNi; g¢Se, single crystals mea-
sured from the ab plane of the sample using the TriVista 557
Raman system. (b) Energy and linewidth of A,, and B;, modes
as a function of temperature. Solid lines show the expected behavior
due to anharmonic phonon decay (see the text).

Figure 3(a) shows unpolarized Raman spectra of the
Ko.95Nij g¢Se, single crystal, measured from the ab plane of
the sample at various temperatures. No observable change
has been observed in the spectra near the local CDW to
heavy-fermion transition temperature (7' ~ 40 K). The A,
and Bj, symmetry mode energies and full width at half
maximum (FWHM) temperature dependance are presented
in Fig. 3(b).

Temperature dependance of the phonon mode energy, Q(7'),
and linewidth, I'(T"), are usually governed by phonon-phonon
interaction (anharmonic effects). For simplicity we assume a
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symmetric decay of the low-lying optical phonon into two
acoustic phonons:'®

Q(T):QO—C<1+ 2 > (1
er —1

r(T)=r0+A<1+exL_1>, (2

where € is the Raman mode energy, A and C are the
anharmonic constants, and x = hQy/2kgT. In the case of
semiconducting and insulating materials, A is usually the only
parameter needed for describing the temperature dependence
of the linewidth. Phonons may also couple with other elemen-
tary excitations i.e., electrons, in which case an additional
term [y must be included. The I'y term also includes the
contributions from scattering on defects.

Red lines in Fig. 3(b) represent calculated spectra by using
Egs. (1) and (2). Although there is a good agreement with
the experimental data, the large value of the I'y parameter,
especially for the B, phonon, together with the clear asym-
metry of this mode, points out the possible contribution from
the interaction of the phonons with some other excitations
(i.e., electrons).'” However, a clear nonstoichiometry of the
studied single crystals indicates that the origin of the increased
width and asymmetry of the B;, mode is more likely due to
disorder that breaks the conservation of the momentum during
the Raman scattering process enabling contributions of finite
wave vector phonons to the Raman spectra.

PHYSICAL REVIEW B 87, 144305 (2013)

IV. CONCLUSION

We have performed the Raman scattering study and the
lattice dynamics calculations of KNiySe,. By analyzing
polarized Raman scattering spectra of Ky ¢sNij g¢Se, single
crystals, we have identified three out of four Raman-active
modes predicted by the factor group analysis. Frequencies of
these modes are in good agreement with the lattice dynamics
results. Contrary to its counterpart K, Fe,_,Se;, Ko.95Nij g6Se»
did not show Ni vacancy ordering. Temperature-dependent
study revealed no significant changes in the Raman spectra
near the local CDW to the heavy-fermion-phase transition
temperature.
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Finite-temperature crossover and the quantum Widom line near the Mott transition
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The experimentally established phase diagram of the half-filled Hubbard model features the existence of three
distinct finite-temperature regimes, separated by extended crossover regions. A number of crossover lines can
be defined to span those regions, which we explore in quantitative detail within the framework of dynamical
mean-field theory. Most significantly, the high-temperature crossover between the bad metal and Mott-insulator
regimes displays a number of phenomena marking the gradual development of the Mott insulating state. We
discuss the quantum critical scaling behavior found in this regime, and propose methods to facilitate its possible
experimental observation. We also introduce the concept of quantum Widom lines and present a detailed discussion
that highlights its physical meaning when used in the context of quantum-phase transitions.

DOI: 10.1103/PhysRevB.88.075143

I. INTRODUCTION

Strongly correlated materials exhibit a variety of phases
whose properties often lack a complete microscopic
understanding.! The most interesting new aspect of this class
of materials is a possibility to tune the system through
two or more different ground states separated by quantum
critical points (QCPs).?2 Such QCPs are often difficult to
directly approach and investigate, not only because they reside
at T =0, but also because various additional instabilities
and orders emerge in their immediate vicinity. Nevertheless,
understanding them is of chief importance, because they often
control rather extended finite-temperature quantum critical
regions displaying universal properties and featuring scaling
behavior of all quantities.

Quantum critical points have been experimentally iden-
tified and studied in several classes of physical systems,
ranging from heavy fermion metals®* to conventional® and
even high-temperature superconductors.® In most of these,
however, the QCP is obtained when quantum fluctuations
become sufficiently strong to suppress an appropriate ordering
temperature—for magnetic, structural, or superconducting
order—down to 7 = 0. When this happens, then concepts
familiar from the very successful theory of classical crit-
ical phenomena can be utilized and naturally extended to
a quantum regime.> Indeed, most conventional theoretical
approaches follow the Landau theory paradigm’ and examine
the impact of thermal and quantum fluctuations of appropriate
order parameters, as describing the corresponding patterns of
spontaneous symmetry breaking.

Should most exotic phenomena, then, be regarded as
manifestations of some form of (static or fluctuating) order, as
Slater speculated even in the 1930°s,® or should fundamentally
different classes of quantum-phase transitions exist? The first
viewpoint was at the origin of the Hertz (weak coupling)
approach®!? to quantum criticality, which, despite its formal
elegance, resulted in only modest successes. The latter,
however, was at the core of pioneering ideas of Mott!!
and Anderson,'? who provided a complementary perspective.
According to their views, strong electronic correlations are
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able destroy the metallic state even in the absence of any
ordering, leading to the formation of the Mott insulating
state. The existence of broad classes of Mott insulators is,
of course, beyond the doubt at this time. And while most order
antiferromagnetically at low temperature, they indeed remain
robustly insulating (gaps often in the electron volt range) even
well above the corresponding Néel temperature.'3~13

The nature of the phase transition between the metallic and
the insulating phase—the Mott transition—has, in contrast,
remained highly controversial and subject to much debate.
Because the two phases share the same symmetries, the clear
distinction between them is apparent only at 7 = 0. Should a
direct and continuous transition between a paramagnetic metal
and a paramagnetic Mott insulator exist at 7 = 0, it would
represent the most obvious example of a QCP outside the
Landau paradigm, unrelated to any mechanism of spontaneous
symmetry breaking. Unfortunately, in most familiar situations,
the Mott metal-insulator transition is also accompanied by
simultaneous magnetic, charge, structural, or orbital ordering,
considerably complicating the situation and fogging the issues,
both from the theoretical and the experimental perspective.

Still, it is a well established experimental fact that in all
known cases, the characteristic temperature scale 7., below
which many of such “intervening” phases are found, is quite
small, as compared to both basic competing energy scales:
the Fermi energy Er measuring the quantum fluctuations,
and the Coulomb repulsion U that opposes the electron
motion. As a result, a very sharp crossover between metallic
and insulating behavior is observed even at T > T,, for all
physical quantities. The key issue thus remains: What is the
main physical mechanism controlling this finite-temperature
metal-insulator crossover? Should it be viewed as a quantum
critical regime dominated by appropriate order-parameter
fluctuations, or is it, as postulated by Mott and Anderson,
a dynamical phenomenon not directly related to any ordering
tendency.

To clearly and precisely address this question, one must (1)
suppress all ordering tendencies, at least in the relevant tem-
perature range, and (2) understand and describe the remaining
physical processes controlling the resulting finite-temperature
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crossovers, and the corresponding quantum critical region, if
one exists. From the theoretical point of view, this ambitious
goal is generally very difficult to achieve, at least for realistic
model systems. The task is hard, because standard perturbative
approaches, which are so well suited to describe Fermi-surface
instabilities and the associated competing orders, are quite
incapable in describing the Mott physics. The situation, how-
ever, improved with the development of dynamical mean-field
theory (DMFT) method,'® which capitalizes on performing a
local approximation for appropriate self-energies and vertex
functions, yet which provides a completely nonperturbative
description of strong correlation effects. Its physical content is
most clearly revealed by focusing at the “maximally frustrated
Hubbard model” (MFHM)'®!7 with long-range and frustrating
intersite hopping (see below), where the DMFT approximation
becomes exact.

The MFHM, because it is maximally frustrated, displays no
magnetic or any other kind of long-range order across its phase
diagram. It does display, however, a precisely defined Mott
metal-insulator transition at low temperature, precisely in the
fashion anticipated by the early ideas of Mott and Anderson.
It has been studied by many authors, ever since the beginning
of the DMFT era some 20 years ago,'® yet, surprisingly,
some of its basic features have remained ill understood
and even confusing. Most studies focused on characterizing
the low-temperature behavior, where a strongly correlated
Fermi liquid (FL) forms on the metallic side of the Mott
transition.'® At low temperatures, this FL phase is separated
from the Mott insulator by an intervening phase coexistence
region (see Fig. 1), and the associated first-order transition
line (FOTL) terminating at the critical end point (CEP) at
T = T.."° The behavior in the immediate vicinity of the CEP
has attracted much recent attention’>?! but, unsurprisingly (as
any other finite-temperature CEP), it display scaling behavior
of the standard classical liquid-gas (Ising) universality class."®
Indeed, several experiment reporting transport in this regime
have successfully been interpreted’” using these classical
models.
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FIG. 1. (Color online) Phase diagram of the half-filled maximally
frustrated Hubbard model. The background is an actual color map of
the resistivity obtained using the IPT impurity solver (see the text):
Blue, small resistivity; red, large resistivity.
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But what about the supercritical (T > T.) behavior? Its
rough features have been investigated by many authors,'®
who identified several regimes and complicated crossovers
connected to them, but no simple and plausible physical
picture has emerged. Most importantly, almost no one has
attempted to interpret the features of this high-temperature
regime in terms of ideas or concepts of quantum criticality.’
The complication, of course, comes from the presence of the
coexistence dome at T < T,, which confuses the issues, and,
at least at first glance, makes the situation seem incompatible
with the standard paradigm of quantum criticality.

Our very recent work,!” however, provided a new per-
spective. It made two key observations. (1) The characteristic
temperature scale of the coexistence dome 7, < Ep,U: The
physics associated with it should, at 7 > T, be little affected
by its presence, and thus behave just as if 7, & 0, and an
actual QCP would exist separating the two phases. (2) To
reveal the possible quantum critical scaling associated with
the proposed “hidden” QCP, one must follow a judiciously
chosen trajectory (sometimes called the “Widom line”?3%%),
as in almost any standard critical phenomenon. This work also
demonstrated!” remarkable scaling of the resistivity curves,
displaying all features expected of quantum criticality. The
resistivity around this line exhibits a characteristic “fan-
shaped” form, surprisingly similar to experimental findings
in several systems," 2212527 reflecting gradual crossover
from metallic to insulating transport. The scaling behavior
in this high-temperature crossover regime was thus argued
to encapsulate the universal features of finite-temperature
transport near the metal-insulator transition.

The work of Ref. 17 focused on behavior close to the
“instability line” and the associated quantum critical scaling
regime around it. It should be noted, however, that several
other finite-temperature crossover lines have been discussed
by other authors'®?*2830 to characterize the metal-insulator
region. The exact relationship between these different ideas
and approaches—for the same model—thus remained an
open and rather confusing issue that needs to be carefully
investigated and understood. This important task is the chief
subject of this paper, where we present a detailed and very
precise characterization of all the crossover regimes across the
entire phase diagram for the maximally frustrated Hubbard
model at half filling, within the paramagnetic solution of
dynamical mean-field theory. We carefully characterize the
relevant crossover lines employing all the various proposed
criteria used for their definitions. Two fundamentally distinct
crossover regions are identified: one referring to the thermal
destruction of long-lived quasiparticles and the other to
the gradual opening of the Mott gap. The instability line,
as previously determined from a thermodynamic analysis,'”
belongs to the latter region, and is found to lie very near to
the line of inflection points in the resistivity curves log p(U).
The scaling of resistivity curves found around both of these
lines is analyzed and discussed from the perspective of hidden
quantum criticality and its experimental observation. In the
end, we outline the generalized concept of the Widom lines,
and argue that they gain a new fundamental meaning in
the context of quantum-phase transitions, which opens an
avenue to put our results into a more general theoretical
framework.
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II. PHASE DIAGRAM
We consider a single band Hubbard model at half filling,

H=—t Z(C;(UCJ‘U +H.C.)+UZI’Z,'TI’Z[¢, (1)
(i,j)o i

n

where ¢, and c;, are the electron creation and annihilation

operators, n;, = cj(,cig, t is the nearest-neighbor hopping
amplitude, and U is the repulsion between two electrons on
the same site. We use a semicircular density of states, and the
corresponding half bandwidth D = 2r is set to be our energy
unit. We focus on the paramagnetic DMFT solution, which
is formally exact in the limit of large coordination number,
including the maximally frustrated Hubbard model.'®!” The
DMEFT provides a unique theoretical framework, as it works
well in the entire range of model parameters, thus treating
all the relevant phases and regimes on an equal footing. It
is, however, most reliable at high temperatures,“’34 when the
correlations are more local, and this is precisely the regime of
primary interest of this paper. To solve the DMFT equations
we utilize both the iterated perturbation theory'® (IPT) and
the numerically exact continuous time quantum Monte Carlo
(CTQMC).?>% The results obtained with these two methods
are found to be in very good agreement. In this section we
concentrate on IPT results, which cover the entire phase
diagram and do not suffer from numerical noise. Figures in
the rest of the paper are the QMC results.

The phase diagram in the U-T plane is shown in Fig. 1. The
DMEFT solution reproduces the three regimes found close to
the metal-insulator transition (MIT): Fermi liquid, bad metal,
and Mott insulator, in qualitative agreement with experiments
on various Mott systems.'® We begin their characterization by
first analyzing the behavior of the resistivity in the relevant
range of parameters.

The DMFT expression for the calculation of DC resistivity,
p = 1/o(w — 0), is given by'®

o =m0y / m dev?(e)D’(e) / m (— ﬂAz(a,w)), )

. dw

where  A(e,w) = —%Im G(e,w), v(e) = /(412 —£2)/3.
D°(e) = 51>v/4> —¢? is the noninteracting density of

states (DOS), and f is the Fermi function. The calculation
of resistivity from the IPT results is straightforward as this
method is defined on the real axis. To calculate the resistivity
from the QMC results, one first needs to perform the analytical
continuation, which we carry out using the maximum entropy
method.?’

Our quantitative IPT results are replotted in Fig. 2, where
the value of resistivity is color coded, with white stripes
separating the consecutive orders of magnitude between 1073
and 10'3. In this plot, as well as in the rest of the paper, the
resistivity is given in the units of p,, ., the maximal metallic
resistivity in the semiclassical Boltzmann theory, defined as
the resistivity of the system when the scattering length is
equal to one lattice spacing.’®3° At zero temperature, the
metallic resistivity vanishes, while the Mott insulator has an
infinite resistivity. With increasing temperature, the difference
between the two states becomes less and less pronounced.
(Between the spinodals, both metallic and insulating solutions
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FIG. 2. (Color online) Resistivity (in units of p,, ) calculated in
the entire U-T plane. The white stripes follow the lines of equal
resistivity and separate the orders of magnitude in the resistivity.
Spinodals are denoted with thick black lines, and the first-order phase
transition line is dashed.

are possible, but in this plot only the metallic resistivity
is shown.) In the intermediate correlation, U < U,, high-
temperature, 7 > T,, regime, the resistivity is comparable
or even larger than p,, , but it still (weakly) increases with
temperature, which is characteristic for the “bad metal” regime
observed in several Mott systems.®

It is remarkable how this way of presenting the data im-
mediately creates the familiar “fan-shape” structure, generally
expected for quantum criticality.” At high temperatures all the
white constant-resistivity stripes seem to converge almost to
the same point U ~ U,.. The perfect convergence, however,
is interrupted by the emergence of the coexistence done at
T < T, but such behavior is exactly what one expects for
“avoided quantum criticality,”*" consistent with the physical
picture proposed in Ref. 17.

Different regions of the phase diagram are also distin-
guished by the qualitatively different form for the temperature
dependence of the resistivity. To make this behavior even more
apparent, we follow a commonly used procedure to display
the data around QCPs, compute the logarithmic derivative of
resistivity with respect to the temperature, i.e., the “effective
exponent’40-4!

B(T,U) = dlog p(U,T)/d log T, 3)

which is presented in color-coded form in Fig. 3.

On the metallic side, at the lowest temperatures, one finds
a typical metallic dependence of the form p ~ T? and here
we have 8 = 2 (white). Far from the transition, this regime
survives up to relatively high temperatures, but eventually
the temperature dependence of the resistivity starts gradually
slowing down, displaying behavior sometimes described as
“marginal Fermi-liquid” transport (green, 8 ~ 1). Closer to
the transition, this is preceded by an increase in the effective
exponent (red), which is a reflection of the existence of the
critical end point in which 8 diverges (yellow). Very close to
the transition, a maximum of the resistivity is reached at some
temperature (pink) and the trend of the resistivity increase is
then reversed. On the other side of the phase diagram, deep in
the Mott insulator, one finds typical activation curves which
exhibit the exponential drop in the resistivity with increasing
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p<2

FIG. 3. (Color online) The effective resistivity exponent (8 =
dlogp/dlogT) calculated in the entire U-T plane illustrates the
different transport regimes (see the text).

temperature, due to the gap in the excitation spectrum (black
and purple). However, just above the coexistence dome, one
finds an intermediate regime, where the behavior is generally
insulating because the resistivity decreases with temperature,
but the gap is not yet fully open, and the temperature
dependence deviates from exponential (blue). This region is
sometimes referred to as the “bad insulator.”

III. CROSSOVER LINES

In the previous section we have characterized the different
regimes in the vicinity of the Mott MIT: Fermi liquid, bad
metal, and Mott insulator. However, apart from the coexistence
region, the properties of the system change continuously in
the entire phase diagram. The lines separating the different
regimes are thus a matter of convention and many definitions
can be found in literature proposing the criteria for their
distinction.

In Fig. 4 we present the lines corresponding to various
definitions of a crossover line between the Fermi-liquid and
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FIG. 4. (Color online) Various definitions for the crossover lines
between the Fermi liquid and the bad metal. The meaning of each
definition is illustrated on a smaller panel to the right. The results are
obtained with the QMC.
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the bad metal regimes. The definition of each line is illustrated
on a smaller panel on the right, where the corresponding
feature in the resistivity and other relevant quantities is marked
with the dots of the same color. The dark blue line (a) is
defined by p = 0.1p,,, and it roughly corresponds to the Fermi
coherence temperature Ty, (the temperature above which the
temperature dependence of resistivity is no longer quadratic).
The corresponding small panel (a) shows the resistivity as
a function of temperature, plotted for three different values
of U. The dotted horizontal line marks p = 0.1p,,,. The
arrow denotes the direction of increase of U. The light blue
line (b) corresponds to the inflection point of the resistivity,
d’p(w = 0)/dT? = 0, and the green line (c) is determined
as the inflection point of the spectral density at the Fermi
level with respect to the temperature, d*A(w = 0)/dT? = 0.
These are illustrated on smaller panels (b) and (c) where the
dc resistivity and A(w = 0) are plotted versus the temperature,
for three different values of U. The inflection points are
marked with the dots of color corresponding to the (b)
and (c) lines on the main panel. The additional two dotted
lines are (d) the quasiparticle weight at zero temperature
defined by Z =[1 —dIm 2(iw,)/dw,|w, 0]~ and () the
zero temperature local spin susceptibility x. Both quantities
are divided by 10 to fit in the temperature range of the plot
and to be more easily compared to the crossover lines. It is
evident that the coherence temperature is roughly proportional
to the quasiparticle weight at zero temperature, but with
the prefactor 0.1, Tg (U) ~ 0.1Z(U). As compared with the
doped Hubbard model,*>** Ty is higher but still distinct
from the temperature corresponding to p,,,, in agreement
with the experiments on organic materials.>>**> The quasi-
particle weight Z is weakly temperature dependent and the
Drude peak in the opticalal conductivity is still pronounced
for p < Py

In contrast with these lines, one can also define the lines
separating the bad metal from the (bad) Mott insulator. In
Fig. 5, we present several criteria for their definition. In
analogy to line (a) of Fig. 4, one can use the resistivity to
distinguish between the two regimes. The dark blue line (a)
plotted here connects the points where the resistivity is equal
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FIG. 5. (Color online) Various definitions for the crossover lines
between the bad metal and the Mott insulator. The meaning of each
definition is illustrated on a smaller panel to the right. The results are
obtained with the QMC.
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to the one found precisely at the critical end point, which we
estimate to be roughly 10p,, . The light blue line (b) marks
the inflection point of logarithmic resistivity as a function of
U [0%log p(U,T)/dU?* = 0]. It is a well pronounced feature
up to high temperatures, and it is a direct consequence of
the discontinuity across the FOTL at T < T,. These two are
illustrated on the small panel to the right, where log p(U)
is plotted at three different temperatures. The dark blue dots
are the intersections of these lines with the dotted, 10p,,,
line. The inflection points are marked with the light blue
dots, and are found at slightly lower values of U. Another
natural definition for the crossover is the 8 = 0 line (c), as
it marks the place where the trend of resistivity growth is
reversed. At its right-hand side, the resistivity decreases with
temperature, which is a sign of insulating behavior. This is
illustrated on the corresponding small panel, where log o(T)
is plotted for three different values of U and the maxima are
marked with the green dots. The double occupancy n, has an
obvious change in trend on crossing line (d). Here, the second
derivative 8%n,/9U? has a sharp maximum, and separates the
two distinct regimes of ny(U), both almost linear but with
different slopes. This is apparent on the small panel (d), where
double occupancy is plotted as a function of U at various
temperatures.

It is striking that these lines almost coincide, in sharp
contrast to what is seen in Fig. 4. Although the opening of
the gap is very gradual, it is possible to pinpoint the boundary
between the two regimes and actually divide the supercritical
part of the phase diagram into metallic and insulatinglike
regions. In the following section we present an overview of
the instability line, another definition for a metal-insulator
crossover line, and explain how it helps reveal a very peculiar
property of the Hubbard model, which is very suggestive
when it comes to interpreting the Mott MIT in terms of
quantum-phase transitions.

IV. INSTABILITY LINE AND QUANTUM
CRITICAL SCALING

It is a well established phenomenon that in the vicinity
of quantum critical points, at finite temperatures, physical
observables display a characteristic quantum critical scaling.’
A very good example of this is the transport in high-mobility
two-dimensional electron gases, in particular, in metal-oxide-
semiconductor field-effect transistors (MOSFETSs).! There is
overwhelming evidence that they exhibit a zero temperature
metal-insulator transition at a critical concentration of charge
carriers.” It is experimentally observed in these systems that
the value of resistivity at finite temperatures above the quantum
critical point (n.,7 = 0) is a function of only 6n = n — n. and
T, which is considered a hallmark of quantum criticality. As
shown in Fig. 6(a), 4’ the resistivity curves collapse onto two
branches: The resistivity is first divided by the “separatrix”
pc(T) = p(n.,T) which weakly depends on the temperature,
and then the temperature is scaled by 7,,(n) = |8n|"?, yielding

p(dn,T) = p(T) f(SnT /7). (4)

The mechanism behind the physical picture of MOSFETs
is still elusive,”’ but a similar physical picture is seen is
various spin systems, where the physics is well understood.?
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FIG. 6. (Color online) (a) Experimental results: Conductivity
scaling in high-mobility Si MOSFETs presents a textbook example
of quantum critical scaling (taken from Ref. 47). (b) DMFT QMC
results: Resistivity scaling strongly reminiscent of what is seen in
MOSFETs. After dividing p(U, T') with the value of resistivity on the
instability line p.(T') (see the text) and then rescaling the temperature
with an appropriately chosen parameter 7y(5U ), the resistivity curves
collapse onto two branches.

When there is a well defined order parameter, the separatrix
corresponds to the line of zero symmetry-breaking field, which
is trivially a straight vertical line emanating from the quantum
critical point.

Although our model does feature a FOTL, the critical
temperature is actually very low (7, ~ 0.03), which makes
it reasonable to pursue a description of its supercritical
region from the perspective of quantum criticality. This is the
approach that we have taken in a recent work,!” where we have
shown that in the Hubbard model, a quantum critical scaling of
the resistivity curves does indeed hold [Fig. 6(b)]. There is an
obvious analogy between the interaction U in our model and
the carrier density n in MOSFETs, but it was not immediately
clear what line U.(T") should correspond to the separatrix in
our model. The phase transition in the Hubbard model does
not break any symmetries and the first-order transition line
is curved, which indicated that U, has possibly a nontrivial
temperature dependence.
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A. The instability line

Starting from the thermodynamic arguments,'**% we have

defined the instability line U *(T) as the line which corresponds
to the minimum curvature of the free-energy functional
F[G(iw,)] with respect to U.** Above T. the system has a
unique ground state which corresponds to the minimum of
F[G(iw,)]. In this minimum, the curvature of F[G(iw,)] is
determined by the lowest eigenvalue A of the fluctuation matrix

1 32 F[G]
2712 3G (iwm)dG((wn) |GGy

where 8G(iwy,) = G(iw,) — Gpmrr(iwy,), and Gpmrr 1s the
self-consistent solution of the DMFT equations. As explained
in detail in the Supplemental Material of Ref. 17, A can be
obtained by monitoring the rate of convergence in the DMFT
iteration loop. Close to the self-consistent solution, the differ-
ence between the consecutive solutions drops exponentially,
with an exponent proportional to A. We have

G — G = 6G" = e "Gy (iwy), (6)

where G;, is the eigenvector of M corresponding to its lowest
eigenvalue A.

The curvature A is actually a very general quantity that
describes the response of the system to an infinitesimal external
perturbation, which may be a time-dependent field of an
arbitrary form. As such, A is very important in describing a
thermodynamical state close to the Mott MIT, since it has a
fundamentally dynamic nature. Indeed, A vanishes precisely
at the critical end point, as the free-energy functional becomes
flat around Gpwmpr. This is directly connected to the critical
slowing down of dynamics, which manifests as the vanishing
of a characteristic frequency scale. Above T, X is related to
the local stability of a given thermodynamic state and has
a minimum precisely where the system is the least stable,
or where its proximity to either competing phase is equal.
Therefore, the instability line which connects the minima
of A vs U is the closest analogy to the lines of the zero
symmetry-breaking field in systems with an order parameter.

The instability line is presented in Fig. 1 and indeed
it represents a boundary between a metallic and insulating
transport. It lies among the other crossover lines from Fig. 5
(see also Sec. V). Its physical meaning is illustrated in Fig. 7.
The middle column shows the DOS along the instability line
for three different temperatures. While the DOS at the Fermi
level is strongly suppressed, the gap is not yet fully open. The
left column shows the density of states in the metallic phase
following a trajectory parallel to the instability line: There is a
clear quasiparticle peak at low temperatures, which gradually
disappears as the bad metal region is reached by increasing the
temperature. At larger U (right column) the system is in the
insulating phase with a fully open Mott gap, featuring activated
transport.

: )

mn —

B. Free-energy calculation

To further illustrate the physical meaning of the instability
line, we explore the free-energy landscape in the Hilbert space
of Green’s functions. For this we closely follow the procedure
described in Ref. 49. The iterative self-consistency procedure
used to solve the DMFT equations converges towards a local
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FIG. 7. (Color online) Density of states (QMC results) along
the instability line U*(T) (middle column), and along the parallel
trajectory for smaller (left column) and larger U (right column).
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minimum of the corresponding Ginzburg-Landau free-energy
functional F[G], which, in the Hilbert space of the Matsubara
Green’s functions G(iw,), takes the form

f[G] = ‘Fimp [G] + Froath [G]
= FimplG] = °T ) G (i), (7)

where the first term is the free energy of the impurity site in the
presence of the Weiss field A = >G, while the second term is
the energy cost of forming the Weiss field around a given site.

The DMFT self-consistency condition, typically reached
via an iterative procedure, is then regarded as a saddle-point
equation derived from the extremum condition of such a
Ginzburg-Landau functional. The physical DMFT solution
corresponds to the local stationary point of F[G], where a
gradient vector g = 0F[G]/9G becomes zero. However, in
the coexistence region below T, two such local minima are
found. They correspond to physical solutions (metallic Gy,
and insulating Gy), and are separated by an unstable solution
(a local maximum or a saddle point).

We can visualize the shape of the infinitely dimensional
free-energy surface by calculating F[G] along a single direc-
tion going through the self-consistent Gpyrr. Below 7., we
do this along the direction connecting the two solutions, which
can be parametrized as G(I) = (1 — )Gy — [G;. Above T,
where there is only one solution, we follow the eigenvector
G, with G(I) = Gpmer + [Gy. The relative change of the
free energy is calculated*’ as an integral AF(l) = F[G(I)] —
FIGupmer] = 22T [y dl'e; - g[G(I)], where ¢ is the unit
vector of the followed direction [e; = (G — G)/|Gy — Gy
below T, and e; = G, /|G, | above T.]. The gradient vector
takes the form g = Ginp(G) — G, with Gipp(G) the output of
the impurity solver used in the DMFT procedure, and G is the
input—effective medium (hybridization bath) Green’s function.

Figure 8(a) shows the free-energy landscape around Gpwer,
precisely at the instability line. The curvature of the global
minimum vanishes as one approaches 7., which is consistent
with eigenvalue X being zero at this point. Below T, there are
two minima and the instability line is no longer well defined,
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FIG. 8. (Color online) Free-energy landscape (IPT results): (a)
Along the “zero field” line (U = 0). At T > T, the curvature of
the free energy increases with temperature, and it is zero at 7 = T,.
Below T, at the first-order transition line, metallic and insulating
solutions have the same free energy. (b) Along the “finite field” line
(U = —0.05). At T > T, the curvature of the free energy is greater
than in the “zero field” case. In the coexistence region one of the
minima is energetically favored. Note that the spacing between AF
curves for different temperatures is arbitrary.

but it is logically continued to the line of the first-order phase
transition, where two possible solutions are of the same energy.
On Fig. 8(b), we move along a parallel trajectory, defined
by §U # 0. It is immediately obvious that A never reaches
zero and that in the coexistence region one of the solutions
is energetically favored. This physical picture is common to
various models. For example, it is seen in the Ising model in
an external field, where the analogy is between the strength of
the magnetic field and §U in our case.

C. Quantum critical scaling

While the instability line is determined from the free-energy
analysis, a novel physical perspective is obtained by looking at
the transport properties in its vicinity. We have demonstrated!’
that around this line, all resistivity curves can be collapsed onto
two branches: We first divide each resistivity curve by the
resistivity along the instability line (the “separatrix™) p.(T) =
p(T,8U = 0), and then rescale the temperature for each curve
with an appropriately chosen parameter 7y(5U) to collapse the
data onto two branches [Fig. 6(b)]. The family of resistivity
curves displays characteristic quantum critical scaling of the
form

p(T.8U) = p(T) f(T/T,(8U)), ®)

with T,(8U) ~ |[8U|*". The scaling parameter 7, displays
power-law scaling with the same exponents for both scaling
branches and falls sharply as U — U*, which is consistent
with the quantum critical scenario. The resistivity scaling holds
in the temperature range roughly between 27, and 4T, as
depicted in Fig. 1. We estimate the exponent zv to be around
0.6 when IPT is used to solve the DMFT equations. The scaling
procedure with the data obtained with the CTQMC impurity
solver gives a slightly larger critical exponent with an error
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Quantum
Critical Region

—>
X=?

FIG. 9. (Color online) Possible phase diagram of a generalized
Hubbard model. The observed scaling (valid in the green region)
may be due to a quantum critical point that is unreachable by the
simple two-parameter half-filled Hubbard model. An additional, third
parameter (here marked with X) could drive T, to zero at some critical
value, and extend the region of validity of the scaling formula in the
U-T plane.

bar due to numerical noise of the data and due to the analytical
continuation.

We emphasize the difference in the proposed quantum
critical scaling and classical scaling in the immediate vicinity
of the critical end point (classical critical region in Fig. 1). It
has been already carefully studied theoretically,'>*° and even
observed in experiments,”’ revealing the classical Ising scaling
in this regime. In contrast, the scaling parameter in our formula
is T rather than |T — T,| and the value of the exponent does not
fit any of the known universality classes. The scaling region
in our analysis is significantly broader and the collapse of the
resistivity curves is observed in a large temperature region
above the critical end point.

A stringent test of the proposed quantum critical transport
scenario would be on systems with reduced critical tempera-
ture T,. Figure 9 presents a schematic phase diagram with an
additional parameter driving 7, to zero at some critical value
X, and merging U,., U,, and U, into a single, quantum critical
point. If this were the case, the quantum critical region would
extend down to zero temperature. For a simple half-filled
Hubbard model, the critical temperature can be reduced, e.g.,
by the disorder’! or particle-hole asymmetry, but still remains
finite. Therefore, other models should be considered, also
away from half filling,’>** which have a significantly reduced
coexistence region and where the proposed scaling may give
a more direct evidence of the quantum criticality. In some of
these models the coexistence region was not even detected, and
then the eigenvalue analysis can also be used as an ultimate test
for its existence. It would be also very interesting to explore a
possible quantum critical scaling in the external electric field
within the nonlinear /-V regime,’ similar as in the experiments
on Si MOSFETs.>* This seems especially important in light
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of the recent discovery of devices displaying novel resistive
switching in narrow gap Mott insulators.>® Finally, the concept
of the instability line above the quantum critical point, which
is based on the thermodynamic analysis, is very general and
can be applied to other physical systems (e.g., interacting spins
in an external field), and the scaling analysis can be tested on
physical quantities other than the resistivity.

V. SCALING AROUND THE INFLECTION-POINT LINE

As stated in the previous section, the curvature A must
be directly related to an appropriate relaxation rate of a
system perturbed away from the equilibrium, a quantity that
in principle should be possible to measure on any system.
However, it is currently very hard to make such measurements
on the Mott systems and precisely determine the instability
line. Our calculations, however, show that it lies just among
the crossover lines that separate the bad metal and the Mott
insulator, so it might not be necessary to know its exact position
to observe quantum criticality. In the following, we present a
scaling analysis that can be performed around the resistivity
inflection-point line (or any of the other crossover lines) to
test the scaling hypothesis. As it turns out, the scaling is
a robust feature, not particularly sensitive to the choice of
U.(T), as already tested in experiments on various organic
Mott systems.>¢

We first observe that the resistivity curves display almost
a perfect mirror symmetry when plotted on the log scale
[Fig. 6(b)]. This puts a strong constraint on the functional
form of the scaling function f (as we show below) and also
indicates that the resistivity curve along the inflection-point
line, 0 log p(U)/dU = 0, could also serve as the separatrix.
The mirror symmetry requires that

FO) =1/f(=». )

For the above to be satisfied, the function f must be of the
form

f@y) =", (10)

where £ is an antisymmetric function of y. It is clear that
f(0) = 1 and therefore 2(0) = 0. & must also be smooth, so it
can be represented as a Taylor series with only odd terms,

h(y)=ay +by> +---. (11)

In our calculations, it turns out that only the linear term is
significant, and here we show how this can be tested. First
we make a substitution of variables 7 /8U% — SUT ~'/?" and
then take the logarithm of both sides of the scaling formula to
obtain

1 <p(Uc(T) +8U,T)
p(UA(T),T)
If the mirror symmetry is satisfied, then

(P(UC(T) +8U.T)
p(U(T).T)

which means that the precise form of 4(y) can be deduced by
plotting the left-hand side of the above equation as a function
of y = 8UT "/ and then making a fit of a polynomial curve
to the data. This is possible because in the region where the

) —log (fGUT /™). (12)

) =h@UTV™),  (13)
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FIG. 10. (Color online) The symmetric and asymmetric part of
the scaling function, A, and h,, at various temperatures. The small
value of h(y) shows that the mirror symmetry of resistivity curves
is present. The A,(y) curves collapse around the inflection-point line,
which shows that the exponent, zv = 0.953, is well evaluated. Fitting
a third-order polynomial to %,(y) in the range where these curves
collapse can reveal the exact form of the scaling formula. In our
calculations only the linear term is significant.

scaling formula is valid, all the data points should collapse onto
a single curve. To test whether A(y) is truly antisymmetric, it
is convenient to first split it into symmetric and antisymmetric
parts, h(y) = hs(y) + ha(y), where hy(y) = 5[h(y) + h(=y)]
and h,(y) = %[h(y) — h(—y)]. If the resistivity is mirror
symmetric, i should be 0 and %, should be equal to A. In
Fig. 10 we plot these functions around the inflection-point line
and find & to be negligible. Also, it is easily seen that A(y)
is purely linear in the region where the data points perfectly
collapse on a single curve.

Now it is clear that there are two conditions that U (T') has
to satisfy for the scaling with mirror symmetry to be possible.
First, if we take the partial derivative over U at both sides of
the equation, we get

3log p(U,T
% —aT ™% +bSUAT % 4. (14)

If h(y) is a linear function, then only the first term in the above
equation remains, which means that the logarithm of resistivity
is alinear function of U in the entire region in which the scaling
formula holds. Even if there are higher terms in 4(y), the above
has to be true at least close to U, (small §U), where the linear
term is dominant in any case. This imposes a constraint on
U.(T), such that it has to be in a region where the second
derivative of logarithmic resistivity is zero, or at least small,

9 logp(U,T) _
oU?

This derivative is color coded in the (U,T) plane in Fig. 11
so that yellow color corresponds to a small absolute value.
As it is readily verified, the above condition is not fulfilled
anywhere exactly [except precisely at the log p(U) inflection-
point line by its definition], but all of the crossover lines lie
in the region where this condition is approximately satisfied.
There is an additional requirement for U.(7T") which is not in

0. (15)
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FIG. 11. (Color online) The instability line lies among the other
crossover lines. log p(U) is linear in this crossover region, which
allows for the scaling formula to be valid.

any way implied by definition of any of the crossover lines.
Namely, the first derivative of the logarithmic resistivity has
to be decreasing along U (T') as a power law of temperature.
This can be shown by taking the limit §U — 0 in Eq. (14),

dlog p(U,T)
U v,

_ 1
x T .

(16)

The above holds regardless of the value of the cubic (or any
higher) term coefficient. One can even use this to give a good
assessment of the exponent zv, by fitting such an experimental
(or theoretical) curve to a power law as shown in Fig. 12. As
it is seen here, the derivative Eq. (16) calculated along the
inflection-point line fits well to a power-law curve of exponent
—0.95, but only above roughly 27,. The same analysis of the
IPT results yields a slightly lower value of zv = 0.63.
Finally, an estimate of how well the scaling works can be
made by comparing the value of resistivity obtained by the
scaling formula and the one measured in experiment or, as it

8 T T T T
W data +
fit: bT 2, a=0.953 b=0.392 Aa=0.16% i
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o o o o N »
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FIG. 12. (Color online) The derivative of resistivity with respect
to U [0p(U,T)/0U|y,,] along the inflection-point line. Above
roughly 27, it fits well to a power-law curve of exponent —0.95. This
can be used to evaluate the value of the scaling formula exponent.
At lower temperatures the decrease in resistivity is faster, and the
behavior deviates from the power law, and the scaling formula fails
at temperatures below 27.
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Temperature T
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------ Scaling region
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FIG. 13. (Color online) Relative error of the scaling formula color
coded in the U-T plane. The dotted lines are the boundary of the
scaling region. The two green filaments below 27, are where the
scaling formula intersects with the actual DMFT result.

is in our case, calculated from the DMFT solution. In Fig. 13
it is shown how the scaling formula works within the 5%
error bar in a large region, for the inflection-point line. This
result is qualitatively the same for the other crossover lines.
It is important to note that in the case of the instability line
(and all the other crossover lines other than the inflection-point
line), one is able to improve the quality of scaling by using
different exponents zv depending on sgn(8U), and that way
compensate for the lack of exact mirror symmetry. Also, when
only the linear term in /(y) is used, slightly lowering the value
of zv obtained from the power-law fitting procedure typically
broadens the region of validity of such a scaling formula.

In conclusion, the log p(U) inflection-point line is easily
observable in experiment and our calculations show that it
lies very close to the instability line. The analysis presented
here indicates that the quantum critical scaling previously
found to hold around the instability line should also be
observable around the inflection-point line. We show that the
scaling formula that is valid around this line displays almost
a perfect mirror symmetry of resistivity curves. In general,
mirror symmetry, or “duality,” should not be considered a
necessary ingredient for a quantum critical scaling. In fact, we
find that the scaling is of better quality around the instability
line, although it is slightly less symmetric.

It is also very important to examine how the resistivity
changes along the separatrix, and our results are presented in
Fig. 14. In this crossover region, the resistivity far exceeds the
Mott limit and is only weakly dependent on temperature. We
find that along the instability line, the resistivity is roughly a
linear, increasing function of 7. Along the inflection-point line
and p(7T') = max lines, the resistivity is slowly decreasing. We
note that these results, however, must be model specific. Above
the critical end point, the resistivity is strongly dependent on
U, and a small change in the shape or position of these lines
can cause a significant change in the temperature dependences
of resistivity presented in Fig. 14.

VI. WIDOM LINES

The notion of a crossover line is very general and different
physical motivations can be used for its precise definition. The
concept of the Widom crossover line is, however, more strict
and relies on one fundamental principle.
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FIG. 14. (Color online) Resistivity (in units of p,, ) along the
crossover lines is weakly dependent on temperature and much larger
than the Mott limit.

The Widom line was originally defined in the context
of liquid-gas phase transition,”’ and as the line connecting
the maxima of the isobaric specific heat as a function of
pressure (dC,/dp = 0), above T.. It was conceived as a
logical continuation of the first-order phase transition line to
supercritical temperatures. C,, is divergent along the first-order
transition line, which directly causes the maxima in C,
present above the critical temperature. This concept is easily
generalized to include all the lines that mark features directly
caused by nonanalyticities due to a phase transition.’® As
such, a Widom line can be defined for any quantity that
exhibits either a divergence or a discontinuity because of a
phase transition, and thus a maximum or an inflection point
above T..

Very recently,”® in the supercritical region of an argon
liquid-gas phase diagram, an unexpected nonanalyticity has
been found in sound velocity dispersion curves, precisely at
the Widom line. The authors give a new depth and physical
meaning to the concept, by observing that there is no single
supercritical fluid phase, and that the Widom line actually
separates two regimes of fluidlike and gaslike dynamical
behavior. This finding makes it clear that the Widom lines
should not be exclusively connected with the thermodynamics
of the system. The changes in transport that follow certain
features in thermodynamic quantities can also be used for
making a meaningful and possibly even equivalent definition
of the Widom line. The significance of this concept was
recognized once more>*>? in the context of hole-doped high-T,
superconductors, where the characteristic temperature 7* of
the pseudogap phase is shown to correspond to the Widom line
arising above a first-order transition at critical doping.

In the above sense, we emphasize that the quantum
critical scaling observed in our model can also be easily
connected with the concept of Widom lines, giving them
new physical importance in the context of quantum-phase
transitions. One can immediately recognize that the log p(U)
inflection-point line and the instability line both qualify as
generalized Widom lines—they emanate from the critical end
point, separate regions of metallic and insulating behavior,
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and mark features that are directly caused by nonanalyticities
due to the phase transition. The quality of the scaling and
the close proximity of these two lines may even indicate a
profound connection between them. As the proposed physical
concept may well surpass the scope of the Hubbard model
and Mott physics, a definition of the instability line can be
very useful. Contrary to the inflection-point line, it is based on
a purely thermodynamical quantity, i.e., the free energy, and
can be defined for an arbitrary model. It does not require the
presence of the finite-temperature critical point (which makes
a conceptual difference with the work?**° on hole-doped
cuprates) and can be used to introduce the Widom line concept
to exclusively zero temperature quantum-phase transitions.

VII. CONCLUSIONS

In this paper we carefully investigated the finite-
temperature crossover behavior around the Mott transition,
with the goal to provide both theoretical insight and exper-
imental guidance for the search for quantum criticality in
this regime. To obtain quantitative and reliable results that
allow direct comparison with experiments, we performed
these studies within the framework of single-site dynamical
mean-field theory. From the conceptual point of view, this
approach offers an immediate advantage—it is physically very
clear what kinds of mechanisms and processes are captured
by such a theory, and which are not. Most importantly,
such an approach explicitly excludes all mechanisms directly
or indirectly associated with any ordering tendencies, in
agreement with the physical pictures for the Mott tran-
sition introduced by early pioneering ideas of Mott and
Anderson.

More specifically, we focused on a single band half-
filled Hubbard model, which, within DMFT, maps to solv-
ing a Kondo-Anderson magnetic impurity model in a self-
consistently determined bath. The formation of the heavy
Fermi liquid on the metallic side of the Mott transition
is described as a formation of a Kondo-like singlet in the
ground state, similarly as in the early work of Brinkmann
and Rice.?” In contrast to the Brinkmann-Rice theory, the
DMFT approach is able to quantitatively and accurately
describe the thermal destruction of such a correlated Fermi
liquid, and the resulting coherence-incoherence crossover.
The possibility to systematically and quantitatively describe
this incoherent regime is especially important to properly
characterize the high-temperature crossover behavior above
the coexistence dome, where we obtained clear and precise
signatures of quantum critical behavior. Our results show
remarkable agreement with several experimental systems,
but future experiments should provide even more precise
tests for our predictions. We expect that close enough to the
quantum critical point all quantities should display appropriate
scaling behaviors. Our work has, so far, focused mostly on
the transport properties, and sufficiently detailed results for
thermodynamic and other quantities are not available at this
time to permit a scaling analysis. The investigation of these
interesting questions is beyond the scope of the present work,
and is left for future studies.

We should mention that ideas closely related to ours
have also been discussed in a series of papers by Senthil
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and collaborators,’’ %3 who also seek a description of Mott

quantum criticality unrelated to any ordering phenomena.
This approach, however, focuses on capturing the possible
effects of gapless “spinon” excitations, which may exist on the
insulating side of the Mott transition, but only in the presence
of sufficient and specific magnetic frustration, preventing the
familiar antiferromagnetic order. Because of their gapless
nature, they should remain long lived (e.g., well defined)
only at the lowest temperatures, inducing long-range spatial
correlations in the proposed spin liquid. The corresponding
theory, therefore, focuses on long-distance spatial fluctuations,
which, as in ordinary critical phenomena, are tackled by
appropriate renormalization-group methods. In contrast to our
DMEFT approach, this theory implicitly disregards the strongly
incoherent Kondo-like processes, which may play a dominant
role at sufficiently high temperatures.

The key physical question thus remains: What is the
crossover temperature Tyoniocat Delow which the nonlocal
effects ignored by DMFT become significant? This important
question can, in principle, be investigated by computing sys-
tematic nonlocal corrections to single-site DMFT, a research
direction already investigated by several authors.?'=%% The
recent work already provides some evidence that for a Hubbard
model on a square lattice the nonlocal corrections are very
small well above the coexistence dome (at T > 7.)* and are
essentially negligible for a frustrated triangular lattice.’> On
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the experimental side, the possible role of nonlocal effects such
as spinons can be investigated by systematic studies of a series
of materials with varying degrees of magnetic frustration.
Such studies are accessible in organic Mott systems,'*!> where
T, ~ 10-20 K, while the magnetic frustration may be varied
using different crystal lattices. In some cases the magnetic
ordering is completely suppressed on the insulating side,%
while in others it remains.% If robust signatures of quantum
criticality in transport are observed at 7 >> T, in all of these
materials, this finding would provide strong support for the
“local quantum criticality” scenario we proposed that is based
on the DMFT approach.
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Raman scattering spectra of Fe;, ,Te; _Sex (x=0, y=0.07; x=0.1, y=0.05 and x=0.4, y=0.02) alloys are
measured in a temperature range between 20 K and 300 K. The A;g and B;g Raman active modes have
been experimentally observed at energies 156 and 198 cm ™!, which is in rather good agreement with
the lattice dynamics calculation. The antiferromagnetic spin ordering below 70 K in Feqo;Te leaves a
fingerprint only in the B;z phonon mode linewidth and energy, whose temperature dependence follows
the normalized magnetic susceptibility, indicating the presence of the spin-phonon coupling.
The frequency and the linewidth of the A;; mode assume a conventional anharmonic temperature
dependence in all measured samples, which is also the case for the B;; mode in the Se doped samples.
The linewidth (energy) of the A;; mode decreases (increases) with doping, whereas the opposite is seen

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The discovery of a new LaFeAsO; _yFy superconductor family
with T.=24K spurred the research in the field of iron-based
superconductors [1-3]. Among these compounds, iron-
chalcogenides have the simplest crystal structure of the PbO type
including only Fe and Ch atoms (Ch=S, Se and Te) [4,5]. This
structure consists of Fe square planar sheets with Ch ions forming
distorted tetrahedra around the Fe ions, analogous to the structure
of the FeAs planes in LaFeAsO, BaFe,As,, and LiFeAs, which are
prototypes of the known families of Fe-As based high-T, super-
conductors [6-8]. In fact, these structures match the reported
structure of KyFe,_,Se, with interspersed FeSe stacked along the
c-axis [9,10].

FeTe crystallizes in the tetragonal system of the P4/nmm space
group [11]. By lowering the temperature below 70K, there is a
structural transition from the tetragonal to the monoclinic lattice
(P2¢/m space group), accompanied by the antiferromagnetic spin
ordering [12]. Partial substitution of Te with Se progressively sup-
presses the magnetic ordering temperature and structural transition

* Corresponding author. Tel.: +381 11 3161385.
! Present address: Department of Physics, University of Maryland, College Park,
MD 20742-4111, USA.
2 Present address: Frontier Research Center, Tokyo Institute of Technology,
4259 Nagatsuta, Midori, Yokohama 226-8503, Japan.

http://dx.doi.org/10.1016/j.ss¢.2014.05.025
0038-1098/© 2014 Elsevier Ltd. All rights reserved.

[13], and leads to the superconductivity at low temperatures [11]. The
T, of the Fe;,,Te;_,Sex system can reach up to 14 K at ambient
pressure for x=0.5 [14] and 27 K at a pressure of 1.46 GPa [15].

The mechanism for superconductivity in the iron-based mate-
rials is still under debate [16]. In particular, the magnetic ordering
and spin fluctuations are expected to have an important impact on
the phonon dynamics and lead to the increase of the electron-
phonon coupling [17] which is, however, still insufficient to
explain high T; in these compounds.

Raman scattering is an excellent tool for a study of the phonon
properties of materials and its coupling to the electronic charge
and spin excitations. Although the Raman scattering spectra in
Feq,yTe;_,Sex alloys were analyzed in Refs. [18-21], there are
several features in the spectra that have not been fully resolved
and understood. Two modes at about 155(+4) and 199( + 3)
cm~! are experimentally observed and assigned as the Ajg
(Te-ions vibration along the z-axis) and the Byg (Fe-ions vibration
along the z-axis) modes, respectively. Calculated phonon frequen-
cies of these modes agree with the experimental data within 10%,
see Table 1. The temperature dependence of the phonon mode
linewidth and energy of undoped FeTe sample is, however,
controversial. Gnezdilov et al. [20] found an increase of the A;g
mode linewidth from 28 to 31.4 cm~! by lowering the tempera-
ture from 200K to 5 K. This A;g mode temperature dependence
deviates from the anharmonic picture. In addition, they found the
Az mode energy change about the phase transition temperature
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of Ty=70K. Um et al. [21], on the other hand, found only minor
A;g mode broadening (from 19 to 21 cm~' by lowering the
temperature to 5K) without the energy change at the phase
transition temperature. The By mode hardens and broadens with
decreasing temperature down to Ty and then softens and narrows
down to 5K in both papers [20,21]. This feature is, however,
supressed in the excess-Fe rich sample FejgoTe [21]. One addi-
tional mode at about 136 cm~' for undoped FeTe sample is
observed in Refs. [18,21], which origin is related to the sample
decomposition.

In this paper we have measured the Raman scattering spectra
of Fei,,Te;_,Sex (x=0, y=0.07; x=0.1, y=0.05 and x=04,
y=0.02) alloys in the temperature range from room temperature
down to 20 K in the spectral range from 90 up to 300 cm ™. In the
optical phonon region of FeTe we have observed two optical
phonons of the A (156 cm™') and the Byg (198 cm™') symme-
tries. The observed frequencies are in rather good agreement with
our lattice dynamics calculations. The temperature dependence of
the energy and linewidth of the B;; mode in Fe;g;Te has a
maximum at about Ty and follows the lineshape of the normalized
magnetic susceptibility as seen in our magnetization measure-
ments. Doping with Se suppresses Ty and a conventional tem-
perature dependence is observed for the B;; mode. We find that
the energy and the linewidth of the A;; mode assume a conven-
tional anharmonic temperature dependence in all three samples.
Phonon mode at 136 cm~! is not observed in our samples. In Se
doped samples the A;; mode hardens and narrows, whereas the
B, mode softens and broadens. These features cannot be simply
explained just as a consequence of the substitution of Te by lighter
and smaller Se ions and the disorder effect.

2. Experiment and numerical method

Single crystals of Fe;, ,Te;_,Sex (x=0, y=0.07; x=0.1, y=0.05
and x=0.4, y=0.02) alloys were grown using self-flux method, as
described in Ref. [22]. Raman scattering measurements were
performed on freshly cleaved (001)-oriented samples using JY
T64000 and Tri-Vista 557 Raman systems in backscattering micro-
Raman configuration. The 514.5 nm line of an Ar* /Kr™ mixed gas
laser was used as an excitation source. The corresponding excita-
tion power density was less than 0.2 kW/cm?. Low temperature
measurements were performed using KONTI CryoVac continuous
flow cryostat with 0.5 mm thick window. Magnetization measure-
ments were carried out in Quantum Design MPMS-XL5 system.

We have calculated the lattice dynamics of both FeTe phases:
the room temperature phase (tetragonal symmetry) and the low
temperature phase (monoclinic symmetry). The lattice dynamics
calculations are performed within the density functional perturba-
tion theory (DFPT) [23]| as implemented in the QUANTUM
ESPRESSO package [24] using the generalized gradient approxima-
tion with the PW91 exchange-correlation functional which is used
to obtain ultra-soft pseudo-potentials. Iron (tellurium) pseudo-
potential includes 3 s> 4 s 3p® 4p° 3d® (5 s% 5p* 4d'°) electron
states for the valence electrons. The Brillouin zone is sampled with
a Monkhorst-Pack 16 x 16 x 10 k-space mesh for higher-symmetry
phase (P4/nmm space group) and 16 x 16 x 8 k-space mesh for
lower-symmetry phase (P2;/m space group). Unit cell is con-
structed using experimental values of the lattices parameters
[25] (P4/nmm phase: a=0.38219 nm, ¢=0.62851 nm; P2;/m
phase: a=0.38312nm, b=0.37830nm, ¢=0.62643 nm and
[=89.17degr). The Energy cutoffs for the wave functions and the
electron densities are 64 Ry and 762 Ry, respectively, which are the
highest suggested radii for the chosen pseudo-potentials. We have
used Gaussian smearing of 0.001 Ry.
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Fig. 1. (Color online) (a) Room temperature polarized Raman scattering spectra of
the FeTe crystal (the tetragonal phase, space group P4/nmm) measured for different
sample orientations together with normal modes. (b) The normal modes of lattice
vibrations of the low temperature monoclinic phase of FeTe (the P2;/m space
group). The length of the arrows is proportional to the square roots of the vibration
amplitudes.

3. Results and discussion

The results of the lattice dynamics calculations, together with
the experimental data are presented in Table 1. Normal modes of
Raman active phonons of both FeTe phases are given in Fig. 1.

Fig. 1(a) shows the polarized Raman scattering spectra of
Feqo7Te crystal measured from the (001) plane at room tempera-
ture in the spectral range from 90 to 300 cm~'. Two peaks are
observed at frequencies of about 156 and 198 cm~!. According to
the selection rules, when Raman scattering spectrum is measured
from the (001) plane of the sample, only the A;g and the Bqg
modes can be observed. In the parallel polarization configuration
(e lles), the Az could be seen for an arbitrary orientation of the
sample, whereas the B;g mode vanishes for the sample orientation
in which e; 1{110). By rotating the sample, we were able to find the
orientation in which the peak around 198 cm~! vanishes. Conse-
quently, this peak is assigned as the B,z symmetry mode, whereas
the peak at around 156 cm ™! is assigned as the A;; mode. This is
in agreement with the previous assignment [18-21] and our lattice
dynamics calculation (Table 1). The additional mode at about
136 cm~!, as found in Ref. [21] for nearly stoichiometric Fe;o,Te
sample, has not been observed in the spectra.

";240 . FeTe, Se
S 220 :
T B, (Fe) .
1 . B, (Fe
ézoo o _ e _19(_ .) FBHVTGHSGX
5 o0 - T=300 K
< A (Te .
8 1ol a1 A, (Se)
o .
= 140 .

0 1
I’L'A!i‘ll.'

il

Intensity

|A19(Te)
100 150 200

Wavenumber (cm™)

Fig. 2. (Color online) The unpolarized Raman scattering spectra of the (001)-
oriented Fey . ,Te;_,Sex (x=0, y=0.07; x=0.1, y=0.05 and x=0.4, y=0.02) single
crystals measured at room temperature. Red lines are calculated spectra obtained
by Lorentzian line (green lines) profile fit. Inset: Experimental values () of the A;g
and Byz modes of FeTe; _,Seyx for x=0 (this work) and x=1 (Ref. [33]). Solid and
dashed lines represent linear fit between mode energies of parent materials.

Fig. 2 shows the unpolarized Raman scattering spectra of
Fei,yTe;_,Sex (x=0, y=0.07; x=0.1, y=0.05 and x=04,
y=0.02) single crystals measured at room temperature. Replacing
Te with Se ions leads to the A;; (the B;z) mode hardening
(softening), which is indicated in Fig. 2 where the vertical dashed
lines denote the energies for the undoped sample. A significant
reduction (for about 10 cm~!) of the A;; mode linewidth, as well
as an increase of the B;g mode linewidth (for about 2.4 cm ) is
found in the Fe;g,TegsSeq4 sample. The Az mode hardening is a
consequence of the replacement of heavier Te ions with lighter Se
ions (the mass effect) and the unit-cell contraction (c-axis reduc-
tion) upon doping [26]. On the other hand, an introduction of
substitutional impurities (disorder) should in general induce the
linewidth increase in doped compounds [27], as it was observed
for the B;g mode. In the case of the A;; mode, the phonon mode
linewidth decrease can be related to the decrease of the electron-
phonon interaction upon doping [28]. This assumption is also
supported by the DFT calculations of the electron-phonon cou-
pling constant Ain the nonmagnetic solution, which shows a
significant decrease of A as the Te atoms are replaced with the
Se atoms (A(FeTe)=0.30 [29], A(FeTepsSeps)=0.22 [30], and
A(FeSe) =0.17 [31]). At this point we can not exclude the possibi-
lity that excess Fe ions may play role in the behaviour of the A;g
mode. The excess Fe ions are located within Te layer [32] and may
produce qualitatively different effects from those induced by the
substitutional disorder.

In the case of the B;g mode (Fe ions vibrations) we expected the
mode hardening due to the unit cell compression with doping by
the Se atoms. Instead of the hardening, we observe the mode
softening in the Feyg,TegsSeps sample, which is in accordance
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with expectations for FeTe;_,Sey solid solution based on a linear
fit of the mode energy values of parent crystals FeTe (this work)
and FeSe [33], see the inset of Fig. 2. However, one should also
have in mind that the change in the excess iron concentration
(decrease from y=0.07 for the undoped to y=0.02 for the 40% Se
doped sample) may have significant impact on the B;; mode
energy [21].

Upon cooling, no additional Raman lines have been observed
although the crystal structure and the crystal symmetry of FeTe
are changed at T <Ty. By comparing the calculated phonon
energies in both phases (see Table 1) it can be seen that the
phonon energies do not differ substantially In fact, the E;(Eﬁ)
mode of the tetragonal phase splits into Ag /Bl(A /Bz) doublets of
monoclinic symmetry, which appear at energies very close to the
mode energies of tetragonal phase. In the case of the A;g mode
there is virtually no energy change between the A;; mode of the
tetragonal phase and the Aé mode of the monoclinic phase (see
Table 1). The B;z mode of the tetragonal phase changes energy
(softens) and symmetry (becomes A, symmetry one) at the phase
transition temperature. The change of the symmetry of this mode
in the low temperature phase does not influence the low tem-
perature Raman spectra because the energy of this mode (A3 ) is far
enough (40 cm~!) from the (A2) mode, preventing the phonon
mode coupling between them [34] The lattice vibration normal
modes of the low temperature phase are given in Fig. 1(b).

Fig. 3 shows the energy and the linewidth temperature depen-
dence for the A;g and the B;g modes of the Fe,o7Te sample, which
are obtained from the Raman spectra measured at various tem-
peratures using the Lorentzian profile fit. Solid and dashed lines in
Fig. 3(c,d) are calculated curves obtained using the well known
anharmonicity effect formula, [35,27] which takes into account
three-phonon processes for the temperature dependent change of
the phonon energy and linewidth:

o(T) = wo—C[1+2/(e*~1)], (1
I'M=To+A[1+2/(-1)], 2)
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where wg (1) is the temperature independent energy (intrinsic
linewidth), C (A) is the anharmonic constant and x = a@q/(2kgT).
The best fit parameters are indicated in Fig. 3(c,d). A rather good
agreement between the experimental data and fitted curves for
the A1z mode is observed in the whole temperature range (above
and below Ty=70 K). Large value of Iy parameter in comparison
to the anharmonic constant (245> 1cm~') also suggest the
importance of the electron-phonon interaction for this mode
[36] or the orbital degrees of freedom of Fe ions [20].

Upon cooling, the B;; mode of the undoped sample shows
pronounced broadening down to Ty, when it suddenly narrows
(see Fig. 3(b)). This deviation from the standard anharmonic
picture suggests the presence of additional scattering process.
The energy and broadening temperature change of the B;; mode
closely follows the normalized magnetic susceptibility curve, as
can be seen in Fig. 4, indicating that spin-phonon coupling leaves a
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Fig. 4. (Color online) Temperature dependence of the normalized frequency and
linewidth of the B;; mode together with the normalized magnetic susceptibility
(solid line) of Fe; g7 Te single crystal.
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Fig. 3. (Color online) The phonon energy and the linewidth temperature dependence of the A (c,d) and the By (a,b) modes of Fe; ., Te single crystal together with existing
literature data [20,21]. The solid and the dashed lines represent calculated curves using Eqs. (1) and (2), respectively.
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fingerprint in the phonon dynamics of FeTe. This is to be expected
because the Bz mode represents vibrations of Fe-ions which carry
the magnetic moments. Softening of the B;; mode below Ty is a
consequence of the antiferromagnetic ordering and structural
change (see Table 1).

In the case of the FegyTegsSegs sample, the temperature
dependencies of the phonon mode energy and linewidth follow
the standard anharmonic picture for both vibrational modes.
The absence of the B,z mode softening in this sample at tempera-
tures below 70K is a consequence of the suppression of anti-
ferromagnetic ordering with doping [13].

Finally, in Fig. 3 we compared energy and linewidth vs
temperature dependence of the Az and B;; modes with pre-
viously published results [20,21]. The B;; mode energy and line-
width (Fig. 3(a,b)) show no substantial difference from our results
(taking into account that error bar in our case is +2 cm™!; in Ref.
[21] is +4cm™!) except of the position of FWHM(T) curve
maximum, which is related to the sample composition, i.e., Ty.
The A;; mode energy temperature dependencies follow the same
trend (mode hardening) by the temperature lowering in Refs.
[20,21] and in this work. The main difference is the linewidth
change by the temperature lowering (Fig. 3(d)). We have shown
that the linewidth narrows by temperature lowering, but an
opposite trend is found in Refs. [20,21]. Our finding is in accor-
dance with an anharmonic picture.

4. Conclusion

In summary, we have measured the Raman scattering spectra
of the Fe;.,Te;_,Sey (x=0, y=0.07; x=0.1, y=0.05 and x=0.4,
y=0.02) alloys at various temperatures. Two out of four Raman-
active modes predicted by the factor-group analysis have been
experimentally observed and assigned. Energies of these modes
are in rather good agreement with our lattice dynamics calcula-
tions. The main focus of our work was the temperature and doping
dependence of the phonon energies and linewidths, whose fea-
tures are, to some extent, contradictory in previous works. We
have shown that the A;; mode (corresponding to the Te ions
vibration along the z-axis) follows the standard anharmonic
temperature dependence (which originates in the phonon-pho-
non interaction) both in the doped and the undoped samples. The
width of the A;; mode at room temperature is significantly
reduced in the doped samples. In the case of the By, mode, the
phonon frequency and the linewidth closely follow the magnetic
susceptibility temperature dependence, indicating the presence
of the spin-phonon coupling in the undoped Fe;g;Te sample.
The antiferromagnetic ordering is suppressed by doping, and
Fe1o2TegsSep.s sample follows a conventional temperature depen-
dence in both phonon modes.
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We report the low-temperature Raman scattering study of racemic ibuprofen. Detailed analysis of the
racemic ibuprofen crystal symmetry, related to the vibrational properties of the system, has been
presented. The first principle calculations of a single ibuprofen molecule dynamical properties are
compered with experimental data. Nineteen, out of 26 modes expected for the spectral region below
200 cm !, have been observed.
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Introduction

Organic molecular crystals are characterized by a pronounced
contrast between the strong covalent intramolecular interactions
and the weak van der Waals intermolecular attractions or the
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hydrogen bonding association. Whereas the intermolecular inter-
actions are responsible for specific physical properties of the
molecular compounds, the strong covalent bonds maintain the
internal molecular structure. The vibrations within the molecular
crystals can be of two types: internal vibrations (within the mole-
cule) and external vibrations (between the molecules). Raman
spectroscopy allows us to analyze these different kinds of motions.
Consequently, external vibrations are closely related to the specific
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physical properties of the molecular compounds, providing infor-
mation on the stability of the physical state at molecular levels,
and the nature of solid state transformations. Raman spectroscopy
provides direct information on the phase transition from in situ
investigations on molecular compounds exposed to a wide variety
of environmental stress, since no special sample preparation is
required. Thereby, Raman spectroscopy has important applications
in the field of pharmaceutical sciences.

Ibuprofen (IBP), 2-(4-isobutylphenyl)propanoic acid, is a widely
used non-steroidal anti-inflammatory drug having analgesic and
antipyretic activities. It can be found in two enantiomeric forms:
S(+)-IBP and R(-)-IBP, where the S-IBP is the pharmacologically
active form. In fact, the commercial drug is the racemic mixture
of these two forms and it appears at ambient temperature as a
white crystalline powder. The ibuprofen racemic mixture in its
crystalline phase I ((RS)-IBP) is stable up to the melting point
Tmi = 349 K [1]. Recently, the existence of the second solid state
phase of the racemic ibuprofen has been reported [2,3].

Although the information about the low-energy external vibra-
tions is crucial for the identification of different solid state phases,
previous Raman scattering and theoretical studies on (RS)-IBP
vibration properties have been focused mainly on the internal
(molecular) vibrations at energies larger than 200 cm™! [4-7]. To
the best of our knowledge, the low energy region of the (RS)-IBP
Raman spectra has been reported only by Hédoux et al. [3]. The
authors reported only three peak structures at about 20 cm™!, 50
cm~! and 80cm™! and assigned them as the phonon modes,
whereas symmetry properties of the (RS)-IBP crystal structure
suggest a large number of the external vibrations. No detailed anal-
ysis of the spectra in terms of the specific symmetry properties of
(RS)-IBP has been performed. In this paper, detailed study of the
low energy region of the (RS)-IBP Raman scattering spectra at var-
ious temperatures is presented. Vibrational properties of the (RS)-
IBP is discussed in terms of the peculiarities of the (RS)-IBP crystal
structure. Temperature dependent spectra are analysed by means
of the anharmonicity model.

Experiment

Raman scattering measurements were performed using the
Jobin Yvon T64000 Raman systems in backscattering micro-Raman
configuration with 1800/1800/1800 grooves/mm gratings in sub-
tractive regime. The external and second intermediate slits were
set to 100 pm, whereas lateral slits were adjusted so the minimum
noise is achieved. The 514.5 nm line of a mixed Ar*/Kr" gas laser
was used as an excitation source. The corresponding excitation
power density was less than 0.3 kW/cm?. Temperature dependent
measurements were performed using LINKAM THMS 600 heating/
cooling stage. All the Raman scattering spectra are corrected by the
corresponding Bose factor n(T).

Results and discussion

The structure of a single IBP molecule is presented in Fig. 1. Due
to the low symmetry, all 93 A modes representing the vibrations of
a single IBP molecule, are both infrared and Raman active. Com-
mercially, IBP is found as a racemate in the form of the molecular
crystals. (RS)-IBP crystalizes in the monoclinic type of structure
with four (Z=4) molecular units per unit cell [8-12]. The (RS)-
IBP, R(—)- and S(+)-IBP enantiomers form a cyclic dimer across
hydrogen bonds of their carboxylic groups through the center of
inversion. This leads to an increase of a symmetry from the P2,
for the S-IBP to P2,/c (C5,) in the case of (RS)-IBP. The main
implication of the inversion symmetry presence in the crystal is
the separation of the Raman and infrared active modes.

In general, for the molecular crystals, two types of vibrations
could be distinguished: external vibrations (vibrations between
the molecules) and internal vibrations (vibrations within the
molecules). Depending on the type of the motion, external vibra-
tions could be translations (representing the translational motions
of the molecules) or librations (representing the rotational motions
of the molecules).

In order to determine the vibrational structure of the (RS)-IBP,
the correlation method was applied [13]. By correlating the trans-
lational and the rotational modes of a single molecule to the site
symmetry and the crystal symmetry (see Fig. 2), the external vibra-
tional mode distribution at the Brillouin zone center (I" point) was
obtained:

I'kRaman = 6A¢ + 6Bg,
Tinfrared = Ay + 4By,
Facoustic = Au + 2Bu

Thus one can expect 12 external modes to be observed in the
Raman scattering experiment.

In the same manner, by establishing the correlation between
the symmetry of the molecular vibrations, the site symmetry and
the symmetry of the crystal through the peculiarities of the
(RS)-IBP crystal structure (see Fig. 2), 186 internal modes
(93Ag + 93Bg) are expected to be observed in the Raman scattering
experiment. This substantial increase in the number of the obser-
vable vibrational modes for the molecular crystal in comparison
to an isolated molecule is a consequence of the interactions
between the molecules. Having in mind that the molecules are
connected with very weak van der Waals interactions, the internal
modes will usually appear as a Az — B, doublets around the
energies that correspond to the energies of the single molecule
vibrations. Furthermore, the splitting within the doublets is rather
small and thus they are typically observed as a single feature in the
Raman scattering spectra.

Nature of the intermolecular bonds suggests that all external
vibrations are expected to be found in the low energy part of the
Raman spectra. However, ibuprofen is a highly flexible molecule,
and thus one can also expect a number of low-lying internal dou-
blets, each arising from a mode of the isolated molecule (see Fig. 2).

In order to determine the vibrational spectra of a single mole-
cule, we perform first principle calculations of the IBP molecule
dynamics properties, within density functional perturbation the-
ory [14] as implemented in the QUANTUM ESPRESSO package
[15]. We used scalar relativistic ultra-soft pseudopotentials, gener-
ated within general gradient approximations with Perdew-Burke-
Ernzerhof exchange correlation functional. Structural parameters
are relaxed so that total force acting on each atom is less than
10~* Ry/a.u. In order to study the isolated molecule, the unit cell
is made to be several times larger than the size of the molecule it-
self and all calculations are performed at the center of the Brillouin
zone. Energy cut-offs for the wave functions and the electron den-
sities are 60 Ry and 800 Ry respectively, determined to ensure a
stable convergence. Calculated vibrational mode energies of a sin-
gle S-IBP molecule in the low energy region are summarized in Ta-
ble 1. Corresponding displacement patterns are presented in Fig. 1.
We have also performed calculations on R-IBP and there are no sig-
nificant changes in phonon energies between these two forms. Ob-
tained energies of the vibrational modes at energies larger than
200 cm™! are in good agreement with previously published data
[4-7] and with our Raman (RS)-IBP measurements presented in
Fig. 3(a).

According to the symmetry considerations for the (RS)-IBP crys-
tal structure, 12 Raman active modes originating from the external
vibrations are expected. From the single IBP molecule numerical
calculations, we have found that in the spectral region under
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Fig. 1. Displacement patterns of the low energy Raman active vibrational modes of (RS)-IBP. The lengths of the arrows are proportional to the vibration amplitudes.
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Fig. 2. Correlation diagram betwen the molecular and crystal vibrations.

Table 1
Calculated vibrational mode energies, symmetry and activity for a single S-IBP
molecule in the low energy region.

Symmetry Calculated energy (cm™") Activity
A 43.9 IR+R
A 50.3 IR+R
A 58.9 IR+R
A 65.6 IR+R
A 83.5 IR+R
A 107.7 IR+R
A 162.2 IR+R

200cm~! 7 intramolecular doublets are expected, each arising
from a mode of the isolated molecule. This give rise to the total
of 26 Raman active modes to be observed in the spectral region
under 200 cm~!. The presence of both the internal and the external
vibrational modes in the same spectral region indicates the strong
mixing between the two types of vibrational modes [16-18].

Fig. 3(b) shows the low energy region Raman scattering spectra
of (RS)-IBP measured at various temperatures. As one can see, at
room temperature only four structures at about 21cm ',
52cm~!, 74cm~! and 138 cm™! can be clearly distinguished. This
is in agreement with the findings of Hédoux et al. [3], where the
authors observed three peaks at around 20 cm~!, 50cm~! and
80 cm ! and assigned them as phonon peaks. However, as already
mentioned, symmetry of the system predicts a much larger

/L
77/
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Fig. 3. (a) Wide range Raman scattering spectra of the (RS)-Ibuprofen. (b) The low

energy region Raman scattering spectra of (RS)-Ibuprofen measured at various
temperatures.

number of peaks and thus we should consider these structure to
be multi-peak structures. In order to analyse these multi-peaks
structure, we performed the low temperature measurements. In
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general, with decreasing temperature linewidth of each mode de-
creases due to the anharmonicity effects [19]. Consequently, a
large number of modes become observable at 100 K (see Fig. 3(b)).

Fig. 4 shows unpolarized Raman scattering spectra of (RS)-Ibu-
profen measured at 100 K. Solid lines represent deconvoluted spec-
tra obtained by least-squares fitting with multiple Lorentzian line
shapes. We were able to observe 19 out of 26 modes predicted
by structural considerations. Energies of the observed modes are
summarized in Fig. 4. Whereas all the modes below 140 cm™! are
expected to have mixed character to some extent, all additional
modes above 140 cm™! can be safely assigned as an intramolecular
doublets.

Fig. 5(a) shows Raman scattering spectra of the peak structure
around 145 cm™! of (RS)-IBP measured at various temperatures.
Although, only a single mode is predicted by the numerical calcu-
lation for the IBP molecule in this spectral region (see Table 1), two
modes are clearly observed at low temperatures. Thus, this struc-
ture can be assigned as an A; — Bg doublet, as suggested by symme-
try analysis (see Fig. 2). Energy separation within the doublet is
related to the interaction between the molecules and the crystal
structure of the sample. With increasing temperature the modes
are shifted toward the lower wavenumbers and become progres-
sively broader in accordance with anharmonicity effects (see
Fig. 5(b)).

In general, temperature dependence of the vibrational mode
energy, Q(T) is usually governed by anharmonic effects. If, for the
sake of simplicity, we assume a symmetric decay of the low lying
optical vibration into two acoustic vibrations, the anharmonicity
induced energy temperature dependence can be described with
[19,20]:

Q(T):QO—C(1+L), (1)

ex—1

where q is the Raman mode energy, C is the anharmonic constant
and x = hQy/2ksT.

Fig. 5(c) shows the highest intensity low lying modes energy
temperature dependence. Dashed lines represent calculated spec-
tra by using Eq. (1). The best fit parameters are presented in Table 2.
Good agreement between the experimental data and the calculated
spectra suggest that the temperature dependence of the low
energy (RS)-IBP Raman active modes is mainly driven by the
anharmonicity effects. In general, knowledge about the Raman
modes energy temperature dependence alone is not sufficient to
separate the low lying internal from the external modes [21,22].
More complete approach for determination of the modes type

79.6

Ibuprofen

Intensity

50 100 150 200
Wavenumber (cm™)

Fig. 4. Raman scattering spectra of (RS)-IBP measured at 100 K. Solid lines
represent calculated spectra by using Lorentz profiles.
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Fig. 5. (a) Raman scattering spectra of the double peak structure around 145 cm™!
of (RS)-IBP measured at various temperatures. (b and c) Energy temperature

dependance of highest intensity Raman modes.

Table 2
Best-fitting parameters for Raman modes energy temperature dependence using
Eq. (1).

Q(cm™1) C(cm™) Q(cm™) C(cm™)
P1 263 0.13 P5 83.0 1.0
P2 46.6 0.18 P6 143.0 0.9
P3 53.7 0.28 P7 1523 1.8
P4 62.0 0.6
would require combination of pressure and temperature

dependent measurements [22].

Conclusion

The Raman scattering spectra of the (RS)-IBP measured at
various temperatures has been reported. Detailed analysis of the
(RS)-IBP crystal symmetry, predicted 12 external modes for this
system. According to the numerical calculations, appearance of
internal vibrational modes is also expected in the low energy
region of the spectra, mostly in terms of A, — B doublets, as in
the case of the 141-148 cm™! structure. Total of nineteen Raman
active modes have been observed in the region below 200 cm™!.
Temperature dependance of the low energy (RS)-IBP Raman active
modes is driven by anharmonicity effects.
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Mott quantum criticality and bad metal behavior
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Abstract. "Bad metal" behavior featuring linear temperature dependence of the resistivity extend-
ing to well above the Mott-Ioffe-Regel limit is often viewed as one of the key unresolved signatures
of strong correlation. Here we associate the bad metal behavior with the Mott quantum criticality by
examining a fully frustrated Hubbard model where all long-range magnetic orders are suppressed,
and the Mott problem can be rigorously solved through dynamical mean field theory. We show
that for the doped Mott insulator regime, the coexistence dome and the associated first-order Mott
metal-insulator transition are confined to extremely low temperatures, while clear signatures of Mott
quantum criticality emerge across much of the phase diagram. Remarkable scaling behavior is iden-
tified for the entire family of resistivity curves, with a quantum critical region covering the entire
bad metal regime, providing not only new insight, but also quantitative understanding around the
Mott-Ioffe-Regel limit, in agreement with the available experiments.

0.14—

012} el
0.1} ] ]
0.08+
0.06
0.04-
0.02F

3
3
L .., Mott

Temperature T

Fermi
Liquid

0.4 06

0.8
Chemical potential,
f=p-U/2 “16 2

REFERENCES

Vudicevié, J., Tanaskovi¢, D., Rozenberg, M., and Dobrosavljevi¢, V., arXiv:1412.7960.

Vucicevié, J., Terletska H., Tanaskovi¢, D., and Dobrosavljevié, V., Phys. Rev. B 88, 075143 (2013).
Terletska H., Vucicevié, J., Tanaskovi¢, D., and Dobrosavljevié, V., Phys. Rev. Lett. 107, 026401
(2011).

L=

56



APS -APS March Meeting 2015 - Event - Unstable...

1ofl

Bulletin of the American Physical Society

APS March Meeting 2015
Volume 60, Number 1

Monday-Friday, March 2-6, 2015; San Antonio, Texas

Session Q21: Metal Insulator Transitions

2:30 PM-5:18 PM, Wednesday, March 4, 2015
Room: 201

Sponsoring Unit: DCMP
Chair: Dragana Popovic, National High Magnetic Field Laboratory

Abstract ID: BAPS.2015.MAR.Q21.11

Abstract: Q21.00011 : Unstable Domain-Wall Solution in the Metal-Mott Insulator Coexisting Regime
4:30 PM—4:42 PM

Preview Abstract MathJax On | Off 4= Abstract =»

Authors:
Tsung-Han Lee
(Florida State University and National High Magnetic Field Laboratory)

Vladimir Dobrosavljevic
(Florida State University and National High Magnetic Field Laboratory)

Jaksa Vucicevic
(Institute of Physics Belgrade, Serbia)

Darko Tanaskovic
(Institute of Physics Belgrade, Serbia)

Eduardo Miranda
(Campinas State University, Brazil)

We employ Dynamical Mean Field Theory (DMFT) with multidimensional optimization (Conjugate Gradient and Broyden method) to investigate the transport
properties of the unstable solution in the Mott metal-insulator coexisting regime. Physically, this solution is expected to describe the properties of the domain
wall separating the metallic and the Mott-insulating regions in a spatially inhomogeneous case. We show that the multidimensional optimization can
efficiently converge not only to the local minima of the free energy, describing the two coexisting phases, but also to the saddle-point describing the unstable
solution. This unstable solution represents a new phase of matter: its low temperature transport properties differ qualitatively from both the metal and the
insulator, displaying incoherent metallic behavior down to lowest temperatures.

To cite this abstract, use the following reference: http:/meetings.aps.org/link/BAPS.2015.MAR.Q21.11

https://meetings.aps.org/Meeting/MAR15/Sessio...

06.04.2017. 21:33



HP-SEE User Forum 2012 17-19 October 2012, Belgrade, Serbia

Emergence of resonant waves in cigar-shaped Bose-Einstein
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Abstract

Motivated by the continuous interest shown to the nonlinear dynamics of quantum gases we
present in this talk the emergence of resonant waves in cigar-shaped Bose-Einstein
condensates using which has been reported in Ref. [1].

We introduce the analytic treatment of the dynamics of a trapped, quasi-one-dimensional
Bose-Einstein condensate subject to resonant and nonresonant periodic modulation of the
transverse confinement. The dynamics of the condensate is described variationally through
a set of coupled ordinary differential equations, and the period of the excited waves is
determined analytically using a Mathieu-type analysis. For a modulation frequency equal to
that of the radial confinement we show that the predicted period of the resonant wave is in
agreement with the existing experimental results. Finally, we present a detailed comparison
between the resonant waves and the Faraday waves that emerge outside of resonance.

[11 A.l. Nicolin, Phys. Rev. E 84, 056202 (2011).
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Abstract

Twenty years after the introduction of the Dynamical Mean Field Theory as a means of
solving the Hubbard model, the focus has moved towards computationally very intensive
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multi-site and multi-orbital calculations, which are aimed at including spatial correlations,
disorder and detailed atomic structure to the otherwise fairly simple model. However, limited
computational resources create a need for faster and more optimized codes and even
approximative solutions. We present here a highly optimized parallel implementation of the
approximative second order perturbative approach especially suitable for a study of strongly
disordered correlated systems. On this example, we give an overview of numerical
challenges that arise in dealing with large systems of non-linear equations, ill-behaved
discretized functions and self-consistent calculations in general. In the end, we discuss
results of performance tests, outline possible improvements and make a comparison to the
exact, but computationally very demanding Quantum Monte Carlo method.

Electronic Structure and Lattice Dynamics Calculations of FeSb2 and
CoSb2

Author(s):
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Presenter:
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Abstract

First principles calculations of the electronic structure and lattice

dynamics of FeSb2 and CoSb2 are performed using the Quantum Espresso package.
Calculated vibrational modes and frequencies are used for proper assignation of the normal
modes in the corresponding Raman scattering experiments.
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Quantum criticality of Mott transition in

organic materials

Tetsuya Furukawa'*, Kazuya Miyagawa', Hiromi Taniguchi?, Reizo Kato® and Kazushi Kanoda™

A many-body quantum system on the verge of instability
between two competing ground states may exhibit quantum-
critical phenomena'?, as has been intensively studied for
magnetic systems. The Mott metal-insulator transition®,
aphenomenon that is central to many investigations of strongly
correlated electrons, is also supposed to be quantum critical,
although this has so far not been demonstrated experimentally.
Here, we report experimental evidence for the quantum-critical
nature of the Mott instability, obtained by investigating the
electron transport of three organic systems with different
ground states under continuously controlled pressure. The
resistivity obeys the material-independent quantum-critical
scaling relation bifurcating into a Fermi liquid or Mott insulator,
irrespective of the ground states. Electrons on the verge of
becoming delocalized behave like a strange quantum-critical
fluid before becoming a Fermi liquid.

Mutually interacting electrons with sufficiently strong Coulomb
repulsion U fall into the Mott insulating state when the carrier
density corresponds to an electron per site (a half-filled band)’. As
the bandwidth W is increased by pressure or chemical substitution,
the electrons gain kinetic energy and become itinerant at a critical
value of W/U. The Mott transition, a marked phase transition
between a metal and an insulator, is a collective manifestation of im-
balance in the particle-wave duality of electrons. As one of the main
issues in the quantum physics of condensed matter, the quantum-
critical nature of the Mott transition awaits clarification. In contrast
to intensive theoretical studies**, however, this issue has not yet
been addressed experimentally because most Mott transitions in real
systems have critical points at finite temperatures”"'; thus, they are
not genuine quantum phase transitions.

In general, quantum criticality is observed at the temperature
T sufficiently lower than the competing energy scales underlying
the phase transition"?, which are the bandwidth W and on-site
Coulomb energy U in the case of the Mott transition. Thus, even if
the systems critical point, T, is finite, unlike the genuine quantum
phase transition, in the case that T, is orders of magnitude lower
than W and U, there is a vast temperature regionof T, < T <K U, W,
where the system can experience quantum criticality (Fig. 1a).
Indeed, using dynamical mean field theory (DMFT), which can
properly describe the Mott transition™, the authors of refs 4,13
have suggested the scaling of transport for quantum criticality in an
intermediate temperature range well above T-.

To explore the possible Mott quantum criticality from the ex-
perimental side, we performed pressure studies of the electron
transport for three different quasi-two-dimensional organic Mott
insulators with anisotropic triangular lattices, k-(ET),Cu,(CN)s,
k-(ET),Cu[N(CN),]|Cl and EtMe;Sb[Pd(dmit),], (hereafter abbre-
viated to k-Cu,(CN)j;, x-Cl and EtMe;Sb-dmit, respectively), where

ET and dmit represent bis(ethylenedithio)tetrathiafulvalene and
1,3-dithiole-2-thione-4,5-dithiolate, respectively (Fig. 1b,c). In the
Mott insulating phases, k-Cu,(CN); and EtMe;Sb-dmit host quan-
tum spin liquids (QSLs), whereas k-Cl is an antiferromagnet'*'®
(AFM). In the metallic phases, k-Cu,(CN); and x-Cl are supercon-
ducting (SC) at low temperatures, whereas EtMe;Sb-dmit remains
a paramagnetic metal’'"'**' (PM). Then, the three systems have
different types of Mott transition in their ground states, for example,
QSL-SC, AFM-SC and QSL-PM transitions (Fig. 1d-f). Clear first-
order Mott transitions are observed in x-Cu,(CN); and k-Cl up to
T, values of 20K (ref. 22) and 38 K (ref. 11), respectively, whereas
there is no clear first-order nature in the Mott transition in EtMe;Sb-
dmit?; its critical temperature, if any, is well below 30 K. The critical
temperatures of the three compounds are two or three orders of
magnitude lower than the values of W, U, which are several thou-
sand Kelvin or more' (Fig. 1a); the orders-of-magnitude difference
between T, and U, W preserves the possibility of quantum critical-
ity in the intermediate temperature region (T. < T < U, W). We
measured resistivity curves p(P, T') under continuously controlled
He-gas pressure P at various fixed temperatures to cover the metal—
insulator crossover region and tested the quantum-critical scaling
of the p(P, T) data. Figure 1d-f present coloured contour plots
of the normalized p(P, T) (explained later in detail), which is
shown to follow the quantum-critical scaling almost perfectly in the
fan-shaped region where the colour changes, as described in the
following section.

First, we define metal-insulator crossover pressures at a given
temperature, P.(T), as inflection points in the experimental
log p(P,T) versus P curve (Supplementary Information). The
P.(T) determined at different temperatures forms a bow-
shaped crossover line, which corresponds to the Widom
line of the Mott transition*". The Widom line divides the
insulating (8P=P —P.(T) <0) and metallic sides (8P > 0), as
observed in Fig. 1d-f. Figure 2 shows the normalized resistivity
PP, T)=p(@P, T)/p(T) of k-Cu,(CN); as a function of §P,
where p.(T)=p(§P =0, T) is the crossover resistivity along the
Widom line. It is observed that p (8P, T') crosses continuously from
the insulating state (§P < 0) to the metallic state (5P > 0). As a result
of the normalization, all curves cross at a single point for which
8P =0 and p =1, and the slope at the inflection point is steeper
at lower temperatures. It is noted that the volume change of the
sample, which can be large particularly near the Mott transition,
has no practical influence on the p (P, T') values, as explained in the
Supplementary Information.

For a quantum phase transition'?, as a system approaches a
quantum-critical point while remaining at zero temperature, not
only the spatial correlation length & but also the correlation time
7 diverges as £ < |g — g.|7" and T «x &7 o< |g — g.|7*", where g is the
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the temperature range in which the scaling is valid is approximately
2T. < T <0.12t, where t is the nearest-neighbour transfer integral in
the Hubbard model. Both the lower and upper limits nearly coincide
with the present results. Furthermore, the bow-shaped crossover
line and the fan-shaped quantum-critical region are common to
both the present and the DMFT works. As DMFT can treat only
fluctuations independent of wavenumber k, the present agreement
may indicate that the fluctuations of Mott quantum criticality, where
electrons are neither particle-like nor wave-like objects, can be of the
k-independent local nature.

In general, quantum-critical behaviour springs from a quantum
phase transition associated with symmetry breaking. However,
the Mott quantum criticality in question is associated with the
charge delocalization transition without symmetry breaking
and has been actually demonstrated here to occur irrespectively
of the presence/absence of symmetry breaking in spin degrees
freedom. Thus, the present quantum criticality is beyond the
conventional symmetry-breaking framework. Unconventional
quantum criticality has also been discussed for heavy-electron
systems in light of the Kondo breakdown, where the reconstruction
of Fermi surfaces or an orbital-selective Mott transition due to
itinerant-localized competition of f electrons supposedly causes
unconventional quantum criticality?®®. Moreover, theoretical
investigations of the holographic duality of current interest have
proposed that strange metals in heavy electrons and cuprates
are in yet-unspecified quantum-critical regimes®®*'. It is likely
that correlated quantum systems of organics, heavy electrons and
cuprates carry a new class of quantum criticality that originates from
the itinerant-localized competition rather than symmetry breaking.

Methods

Single crystals of k-(ET),Cu,(CN); and «-(ET),Cu[N(CN),]Cl were grown by
conventional electrochemical oxidation. Single crystals of EtMe;Sb[Pd(dmit),],
were obtained by air oxidation of (EtMe;Sb),[Pd(dmit),] in acetone containing
acetic acid®. The typical sample sizes are ~0.3 mm x 0.3 mm x 0.006 mm for
K-(ET),Cu,(CN);, ~1.0mm x 0.5 mm x 0.2 mm for x-(ET),Cu[N(CN),]Cl, and
~0.8 mm x 0.9 mm x 0.05mm for EtMe;Sb[Pd(dmit),],. The in-plane electrical
resistivity was measured using the standard d.c. four-probe method under an
isothermal pressure sweep (descending processes), using helium gas as the
pressure medium. To examine the sample dependence, measurements were
performed for two samples of the same compound simultaneously in the same
run. The reproducibility of the scaling behaviour was basically ensured for each
compound. Gold wires of 25 um in diameter were glued on the crystal faces with
carbon paste as electrodes. Throughout the experiments, we confirmed that the
resistivity was independent of the applied current.
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Critical Behavior in Doping-Driven Metal—Insulator Transition on

Single-Crystalline Organic Mott-FET
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© Supporting Information

ABSTRACT: We present the carrier transport properties in
the vicinity of a doping-driven Mott transition observed at a
field-effect transistor (FET) channel using a single crystal of
the typical two-dimensional organic Mott insulator x-(BEDT-
TTF),CuN(CN),Cl (k-Cl). The FET shows a continuous
metal—insulator transition (MIT) as electrostatic doping
proceeds. The phase transition appears to involve two-step
crossovers, one in Hall measurement and the other in
conductivity measurement. The crossover in conductivity
occurs around the conductance quantum e>/h, and hence is
not associated with “bad metal” behavior, which is in stark

contrast to the MIT in half-filled organic Mott insulators or that in doped inorganic Mott insulators. Through in-depth scaling
analysis of the conductivity, it is found that the above carrier transport properties in the vicinity of the MIT can be described by a
high-temperature Mott quantum critical crossover, which is theoretically argued to be a ubiquitous feature of various types of

Mott transitions.

KEYWORDS: Mott transition, field-effect transistor, SAM patterning, metal—insulator transition, Hall effect, quantum critical scaling

trongly correlated electrons confined in two-dimensional

materials exhibit a rich variety of anomalous phases, such as
high-T, superconductivity, Mott insulators, and quantum spin
liquids. Enormous effort has been devoted to understanding the
mechanisms of the phase transitions between them,"* which
are driven by the complex interplay between many-body
interactions and charge—spin fluctuations. Mott insulators are
particularly remarkable in viewpoints of nanoscience as well as
fundamental physics since they are not only mother materials
for a diverse range of strongly correlated systems but also serve
as a molecular or atomic limit for coherently coupled arrays of
single electron transistors (SETs).>* In Mott insulating state,
strong Coulomb repulsion between electrons in half-filled band
leads to carrier localization, which can be viewed as a situation
that the collective Coulomb blockade confines an electron to
the individual “subnano-sized SET”. The electronic/magnetic
properties of Mott insulators are governed by quantum
mechanics, and indeed various types of unconventional phase
transitions occur due to imbalance in the particle—wave duality
of electrons which is tri%gered by charge doping,® a magnetic/
electric field,”” pressure,”” or introduction of disorders.'”"" An
important issue is the Eossibility of quantum phase transitions
in Mott insulators,'>"” where quantum fluctuations play an
essential role in the transitions with the emergence of quantum
critical points at 0 K."*~"® This would hold true for a coherently
coupled array of SETs, although it has not yet been recognized.

-4 ACS Publications  © 2016 American Chemical Society 708

Even at finite temperatures, quantum fluctuations with an
energy scale overwhelming the temperature kyT give rise to a
critical crossover feature observed as a power-law singularity in
physical quantities in the vicinity of the quantum critical
point.">'? It has been argued that the unconventional non-
Fermi liquid behavior commonly observed near the Mott
transition should pertain to such quantum criticality, although
there is no general consensus on its origin.

To properly investigate the doping-driven Mott transition, it
is required to dope carriers in a clean manner without
introducing impurities because the modification of the local
electronic environment by such disorders should destroy the
intrinsic many-body states. Electrostatic doping techniques
using the electric double-layer transistor (EDLT) or field-effect
transistor (FET) configurations are promising for such
investigation. Combined with recent advances in fabrication
technology for crystalline nanosheets' and interfaces,”*** these
techniques not only enable fine control of the charge density as
an independent tunable parameter but also extend the
possibility of novel device applications that utilize abrupt
changes in physical properties triggered by a phase transition.
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Figure S6. Phase diagrams for doping-driven and pressure-driven metal-insulator transitions around
a Mott insulator. (a) Experimentally determined pressure—gate-voltage—temperature(P — V, — T) phase
diagram for «-Cl with contour maps of conductivity in units of e?>/h. The phase diagram for a pressure-
driven MIT at half-filling (left half of the panel) is determined from measurement for a bulk x-Cl single
crystal (adapted from ref. 21). (b) Interaction—chemical-potential-temperature (U — € — T') phase diagram
based on DMFT solutions of the maximally frustrated Hubbard model, which is adapted from refs. 22
and 23. U and D represent on-site Coulomb repulsion energy in the Hubbard Hamiltonian and the half
bandwidth, respectively, and € is the chemical potential measured from the half-filled level.

driven and doping-driven Mott transitions. However, the nature of the QCR is significantly differ-
ent between the two types of Mott transitions; the QCR for the doping-driven transition extends to
low T (vz = 1.35, ref. 22) and the critical conductivity is ~ o\r, Whereas that for the pressure-
driven transition at half-filling is observed above a high critical-end-point temperature (vz ~ 0.8,
ref. 23) and the critical conductivity is suppressed to below ~ 0.1oyr (BM behavior). The exper-
imental phase diagram is consistent with the theoretical one, although the weak localization (WL)
is observed on the actual x-Cl FET instead of FL behavior possibly due to disorders at the FET

interface. (AFI: antiferromagnetic Mott insulator phase, SC: superconducting phase.)

G. SCALING ANALYSIS FOR QUANTUM CRITICALITY

As described in the main text, the quantum phase transition (QPT) is a phase transition between
competing ground states, which can be tuned by a non-thermal parameter of the quantum systems.
In contrast to classical phase transitions driven by the thermal fluctuation, the QPT is driven by

the quantum fluctuation stemming from Heisenberg’s uncertainty principle (or, more specifically,
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IornaBme Wigner—Mott Quantum Criticality: From 2D-MIT to 3He and Mott Organics, aytopa [Ipod.
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1. M. M. Radonji¢, D. Tanaskovi¢, V. Dobrosavljevi¢, G. Kotliar, and K. Haule, Wigner-Mott Scaling of
Transport Near the Two-dimensional Metal-insulator Transition, Phys. Rev. B 85, 085133 (2012).

2. Terletska, J. Vucicevi¢, D. Tanaskovi¢, and V. Dobrosavljevi¢, Quantum Critical Transport Near the Mott
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Temarturka u3 MmoHorpacdwuje je Takofje obpaljiBaHa 1 y pajjoBuMa:

4. J. Vucicevi¢, D. Tanaskovi¢, M. J. Rozenberg and V. Dobrosavljevi¢, Bad-Metal Behavior Reveals Mott
Quantum Criticality in Doped Hubbard Models, Phys. Rev. Lett. 114, 246402 (2015).

5. D. Tanaskovi¢, K. Haule, G. Kotliar, and V. Dobrosavljevi¢, Phase diagram, energy scales and nonlocal
correlations in the Anderson lattice model, Phys. Rev. B 84, 115105 (2011), IF=3.774.

6. A. Amaricci, A. Camjayi, K. Haule, G. Kotliar, D. Tanaskevi¢, and V. Dobrosavljevi¢, Extended Hubbard
model: Charge Ordering and Wigner-Mott transition, Phys. Rev. B 82, 155102 (2010).

7. M. M. Radonji¢, D. Tanaskovi¢, V. Dobrosavljevi¢ and K. Haule, Influence of disorder on incoherent
transport near the Mott transition, Phys. Rev. B 81, 075118 (2010)

O 3Hauajy TemarHKe obpaljeHe y MoHorpadujH, 3a kojy cy B. Tobpocasmeruh u [l. Tanackopuh Harvcanu
YBOZIHO TIOTVIaB/be, Hajbo/be ToBOpW mofaTtak fa je otkpuhe Cepreja KpaBuenka u3 1995. rogauHe o
rocTojakby MeTanHe (ase U MeTan-u30/7aTrop Tipefasa y jako uWHTeparyjyhem aBoarMeH3MOHaTHOM
e/IeKTPOHCKOM racy yBPIUTeHO Of cTpaHe AMepuUKor ApyiuTBa ¢u3snuapa Mel)y 50 HajBaXHUjUX OTKpuha y
Me30CKOIICKOj (PU3ULIM Y ABaZleCeToM BeKy (BUAETH KOIIHjy TOC/e/ilbe CTPaHe KIbHre).
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l._ |¢>|/|3,qq>nog |EKcnepmmeHTanHe mMeTone 6uodmsnke |Mvu10|.u Buhuh

IF |¢>I/I3,E|,¢n®10 |r'lpvlmeHa nnasme y 61onoruju u MeguUmHn |HeBeHa Myay, 3opaH MNeTposuh

|Y>Ka HayuHa o6nact: HACTABA ®U3UKE

IT |®I/I3,£|,¢,El,¢l |I/I3a69aHa NorNaB/ba ANAaKTVke unsnke |MV|ho MwTposuh

l; |®I/I3,£|,¢,El,¢2 [Paa ca ranentosarmm yuernumma |MV|ho MwTposuh

l? |®I/I3,£|,¢,El,¢3 [Metononorvia NeaaroLkmx NCTpaxuBarba y unsuum |AHggm'aHa XKekuh, JabnaH flojunnosuh

IT |®I/I3,£|,¢,El,¢4 [cTpaxmsatse yuersa u actase dnanke |Jocmn Crviiko

l; |®I/I3,£|,¢,El,¢5 [Metone untepakusHe Hactase u yuetsa dusuke |Mmg'aHa Nonosuh-Boxuh, bpatucnas O6paaosuh

|PAl-IyHAPCKI/I NMPEAMETW 3A BULLE HAYYHUX OBJIACTU

IT |¢I/I3,Cl,¢JBOI |Hymepwu<e MeToge y dmsnum |JOBaH y3oBwuh, 3opaH C. Monosuh

IT |¢I/I3,Cl,¢JBOZ |MOHTe Kapno cumynaumije y onsvum |ropaH Monapwh, AHTYH Banax

|: ’lDI/IB,D,tDBOS MeToam Hymepuuke cumynauuje y onsmnum joHM30BaHor raca u Mapuja Pagmnnosuh-PaheHnosuh, Hajaad Anekcuh, MunosaH
nnasve LLlysakoB

IT ItDVIS,D,tDBOA |Hymep|/1tu<e MEeTo/e 1 cUMy/aumje y KBaHTHOj oNTuLu |g ylaH ApceHosuh

KoopauHatopy cMeposa:

KBaHTHa, MmaTemarnyka v HaHodusunka: M. lamwanosuh, M. Monosuh Boxuh

KsaHTHa nosba, Yectuue v rpasutaumja: 6. Casnosuh, B. PagosaHosuh

dusnka atoma 1 monekyna: T. [po3gaHoB, H. HepesbkoBuh

KBaHTHa ontuka n nacepu: M. Kypauua, /b.Xatmescku

dusnka joHnsoBaHor raca u nnasme: C. byksuh,3.Metposuh

du3nKa KOHAEH30BaHe MaTepuje 1 ctatucTuuka gusuka: H. bubuh, 3. Pagosuh, M. KHexesuh
MpumetseHa cmsunka: M. ipamuhadvii, W. Benya

Hactasa dmsmke: J. lojunnosuh

O NOoOOAWNE
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Subject Program Pavle Savic we b ma | |
From Nada Milosevic <nada.milosevic@nauka.gov.rs> I

To <darko.tanaskovic@ipb.ac.rs>
Date 2012-03-01 15:45

e Peto zasedanje.pdf (~958 KB)
e Usvojeni projekti PAI 2012-2013.xIs (~37 KB)

Postovani gospodine Tanaskovic,

ObavesStavamo Vas da je na zasedanju MeSovitog komiteta izmedu Republike Srbije i
Republike Francuske, koji je odrzan 29. februara 2012. godine Vas projekat ,Kvantni kriti¢ni
transport u blizini Motovog metal-izolator prelaza” (broj projekta 680-00-132/2012-09/04)
stavljen na listu odobrenih projekata u okviru Programa integrisanih aktivnosti "Pavle Savic”.

U prilogu vam dostavljam potpisan izvestaj sa Petog zasedanja MeStovitog komiteta, kao i
Tabelu odobrenih projekata sa opredeljenim sredstvima za realizaciju projekta.

Zahteve za refundaciju troSkova putovanja, odnosno najave posete francuskih istrazivaca,
potpisane od rukovodioca projekta i direktora instituta, dostavite na obrasce koje moZzete
pronaci na sajtu Ministarstva http://www.mpn.gov.rs/sajt/page.php?page=284

Zahteve dostavite na adresu:

Ministarstvo prosvete i nauke

Nada MiloSevic¢

Nemanjina 22-26

11000 Beograd

Zelim vam uspe3nu saradnju i destitam vam.
S postovanjem,

Nada MiloSevic¢

Kontatk telefon 011/3616 529

1ofl 07.04.2017. 03:01



PusLic DipLoMacy DivisioN
COLLABORATIVE PROGRAMMES SECTION

DivisioN DipLOMATIE PUBLIQUE
SECTION PROGRAMMES EN COOPERATION

7 March 2008
PDD(CP)-(CBP.EAP.RIG 983235)

Name of Grantee: Dr. Darko Tanaskovic
Address: Institute of Physics
Pregrevica 118, 11080 Belgrade-Zemun, Serbia

Upon consideration by the Advisory Panel on Chemistry / Biology / Physics, the Assistant Secretary General for
Public Diplomacy has awarded a Reintegration Grant to you as Return Fellow to fund your research activity on
“Electronic Structure Calculations of Complex Materials" which will take place at the Institute of Physics,
Belgrade-Zemun, Serbia, under the supervision of Dr Dragan Popovic.

Consequently, the sum of EUR 14,000.00 (FOURTEEN THOUSAND EUROS) is granted to you under reference
EAP.RIG.983235. This sum includes a special award of EUR 3,000, granted to you for travel and attendance at
scientific meetings/conferences. The Conditions of Award overleaf, which form an integral part of this award
letter, should be noted carefully.

Payment of the grants will be made in three instalments, as outlined in the Conditions of Award overleaf. Your
attention is drawn to the specific documents required in order to release these instalments.

Unless an extension of time is authorised by NATO, the duration of this grant cannot exceed three years from the
date of acceptance, and a final scientific and financial report for grant closure is, therefore, due at the end of this
period.

By separate letter, a grant for EUR 11,000 is also being awarded to the Host Institution Director,
Dr Dragan Popovic. All reports, including the interim reports, should be signed by both you and the Host
Institution Director.

Please note that the grant reference number should be referred to in any correspondence on the current grant.

On behalf of the Assistant Secretary General
for Public Diplomacy

Sl <

Dr. F. Pedrazzini
Programme Director

cc: Dr Dragan Popovic

These grants are accepted under the conditions stated in this letter of award and the conditions overleaf.

qu-p Taﬂﬂwm 28. % 2008,
Signature of Return Fellow Date
Viey et 2/ 32008
Signature of Director of Host Institution Date

North Atlantic Treaty Organisation - Organisation du Traité de I'Atlantique Nord
Boulevard Léopold 111 - B-1110 Bruxelles - Belgique
Tel.: +32-(0)2 707 41 11 - Fax: +32-(0)2 707 42 32 - Internet : www.nato.int/science
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B®

APS is conducting a brief online survey about our review process so that we can make it more
efficient and more compatible with our referees’ needs and expectations. The survey should
take approximately 10 minutes to complete. As a valued referee for Physical Review, your

input is greatly appreciated. The survey will close on March 14th.

Pierre Meystre
Editor in Chief
American Physical Society

Please do not forward thi

Begin Survey

alm £ 4o Eies

mail as its survey link is unique to you.
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Subject DECI-13 scientific reviews * we b ma | |
From Chris Johnson <chrisj@epcc.ed.ac.uk> I
To Chris Johnson <chrisj@epcc.ed.ac.uk>
Date 2015-11-06 11:53

e DECI-scientific-review-letter-DECI-13.pdf (~317 KB)

Dear all,

I would like to ask if you would kindly perform some DECI-13 scientific reviews, having
reviewed similar proposals for DECI-12 earlier last year. These are reviews for requests
for year-long access to Tier-1 computing resources across Europe. The procedure and
reviewing process is the same as for DECI-12 and DECI-11. There are 32 proposals and
each should get 2 reviews meaning 64 reviews in total are needed so with a panel of 24 I
estimate is that there would be between 2-3 reviews each and I will expand the panel as
required.

Please can you let me know as soon as possible if you are available or not for
performing reviews? I can assign the reviews as soon as you reply and the deadline for
reviewing is Friday 27th November (three weeks today). Some more information is in the
attached pdf. Please ignore the slightly earlier deadline of the 23rd November in the
document.

Many thanks for your support so far,

Cheers,

Chris

The University of Edinburgh is a charitable body, registered in
Scotland, with registration number SC005336.

1ofl 04.04.2017. 00:20



JPYHITBO ®U3NYAPA CPBUJE Mamuunu 6poj:07083998

Ilpeepesuya 118, 3emyn, I1. gpax 68 Pezucmapcku

6poj:000414926

11080 Beoepad Hlugppa deaamnocmu: 91120

Cpbuja ITHDB: 102392594

Ten: 011/3160-260 aok. 166 IT/IB peez. 6poj:134237716
@axc: 011/3162-190 2Kupo pauyn: 205-25694-24

Web site: http://www.dfs.org.yu
E-mail: dfs@phy.bg.ac.yu

3anucHUK
ca H300pHe ckynmiTude IpymrTBa pusnuapa CpoOnje
oap:xkane 30. oktoOpa 2008. rogune y beorpany

[Mpencequuk JPC Ilpod. np Mupocnas Beckouh otBopHoO je cemnuny y 13:15 uacoBa u
npeIokuo cieaehu

JHEBHH PE II:

—

. H300p pagnux tena CKynmrtuHe:
pagHOr NpeaceIHUIITBA, BepU(DHKALMOHE KOMHCH]E,
HU300pHE KOMHCH]€ M 3alMCHAYApA.
2. H3Bemrtaj BepudUKalUOHE KOMHCH]E.
3. Hssemraj o pany I®PC y nepuoay on 1. HoBemOpa 2006. rogvne
no 1. noBemOpa 2008. romune (M. BeckoBuh u H. Casuh).
4. HUsBemTaj o ¢puHancujckom nocioawy IDC y nepuony
o1 01.11.2006. mo 01.11.2008. rogune (M.Casnh).
5. H360p unanoa npenceanunmtea JDC:
npeIceJHUKA, 3aMEHHKa MpeACeIHHKA, TOTIPEACEeIHUKA 3a
¢unaHcyje, cexpetapa u npenceguuke Onenewa JPC.
6. [luckycuja Mo mogHeTHM HU3BEITajuMa U NPesiosu (CyrecTuje)
3a Oynyhu pang JOC.
H360p unanosa Cyna yactu JPC.
H360p unanosa Hagzopnor ondopa [ADC.
Hsmene u nonyne Cratyra JPC ([.Tanackosuh).
O [TuTamwa, npennosu u odbaBemTEHA.

—‘“390.\‘


http://www.dfs.org.yu/

[TomTo je jeAHOTJIACHO YCBOjeH JHEBHHU pej, MPEIUIo ca Ha MPBY Tauky JAHEBHOT peja.

1. H360p padnux mena Ckynwumune. U3abpano je
(a) Pamno mnpenceguumTBo (Mimja Casuh, [dparana Mwimhesuh, Mupocias
Beckosuh).
(6) Bepudmukaumona rkommucuja (Comwa Jopnheruh n Cnasuma CrankoBuh).
(B) H30opna xomucuja (Munujana Togoposuh u Jyrocnas borganosuh).
(m) 3ammchuuap (Hapko Tanackosuh).

2. Towro je PagHo mpeacenHummTBO mpeyseno Bohewe CKyMIITHHE, MPENUio ce Ha APYry
Tauky IHeBHOT pena: H3eewmaj sepudpukayuone Komucuje.

H3eectunan Bepudukannone komucuje Crnasuma Crankosuh caonmrTho je nga CKyMIUTHHHA Y
CBOjCTBY JeJjierara npHcycTByje

(a) 6 unanona IlpencenuumTBa (MupocnaB Beckosuh, Anexkcangap benuh, Ununja Casuh,
Hapko Tanackosuh, Maja Bypuh u I'opan Ilonapuh).

(6) 7 npencraBHuka Onesbera 32 HayyHa HCTPAXKUBAaKka U BUCOKO 00pasoBame KOjH Cy
JeJerupaHd OJi CTpaHe MAaTHUHMX MHCTUTyIMja — KoJyieKTUBHHX ujiaHoBa [IPC (Coma
Josuhesuh, Baagumup LiBjerkoBuh, I'opan Hhophesuh, Muho Mutposuh, boxunap Lexuh,
Hymanka O6agosuh u I'opan Puctuh).

(B) 14 npeacraBHuka Ogesbema 32 OCHOBHO U Cpefilbe 00pasoBame, KOjU Cy U3adpaHH MO
MPUHLMIY jelaH NpeICcTaBHUK Mo jegHoMm okpyry (Cama CrojaHoBuh — JabnaHMUKH OKpYT,
Mupjana Komap - JyxkHo-Bauku okpyr, Anhemuja Cnacuh — JyxHo-BanaTcku OKpyr,
[Tpenpar CrojakoBuh — Konybapcku okpyr, Bepa [Ipokuh — KocoBcko-MuTpoBauku okpyr,
Mupko Harn — MauBancku okpyr, Tatjana Mumnh — Humascku okpyr, Huna JoBanosuh —
[Tuporcku okpyr, Hparana Munnhesuh — Pacuncku oxpyr, Munmjana Togoposuh — Pamku
okpyr, Mupko Kucemmuku — CesepHo-bauku oxpyr, Jyrocnas borpanosuh — Cpenmwe-
banarcku okpyr, Karapuna BHophesuh — Illymamujcku okpyr, Jbumana Cdopuan — rpan
beorpan).

[Tomro CxynumTHHM NMpHCYCTBYje 27 neneratra WITO jeé BHIIE OJi MOJIOBHHE YKyNHOr Opoja
nenerata cKynmrtuHe (45/2), 3ak/bydeHo je na CKynmTHHA MOXe IMyHOIIPaBHO Ja OJJIyuyje.



3. TIlpeacennux JPC IIpod. MupocnaB Beckosuh je caommurrno aa ce pag IPC y nepuoay
o HoBemOpa 2006. roqune 1o HopemOpa 2008. roguHe 01BHja0 HA peaTU3alHju:

(a) TpamMUHMOHAJIHUX AaKTHBHOCTH.

(6) AKTHMBHOCTH B€3aHHUX 3a MOIYyJIApHU3aLHjy (PHU3HKe.

(B) MehyHapoaHuX aKTHBHOCTH.

(r) TloGosmmamy paga Mojeauux oAesberba, OJceKa U MOAPYKHHUIA

(m) Cakymbamy nogaTaka 3a eJIEKTPOHCKY 0asy o (pusHuapuma y 3eMJbU U AHjaCTIOpPH.

Caky ox oBux akTuBHOCTH, [Ipeaceanuk BeckoBuh je y mpeacTaBHO y KpaTKHUM LpTama,
HakoH uyera je Ilormpenceguuxk HO®PC IIpod. Hmmja Casuh, y3 momoh Power Point
Mpes3eHTalllje, H3HEO NeTa/bHUje MoJaTKe.

(a) Tpaduuuoraamne akmusHocmu.

(al) Takmuuemwa U3 (pU3MKe:

Ha takmuuewnma u3 ¢pusuke y mk. 2006/2007 u 2007/2008 yuecTBOBaJO je BHIIE
crtoTuHa yuenuka. Oapsxane cy nse Cprcke ¢pusznuke omumidjane, mpea 2007. u gpyra 2008.
Yuennu cpenmux mkosa u3 Cpouje yuectoBamu cy Ha 38 ™ u 39" IPhO. Yuenuuu ocHOBHE
mKoJIe yuecTBoBaM cy Ha: 3" u 4™ IJSO. Ha Be0b cajry: http://www.dfs.org.yu/takmicenja/
JaTH Cy JIeTaJbHO CBH MOAALK O TAKMHUUYEHHUMa U3 (PHU3HKeE.

(a2) CemuHapu O HacTaBH (PU3HKE:

-Perunonannu ceMunapu.

-AKpeIUTOBaHH MPOrapaMH 3a yCaBplIaBalke HACTABHUKA (PHU3HKE.
-PenyOnuruku cemMuHap 0 HacTaBH (PU3MKE.

(a3) HUspaBamwe vaconuca "Mnaau dpusmnuap':

Y okBHpy TpagMUMOHAJIHHX OOJIMKA MOMyJapH3aluje (PU3HKe Y U3BEIITajHOM MEpHOIY
m3amia cy 2 Opoja (104 u 105) 3HaTHO MHOBHpaHor uacomuca "Mmagu ¢usuuap” ca
npoceyHuM THpaxoMm oj 1000 npumepaka. Bbpoj cranHux mpermjaTHHKa je 3a caja
PENIaTUBHO MaJli ca TPEHIOM MopacTa .

(a4) HacTaBHM IUIAHOBH U MPOTrpaMHu:



HsBpiuene cy Kopekimje nmporpaMa (pusnke y cBa TPH paspeda OCHOBHE IIKOJIE, paau
pactepehema, Ipyraudjer CTpyKTyHpamwa H OCaBpeMEmbHBakba.

(a5) Onpemame MKOJICKKUX KabuHeTa U3 pusuke:
[TocToje miaHoBH, KOjH UeKajy peaausaiujy.

(0) AxmusHocmu 8e3aHux 3a NONyYAapu3auujy puzuxe.

(01) Opyra nocera cryneHata u yuenuka “CERN-u”.
(62) OpranusoBaHo je TakMHuee ‘OTKpHUBambE TajleHaTa 3a (PU3HKY .
(63) IlpeBoge ce u nmpunpemMajy noctep ouorpacduje mosHaTux pusHuapa.

(B) Mehynapodne akmugrocmu.

[MpenctaBunuu JPC cy ysenu yuemhe y pasMUUTHMHUM aKTHBHOCTHMA BE3aHHUM 32
Balkan Physical Union u European Physical Society. [Toapy:xuuua J®C u3 Huma je Hocuarg
paga SEENET — MTP mpexe sa maTeMaTHUKy U TeopHjcKy ¢usuky. [IpeactaBanuu IDC cy
yuectBoBasM y pany III IUPAP konepenuuje o xeHama y pusruy.

(r) ITobomwmarsy pada nojeduux odesersa, 00cexa u NOOPYHCHUUA.

V¥ okBupy I®C nocrtoje 1Ba ofe/bewa, TPU OACEKA Y OKBHPY jETHOT Of Olie/bea U oKo 10
MOAPYKHHUIA Y MojequHuM okpysuma. [lo munubewy HU. CaBwha, Onesbeme 3a OCHOBHO H
cpeame 00pazoBame 3aCiIyKyje TOXBATy 3a CBOj paj y MPEeTXOJHOM mepuondy, Aok Omuerbeme
3a HayuHa ucTpakuBama U BUCOKO 00pa3oBame oIl yBEK UMa CaMO CIIOPaIUYHE aK THBHOCTH.

(m) Cakxynmarby nodamaka 3a eaeKmpoHcKy 6a3y o gpuzuuapuma y 3emsmsl U OUjacnopu.

Y Toky je mpumpema Oasze mojgaTaka ¢ MMEHHMa (pu3HuUapa KOjH Tpenajy y OCHOBHHM
KoJiaMa, THMHa3WjamMa M CpeOmbHM CTPYUYHHM mKoJiama. dusnyapa 3amocjeHHX Ha
(pakynreruma U uHcTHUTYTHMa y CpOHju, Kao U 0Oasza mogaTtaka o pU3HYapUMa CPIICKOT
MOpeKJIa KOjH pajie y HHOCTPAHCTBY.

4. Hzeewmaj o ¢punancujckom nocaosarwy HNDPC y mnepuomy om 01.11.2006. mo
01.11.2008. ropune je nogueo notnpenceauuk HIPC [Ipod. U.Casuh.

H3Bopu npuxopa cajupike:
(a) Cpenctsa u3 Oyniera pernybnmke Cpouje:



(al) Hopemwen og MuUHHCTApCTBA MTPOCBETE.
(a2) Jonerssena on MuUHHCTApCTBA HayKe.
(6) Ipuxon ox mpoaaje mybnukanuja IPC.
(B) YsaHapuHa KOJIEKTHBHHX WJIAHOBA.
(r) HoHauuje v CIIOH30PCTBA.

CtpykTypa pacxopa:
(a) IlyTHu TpomkoBHW u KoTH3anuje 3a oqummHjazae: [PhO u 1JSO.
(6) IlyTHH TPOLIKOBH 32 TAKMHUEHA U3 (PU3UKE U CEMHUHApe.
(B) AyYTOpCKHM XOHOpapH 3a ayTope U “Tiperjiefaue’ 3ajaTaka Ha TaKMHYEHUMa U3 (PU3HKeE.
(r) AyYTOpCKH XOHOpapH 3a ayTope wiaHaka y nyoaukaunujama [JPC.
(1) MarepujanHy TPOIIKOBH.

Ykynnu npuxonu 3a 2006. rogunu uzHoce 6.992.885,00 nuH., a pacxogu 6.904.703,00 qus.
Ykynnu npuxonu 3a 2007. rogunu usHoce 7.635.699,00 nuH., a pacxogu 7.635.499,00 qun.
[Tpuxonu y nepuony on 01.01. go 18.10.2008. rogune usHoce 3.712.687,00 auH, a pacxonu
2.968.323,00 nun. Ctame Ha pauyHy naHa 18.10.2008. ronune usnocu 744.365,00 nuH.

5. H300p unanosa Ilpeaceqnumria IPC.
H. Capuh je mogHeo u oOpasnoxuo ciaeaehy TUCTy KaHAMIATA:

a) 3a npeacennuka JOC
Anexkcannap bennh - UHCTHTYT 3a pU3HKY.
6) 3a szamenuka npencennuka [JDC
CreBan Jokuh - HHcTHUTYT 32 HyKjeapHe Hayke ,,BUHYA®.
B) 3a notnpeaceanuka JOC
HNmmja Casuh - dpymrBo ¢pusnuapa CpOuje.
r) 3a cekperapa [1PC
Hapko TanackoBuh — MHCTUTYT 3a (pU3HKy
n) 3anpencennuka Openemsba [JPC 3a OCHOBHO U Cpelilbe 00pa3oBame
Hymanka O6agosuh — lenaptman 3a ¢usuky [IM® Hosu Can.
h)) 3a mpencennuka Opemewa HPC 3a HayuHa HUCTpaKHMBaka M BUCOKO OOpa3oBambe
lopan Bophesuh - Opcex 3a ¢usuky [IM®  Hum.

Ha mpepnor M. BeckoBuha CkymmTHHa je JOHena OUIyKy Aa ce Trjacame 00aBH jaBHO,
nogusaweM pyky. [Ipy Tome ce riacano nojeJUHauHO 3a CBAKOI OJ HABEJEHUX KaHIWAaTa U
pesyJITaTH riacama cy:



a) 3a Anekcangpa benuha je rmacano 26 nenerata u 1 je 610 y3opikaH.

6) 3a CreBana Jokuha je riacano 26 generara u 1 je Ouo y3apxas.

B) 3a Mmujy CaBuha je riacano 26 nenerara u 1 je Ouo y3npxas.

r) 3a dapka TanackoBuha je riacano 25 nenerara u 2 cy Ouia y3apxkaHa.

n) 3a dymanky O6agosuh je riacano 26 generata u 1 je 6uo y3gpkaH

1)) 3aTl'opana Hopheruha je rinacano 25 nenerara, 1 je 6uo nmpoTHB u 1 y3mpxas.

[TomTo ce mpema wiany 42, onnyke Ha CKYIIUTHHH JOHOCEe BehMHOM NMPHCYTHHUX JeJierara,
M. Beckosuh je koHCTaTOBa0 fa cy 3a mangathu nepuon 2008-2010. rogune nzabpanu:
Anexcanpap bennh 3a npencennuka JOC,

CreBan Jokuh 3a 3amenuka npeaceanuka JPC,

Hnuja Casuh 3a mornpencennuka IOC,

Hapko Tanackosuh 3a cexperapa JPC,

Hymanka Ob6agosuh 3a npeacenuuka Onesmsewa [JPC 3a OCHOBHO U cpebe 00pa3oBame,
I'opan Bophesuh 3a mpencegnuka Opemewa [JPC 3a HayyHa HCTpakuBamba M BHCOKO
oOpazoBatbe.

6. Illecta tauka nueBHor pena - IIpedao3u 3a 6ydyhu pad J®@C, je nonena Buile
3aNakeHUX HM3Jiararba.

(a) A. benuh je jom jeqHOM HCTakao Ha BaXHOCT MpeBasuUjiakea MpobieMa Be3aHuX 3a
(puHaHCHpake aKTUBHOCTH Koje mojpxkaBa MunucTapcTBO npocsete. HajHoBHjU npumep je
nmpoOjeM y HCIIaTh cpenactaBa 3a pan HcrpxkuBauke cranune “TleTHuma” koja je
MunucTapcTBO TIpocBeTe panHje Beh 0mo06poauo.

A. bemunh je 3aTum jom jegHoMm ykasao Aa je nopep KosieKkTHBHOr wiaHcTBa y HPC, 3a
KpenuOunureT J[lpymrTBa BeoMa BaKHO M YCIOCTaB/balbe MeXaHM3Ma 3a Iulahame
HHAMBUIYyaJIHE WIaHApHUHE. JOIl jegHOM je HMCTaKHYTO na Oopba 3a mpaBa HACTaBHHKA Y
OCHOBHHMM H CpeIbHM HIKOJIaMa Mopa Aa Oyje jeiaH oj riaBHuX npuoputeTta y pany JPC.

(6) TI. Dophesuh je y cBoMm u3narawy ymnosHao nesnerate CKYMIITHHE ca pagoM
[Mogpyxuune y Humy u HaBeo HH3 akTHBHOCTH Koje je IloapykHHIa opraHusoBania y
npeTxoaHoM nepuoay. Melyy sanaxenum aktuBHocTHMa je pan Illkone ¢usMke 3a yueHHke
OCHOBHHX M CpelmHX IIKOJIa Koja paau Beh ueTupu rogvse H okymba oko 150 yueHwuka.
3aTtuMm, ca ycrnexoMm ce opraHusyje 3uMcku Kamn ¢usuke y Coko bawu. lkona ¢pusuke 3a
YUEHHMKE CpedmHX IIKOJa MOCTOjU Beh mect roguHa U cBake roAvHe OKYNH ABaJeceTak
YUEHHKa. Y OKBHpPY OBE LIKOJIE, IOBPEMEHO CE€ OJp’KaBajy M IOIyJapHa NpejaBamba Koje ce
usaBajajy poopom nocehenomhy. Iogpyxuuna y Humy Ttakohe opranmsyje u 3umcku



CEeMHHAp 3a HAaCTAaBHHMKE, a HOCHWJALl jé U BeoMma ycrnemHe melyHapogHe capalme y OKBHPY
SEENET-MTP mpe:xe 3a MaTeMaTHUKy U TEOPHJCKY (DHU3HKY.

(8) M. Harn je mosnpasuo aktuBHOCTH [logpyxuuie y Huy, anu je uctrakao Ha BeJIMKe
npobjeme ca Kojuma ce cpehy HacTaBHMLIM Y TpaJoBUMa y KOjUMa He IIOCTOje
YHUBEP3UTETCKH LIEHTPU M Yy KOjUMa j€ jOII TEXE 3aUHTEPecOBaTH YUEHHKE 3a (pU3HKy. M.
Harn je ykazao ma je 30or Tora BeoMa BaXHO MTO OOJ/b€ UCKOPHCTHTH MYOJMIUTET KOjH
(pusnuapu nodbmjajy nmorogom nouetka paga ekcnepumenta y CERN-y.

YkaszaHo je Takohe Ha OMACHOCT HCTHUCKHMBamwa (PU3MKE M3 MporpaMa TMMaHasuja U
yKa3aHo je Aa HeMamo HH(opMalldje JOKJe ce CTHUIJIO Y IUIAHOBHMA 3a pedopMy oOpasoBama
y TUMHa3Hjama.

(r) M. Beckosuh je obaBectno o aktuBHocTuMa [IPC Besanum 3a ycBajame Ctangapaa 3a
(pu3MKy y OCHOBHHM CKOJIama .

(m) C. Joxuh je najaBuo ckyn moceehen oOpasoBamwy y ®paniyckoj, koju he kpajem
HoBeMOpa fa Oyne ogpxkaH y 3rpagd Akxaaemuje Hayka y Beorpany.

(h) M. Murposuh je ykaza0 Ha HEPABHOMEPHO PETHOHAJHO MHTEPECOBAKE YUECHHKA 3a
TaKMHYeWa U3 (usmke. [eneratu cy 3atum obaBemTeHH Ja cy MHUHHUCTapCTBY 3a MPOCBETY
npociehenn 3aXTeBH 3a OpPraHU30Bambe TPH HOBE CMOTpPE M3 (PU3MKE: TAaKMHUYEHA yUEHHKA
MEIUIMHCKUX IOKOJa, TakMuuewe “Eko ¢usuka” um “OtkpuBame Tanenara”. IIro ce
(pnHaHCHpawa noctojehux TakMHuuewa THue, Hajpehu mpobiiemu ce jaBibajy y (pUHAHCHPAY
My TOBamwa Ha OJIMMIIHjaJe.

(e) M. Beckosuh je ykazao Ha 3Hauaj Hajaxewa (pUHAHCHPaha U3 PA3IMUUTHX U3BOPA Y
yeMy OO0 caga HUje OMJIO MYHO ycrexa M YIJIaBHOM Ce OcJiamajlo Ha MHHHCTapcTBa MPOCBETE
U HayKe.

(x) M. Bypwuh je obaBecTuna aenerate o0 aKTHBHOCTHMA 32 TOIYJIapHU3alHjy (pU3HKe Koje
je y mpeTxoaHOM mnepHoay opranusoBao @usnuku ¢dakynater y beorpany v mpunpemama 3a
®ectuBan Hayke y neuemOpy. Hapennux mecen je miaHupaH jeAHOJHEBHH CKYIl YYEHHKa Ha
®uzuukoM pakyatety y uvju he mporpam HHTEpAKTHMBHO OUTH YKJbYYEHH CapagHHULH M3
CERN-a. M. Bypuh je ucrtakyia HemoBOJbHO HOOPO HH(GOpPMHCame HACTABHUKA U yUEHHKA
BE3aHO 32 aKTUBHOCTH KOj€ MOMyJapu3yjy (PU3HKY.

(3) O. Munmhesuh je ucraxia e-mail JMcTe Ka0 HAjKOPUCHHUJH HAUWH 0OaBELITaBamwba, a
M. BeckoBuh 3nauaj obOaBemraBwa nytem HPDC Bed cajtra. A. benuh je HajaBuo ga he y
HapeaHOM nepuony OuTH noceehena Beha maxmwa mNpaB/bewy WMTO (PYHKIHOHAIHHjEr BeO
cajta. A. beinh je Takohe ykazao Ha BaxkHOCT Kopuirhewa oOpasoBHux pecypca CERN-a u
BAJKHOCT MeJHjcKe npoMonuje kojy ekcriepumenTd y CERN-y omoryhagajy.

(1) M. BeckoBuh je roBopuo NnoBoOOM NHTawa Aejierata o npumeHd bosomcke
IeKJapanyje M TocjeJulaMa Ha CpPelmOIIKOJICKO oOpasoBame. JegaH o] TIJIaBHHX
HeJ0CTaTakKa je y TOMe ITO Ha HUBOY MHUHHCTapCTBa jOoll YBEK HHUje JOHECEH MPaBHJIHHK KOJU
peryjMie Koje cy KBalu(HKalMje HEONXOJHE 3a IOCJIOBE MONYT paja y OCHOBHMM H
CpelHM LIKOJIaMa, IpeMa KojeM OM ce OHJla yIpaBJbasik U (haKyJITeTH.



(G) I. Munuhesuh je jom jeaHOM HCTaKJa 3Hauaj HHUIMjaTUBE HACTABHHUKA y pa3BHjamby
Be3a ca BUCOKONIKOJICKUM yYCTaHOBaMa M pa3BHjalba MHTEpEecoBama 3a (PU3HUKY KOJ yYEHHKa.
M. Tlonosuh Boxuh je ykaszana Ha BaXXHOCT yKJ/by4HBamba y €BPOIICKE TOKOBE M UCTAKJa JBa
KBaJIMTETHA YacoIlkica KOjU HUCY y JNOBOJbHO] MepH mnomyJjaphu, “EPS news” u “Science in
School”. M. Ilonosuh Bboxwuh je Takohe umssectuna nenerate o IUPAP koHdpepenuuju o
3aCTYIUbEHOCTH KeHa y (PU3HLH.

(x) B. lIpjeTkoBrh je ykasao ma ce 3aMHTEPECOBAHOCT 3a (PHU3HUKY TMOCTHXKE MyTeM
u3Bohjema eKcrepyuMeHaTa ITO je BeoMa 3alocTaB/beHO y HamuM IKoJjama. Takohe je y
HameMm oOpa3oBamy BeoMa cJlab0 HCTaKHyTa MOBE3aHOCT (pu3uKe ca nocrojehuM W HOBHUM
TexHojordjama. M. MurpoBuh je Takohe, ykazao Ha cnaly eayKaudjy Ha HallkuM
(pakynreruma o kopunrhewy HaCTaBHHX CPEICTaBa, IITO Ce OApa)xasa Ha paj y mwkoiama. .
ObanoBuh je ykaszana Ha Mo3UTHBHE edeKTe H3BOhewa jeNHOCTAaBHHX eKClepHMeHaTa Y
OCHOBHMM IIKOJIaMa.

7.  JenHornacHo cy uzaOpanu usaawmosu Cyda uwacmu (MunytuH ByukoBuh, Munujana
Tonoposuh u boxunap Liexkuh).

8. JemnornacHo cy wuszabpanu usnamoeu Had3zopnoz odbopa (Ilpeppar CrojakoBuh 3a
npeacennuka, Huna JoBanosuh u I'opan Puctuh 3a unanose).

9. H3mene u donyne cmamyma JPC
JennornacHo cy npuxBahene cienehe usmene Craryra:

(a) bpucamwe wiana 21. KOju je rjacHo:
Hpywmeao je unan Apywmea ¢pusuuapa Cpbuje u Llpune I'ope.

(0) HonyHna unana 8:
Y okBHpy one/bema 3a HayuHa HCTpPakMBakba M BHCOKO 00pas3oBame, Mmopen KOMHCHje 3a
mehynaponHy capaamwy, ¢opMupa ce nmocebHa KOMHCH]a:
Komucuja 3a yuewthe srcena y ¢pusuuu.

(B) HomyHa unaHa 9:
Y okBHpY oliesbea 32 OCHOBHO H Cpelilbe 00pa3oBame, (hOpMHpPa]jy ce ABe HOBE KOMHUCH]e:
Komucuja 3a omkpusarse masenama 3a ¢pusuxy,
Komucuja 3a ¢puzuxy okoaure.



I'. Bophesuh je y nuckycuju je usneo mpenjor aa ce npeuusndje aedunmie pag CKymnmTHHE
OJleJbeHba 32 OCHOBHO M cpefiibe oOpasoBame. A. bennh je mpeminoxuo ma ce 0 OBOM H, Kao
eBEHTYaJIHUM JIPYTHUM IpeJIO3HMa, MOBeJie pacrpasa Hajipe y okBupy [Ipeace iHUmTBA.

10. O63upom na je npensuheno Bpeme 3a pag M300pHe CKyMIIIITHHE UCTEKJIO, IeJIeTaTH Cy ce
CIOXKHUJIM [1a CBH OHH KOjU HMajy TpeocTala numard, npednoze u obaseutmera HwHX
noctaBe [lpencegnumty HPC nyTtem e-mail-a, WM MX OUPEKTHO CAOMNIITE YJIAHOBHMA
[Ipenceanumraa.

Beorpan 30.10.2008.

SAmHMCHAK CACTABHO Mpencenuuk IPC ap Anexcanaap Bemmh
np Hapko TanackoBuh
Cexperap 1DPC
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..General Information: ..NEW:
Agenda
Focused sessions Proceeding

1. Nanostructures and Low-dimensional Systems

2. Superconductivity, Magnetism and Strongly Correlated Systems

3. Soft Matter
4. Semiconductors
5. Optics and Spectroscopy

6. Experimental Methods, Instruments, and Applied Condensed Matter Physics

Co-chairmen:

Z. V. Popovic, IF Belgrade
M. Damnjanovic, FF Belgrade
Z. Radovic, FF Belgrade

Scientific committee:

I. Bozovic, BNL USA

L. Forro, EPFL Switzerland

M. Kulic, M. Planck Germany
B. Tadic, J. Stefan Slovenia

V. Srdanov, Uni. di Milano Italy
B. Babic-Stojic, INN Vinca

N. Bibic, INN Vinca

R. Gajic, IF Belgrade

D. Kapor, PMF Novi Sad

M. Knezevic, FF Belgrade

M. J. Konstatinovic, IF Belgrade
V. Milanovic, ETF Belgrade

I. Milosevic, FF Belgrade

S. Milosevic, FF Belgrade

M. Milovanovic, IF Belgrade
N. Romcevic, IF Belgrade

F. Vukajlovic, INN Vinca

Lj. Zekovic, FF Belgrade

Organizing committee:

R. Zikic, IF Belgrade (chairman)
M. Savic, FF Belgrade (secretary)
D. Tanaskovic, IF Belgrade

E. Dobardzic, FF Belgrade

I. Savic, Serbian Physical Society

The Conference will be Held in Hotel "Srbija" - Vrsac

Deadlines: July 15, 2007.
Abstract submission: on-line.
Paper submission: on-line, 4p max.
Proceedings will be distributed to
participants at the beginning of the
Conference.

..Organizers:

Drustvo fiziCara Srbije

Institute of Physics
Belgrade - Serbia

Fizicki fakultet

Univerziteta u Beogradu

Institut za nuklearne
\ nauke “Vinca”

03.04.2017. 23:49
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hupununa | latinica

Komisija
0d $kolske 2015/2016. godine predsednik Drzavne komisije za takmiCenja uCenika srednjih $kola iz fizike je
docent dr Bozidar Nikoli¢ sa FiziCkog fakulteta u Beogradu.

Komisija za takmiCenja srednjih $kola u $kolskoj 2015/2016. godini ima slede(i sastav:

Predsednik komisije:

BozZidar Nikoli¢ boza@ff.bg.ac.rs

Sekretar komisije:

Svetislav Mijatovi¢ svemij@gmail.com

1. razred:

Autor: Petar Mali

Autor: Zoran Popovi¢
Autor: Svetislav Mijatovi¢

Recenzent: BoZidar Nikoli¢

2.razred:
Autor: Nora Trklja
Autor: Petar Bokan

Recenzent: Nikola Petrovi¢

3.razred:

Autor: Vladan Pavlovi¢
Autor: Vladimir Velji¢
Autor: Marko Kuzmanovi¢

Recenzent: Dimitrije Stepanenko

4.razred:

Autor: Nenad Vukmirovi¢
Autor: Veljko Jankovi¢
Autor: Nikola JovanCevi¢

Recenzent: Antun Balaz

Autori eksperimentalnog zadatka za Srpsku fiziCku olimpijadu:
Marko Opacié
Nenad Lazarevic¢

Novica Paunovi¢

1of3 07.04.2017. 01:00
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http://takmicenja.ipb.ac.rs/?page id=84

Predsednik DFS je 24. januara 2014. godine imenovao prof. dr Mi¢u Mitrovi€a za vr$ioca duznosti predsednika

komisije za srednju Skolu.

Upravni odbor DFS je 1. februara 2014. godine postavio prof. dr Mi¢u Mitrovi¢a za predsednika komisije za

srednju Skolu za 2014. godinu.

Komisija za takmiCenja srednjih $kola je u $kolskoj 2012/2013. godini imala sledeéi sastav:

Predsednik komisije:

dr Aleksandar Krmpot aleksandar.krmpot@dfs.rs

Sekretar komisije:

dr Milovan Suvakov milovan.suvakov@dfs.rs

1. razred:

Autor: dr Zoran Miji¢ zoran.mijic@dfs.rs
Autor: Zoran Popovi¢ zoran.popovic@dfs.rs

Recenzent: dr Nevena PuaC nevena.puac@dfs.rs

2.razred:

Autor: dr Sanja To$i¢ sanja.tosic@dfs.rs

Autor: dr Bojan Nikoli¢ bojan.nikolic@dfs.rs

Recenzent: dr Dragan MarkuSev dragan.markusev@dfs.rs

3.razred:

Autor: dr Milan Radonji¢ milan.radonjic@dfs.rs
Autor: Vladimir Velji¢ vladimir.veljic@dfs.rs

Recenzent: dr Antun Balaz antun.balaz@dfs.rs

4.razred:
Autor: dr Nenad Vukmirovi¢ nenad.vukmirovic@dfs.rs

Autor: Veljko Jankovi¢ veljko.jankovic@dfs.rs
Recenzent: dr Darko Tanaskovi¢ darko.tanaskovic@dfs.rs

Autori eksperimentalnog zadatka za Srpsku fiziCku olimpijadu:

dr Nenad LazareviC

mr Novica Paunovi¢

Komisija za takmiCenja srednjih $kola je u $kolskoj 2011/2012. godini imala sledeéi sastav:

07.04.2017. 01:00
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Predsednik komisije:
dr Aleksandar Krmpot aleksandar.krmpot@dfs.rs

Sekretar komisije:

dr Milovan Suvakov milovan.suvakov@dfs.rs

1. razred:

Autor: dr Zoran Miji¢ zoran.mijic@dfs.rs
Autor: Zoran Popovi¢ zoran.popovic@dfs.rs

Recenzent: dr Nevena PuaC nevena.puac@dfs.rs

2.razred:
Autor: dr Sanja To$i¢ sanja.tosic@dfs.rs
Autor: dr Bojan Nikoli¢ bojan.nikolic@dfs.rs

Recenzent: dr Dragan MarkuSev dragan.markusev@dfs.rs

3.razred:

Autor: Milan Radonji¢ milan.radonjic@dfs.rs

Autor: Milan ZeZelj milan.zezeli@dfs.rs
Recenzent: dr Antun Balaz antun.balaz@dfs.rs

4.razred:
Autor: dr Nenad Vukmirovi¢ nenad.vukmirovic@dfs.rs
Autor: dr Mihailo Rabasovi¢ mihailo.rabasovic@dfs.rs

Recenzent: dr Darko TanaskoviC darko.tanaskovic@dfs.rs

http://takmicenja.ipb.ac.rs/?page id=84

Zahvaljujemo:
IPB, WordPress.
Neutrini su medu nama!

07.04.2017. 01:00
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Institute of Physics Belgrade Roundcube Webmail ... https://roundcubemail.ipb.ac.rs/roundcube/? tas...

Subject Re: Title and abstract m we b ma | |
From Darko Tanaskovic <tanasko@ipb.ac.rs> I
To Rok Zitko <rok.zitko@ijs.si>
Date 2016-06-12 00:24

Here it is. See you on Monday.

Best regards,
Darko

"Phonon spectra of K xFe {2-y-z}Co zSe 2 single crystals"”

Iron based superconductor K xFe {2-y}Se 2 has recently drawn a lot of attention due to
the coexistence of superconducting and antiferromagnetic insulating phase with ordered
iron vacancies. The superconductivity gets quickly suppressed by cobalt doping. In this
talk, we will present the Raman spectra of Co-doped KFe2Se2 single crystals which show
phase separation for smaller Co doping and homogeneous phase when Fe is completely
substituted by Co. In this case the material is ferromagnetic for T<74 K. We will
discuss various physical mechanisms which influence the changes in the phonon
frequencies and linewidths near the FM-PM phase transition in K xCo{2-y}Se 2.

On 2016-06-11 10:15, Rok Zitko wrote:
Dear Darko,

Please send my the title and abstract for your seminar (which is
scheduled on Tuesday at 3pm).

Looking forward to see you on Monday!

Kind regards,
Rok

1ofl 03.04.2017. 23:40
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From Darko Tanaskovic <tanasko@ipb.ac.rs>

Subject Re: Seminari iz superprovodnostiltopoloskih faza I m we b ma | I

To Marija Dimitrijevic Ciric <dmarija@ipb.ac.rs>
Date 2016-04-20 09:58

Zdravo Marija,
evo naslova 1 apstrakta:

HeKOHBEHLMOHANHN CYNeprnpoBOaHMULIN

BCS Teopuja Beoma ycnewHo objawwaBa CyneprnpoBOAHOCT KOja HacTaje CnapuMBakheM €neKTpoHa Yy

KOHOeH3aT KynepoBux napoBa ycjief MHTepakuuMje ca KpucTanHOM peuweTkoM.Kynpatu u

cynepnpoBofgHMuM Ha 6a3u reoxha oacTynajy on OBakBe mapapgurMe, a CyneprnpoBOAHOCT y hMMa
HacTaje kao nocnepuua onbojHe KynoHoBe mHTepakuuje uaMehy enektpoHa, 6e3 3HauajHe noMohu
Bubpauunja pewetke.0BM MaTepujanu cy cnabu npoBOAHMUM Ca jakKOM TeHOEHUWjOM Ka MarHeTHOM
ypehewy. Ha npepmaBawy ke OUTU npukasaHa OCHOBHa CBOjCTBa KynpaTa M CynepnpoBOAHMKA Ha

6a3n reoxha, Kao M TEOPMJjCKM MOOENM KOju OMuUCyjy mMXOBa rnaBHa CBOjCTBa.

Pozdrav,
Darko

On 2016-04-18 12:10, Marija Dimitrijevic Ciric wrote:
Zdravo Darko,

nema problema za danas. Naslov i apstrakt mozes do srede da mi
posaljes, nije hitno jos uvek.

Vidimo se, pozdrav!
Marija

Marija Dimitrijevic Ciric

University of Belgrade
Faculty of Physics
Studentski trg 12-16
11000 Belgrade

Serbia

On 18 Apr 2016 12:12, Darko Tanaskovic wrote:
Zdravo Marija,

ipak necu stici danas da vam se pridruzim. Vidimo se narednog ponedeljka.
Da 1i treba da posaljem naslov i apstrakt?

Pozdrav,
Darko

1of2
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On 2016-03-24 13:39, Marija Dimitrijevic Ciric wrote:

Zdravo svima vama koji ste pristali da date doprinos seminarima za
studente :) Evo preeliminarnog rasporeda za ovaj nas "mini-kurs". Sva
predavanja su u amfiteatru 661 ili eventualno u "plavoj sali" 665. I
svaki predavac ima na raspolaganju dva skolska casa, tablu, krede,
projektor i racunar :)

28. mart u 13 casova: Zlatko Papic: Jako-korelisane topoloske faze
materije (neki pregled oblasti i nesto o (frakcionom) kvantnom Holovom
efektu). Ovo predavanje je trebalo da bude kasnije, ali je Zlatko samo
kratko u Beogradu, pa da iskoristimo...

6. april (videcemo za vreme): Srdjan Stavric: uvod u fiziku kond.
materije (osn. pojmovi, tipa krist. resetka, k-prostor, Blohova
teorema, fononi,...)

13. april (videcemo za vreme): Zorica Popovic: uvod u superprovodnost.
18. april u 15 casova: Mihajlo Vanevic: nastavak superprovodnosti i primena.

25. april u 15 casova: Darko Tanskovic: superprovodnosti u jako
korelisanim materijalima: kupratima, gvozdje pniktidima i sl.

4. maj: Dimitrije Stepanenko (videcemo za vreme): topoloski
izolatori, mada to nije bas njegova oblast, ali rece da ce spremiti :)

9. maj u 15 casova: Milica Milivanovic: topoloski superprovodnici.

Postoji mogucnost da mozda i Vladimir Juricic "svrati" u Beograd u
periodu april-maj, pa smo i njega zamilile da isprica nesto. Jos uvek
se dogovaramo... Seminari su namenjeni studentima 3. godine B smera,
ali bi bilo jako lepo i korisno da (bar neke od njih) i studenti 4.
godine odslusaju. U tom smislu bih zamolila Mihajla da predavanje iz
Cvrstog stanja u ponedeljak 28. marta pocne ne u 14, vec malo kasnije,
da bi studenti 4. godine culi Zlatkov seminar. Mislim da bi im bilo
korisno...

Hvala na pomoci, cujemo se i vidimo se ovih dana. Pozdrav svima,

Marija

Institute of Physics Belgrade
Pregrevica 118, 11080 Belgrade, Serbia
http://www.ipb.ac.rs/

https://roundcubemail.ipb.ac.rs/roundcube/? tas...
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Subject  Re: visit to Augsburg we b ma | I
From Darko Tanaskovic <tanasko@ipb.ac.rs> I

To Liviu Chioncel <liviu.chioncel@physik.uni-augsburg.de>
Cc Milos Radonjic <radonjmi@physik.uni-augsburg.de>
Date 2015-10-07 13:40

Dear Liviu,
here is the abstract.

Best regards,
Darko

Bad-metal behavior featuring linear temperature dependence of the resistivity extending
to well above the Mott-Ioffe-Regel (MIR) limit is often viewed as one of the key
unresolved signatures of strong correlation. Here we associate the bad-metal behavior
with the Mott quantum criticality by examining a fully frustrated Hubbard model where
all long-range magnetic orders are suppressed, and the Mott problem can be rigorously
solved through dynamical mean-field theory. We show that for the doped Mott insulator
regime, the coexistence dome and the associated first-order Mott metal-insulator
transition are confined to extremely low temperatures, while clear signatures of Mott
quantum criticality emerge across much of the phase diagram. Remarkable scaling behavior
is identified for the entire family of resistivity curves, with a quantum critical
region covering the entire bad-metal regime, providing not only insight, but also
quantitative understanding around the MIR 1limit, in agreement with the available
experiments.

On 2015-10-05 16:37, Darko Tanaskovic wrote:
Dear Liviu,

thank you very much for your kind invitation. The title of the talk will be
"Mott quantum criticality and bad metal behavior"
I will send you the abstract in the next day or two.

Best regards,
Darko

On 2015-10-05 11:48, Liviu Chioncel wrote:

Dear Darko,

We figured out the dates. We would like to invite you to give a
seminar in Augsburg on the date of 02.12.2015.

this is a Wednesday and we have our regular Wednesday theory group
meetings. please send me the title and the abstract of the talk. I'll
be happy to support your travel and local expenses to/back and in
Augsburg.
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best regards,
Liviu.

Institute of Physics Belgrade
Pregrevica 118, 11080 Belgrade, Serbia
http://www.ipb.ac.rs/
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Subject Re: visit to jozef stefan * we b ma | |
From Darko Tanaskovic <tanasko@ipb.ac.rs> I
To Rok Zitko <rok.zitko@ijs.si>
Date 2014-06-02 10:38

Dear Rok,

I am fine, thank you. We will arrive to Ljubljana on June 8 as planned. We will not need
a formal invitation letter.

Here is the abstract for my talk.

Cheers,
Darko

"Bad metal behavior reveals quantum criticality in the doped Hubbard model"

Scaling of physical quantities at finite temperature can reveal the existence of an
otherwise experimentally inaccessible zero-temperature phase transition, or quantum
critical point (QCP). However, it is not clear whether this generic QCP-dominated
high-temperature behavior survives when the QCP is accompanied by a finite-temperature
first order transition, or even completely masked by the emergence of an additional
ordered phase in its vicinity. Here we show, using the dynamical mean field theory on
the frustrated Hubbard model, that such phenomenology is possible in the case of the
Mott metal-insulator transition. We find that the quantum critical scaling of
resistivity is always present at temperatures sufficiently above the critical
temperature Tc of the first order transition. Furthermore, in the limit of strong
on-site interaction, Tc is significantly reduced and the scaling becomes valid even at
very low temperature, revealing an almost fully blown quantum critical region. At high
temperature, the quantum critical region extends to high doping and perfectly matches
the region of the typical bad metal behavior with a linear growth of resistivity with
temperature, which we interpret as a signature of connection between these two
ubiquitous phenomena.

References:

1) J. Vucicevic, D. Tanaskovic, M.J. Rozenberg and V. Dobrosavljevic,
"Bad metal behavior reveals quantum criticality in the doped Hubbard model",
preprint

2) J. Vucicevic, H. Terletska, D. Tanaskovic and V. Dobrosavljevic,
"Finite-temperature Crossover and the Quantum Widom Line Near the Mott Transition",
Phys. Rev. B 88 (2013) 075143

3) H. Terletska, J. Vucicevic, D. Tanaskovic and V. Dobrosavljevic,

"Quantum Critical Transport Near the Mott Transition",
Phys. Rev. Lett. 107 (2011) 026401
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On 02 Jun 2014 09:09, Rok Zitko wrote:
Dear Darko,

How are things in Belgrade? Everything OK with you and your close ones?

Are your plans for the visit to Ljubljana unchanged? If so, please
send me an abstract.

Kind regards,
Rok

On 15 May 2014, at 12:08, Darko Tanaskovic <tanasko@ipb.ac.rs> wrote:

Dear Rok,
thank you very much for so kind invitation. Everything suits perfectly.

I will send you a title and an abstract in the following days. I will also let you
know later if I need an invitation letter.

Regards,
Darko

On 15 May 2014 11:11, Rok Zitko wrote:
Dear Darko,

Ok, I arranged for a two-room suite at our guest house between June 8
and June 12. I hope this is fine with you. Let me know if there will
be any changes. We will cover your accommodation and local expenses,
as well as travel expenses (milage). In this latter case, our
regulation cap the maximum milage to 500 km which corresponds to
roughly 180 EUR.

Do you need a formal invitation?
I'll contact you again a few days before your visit to provide the
details about the location, parking, etc. At some point, please send

me a title and an abstract for the seminar.

Regards,
Rok

Dear Rok,

arrival on Sunday and sharing a suite in a guest house would be fine. Also,
staying until Wednesday or Thursday is both fine.
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Thank you very much for your help.

Cheers,
Darko

On 14 May 2014 11:11, Rok Zitko wrote:
Dear Darko,

Nice, I am looking forward to the visit!

I plan to come by car together with my PhD student Willem who is working on
the SC problem in the PAM. I was thinking to spend 2 or 3 days in Ljubljana.
The week that starts on June 9 would be very convenient.

Ok. Let's try to fix the dates and find a suitable accommodation.

What about arrival on Sunday 8 and departure on Wednesday or Thursday?
We have a guest house right next to the Institute campus with some
multiroom suites. Would it be OK if you shared such a suite with your
student?

Alternatively, we can get you separate rooms in some hotel downtown.

Regards,
Rok

Institute of Physics Belgrade
Pregrevica 118, 11080 Belgrade, Serbia
http://www.ipb.ac.rs/
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ordering and related phenomena in Mott system", Dec. 16-17
Grenoble

Subject Invitation to speak at the workshop ""Wigner meets Mott: charge I m we b ma | |

From Vladimir Dobrosavljevic <vlad@magnet.fsu.edu>
Sender <vladica666@gmail.com>
To Darko, Tanaskovic <tanasko@ipb.ac.rs>

Cc Simone Fratini <simone.fratini@grenoble.cnrs.fr>, arnaud ralko
<arnaud.ralko@grenoble.cnrs.fr>

Date 2013-10-10 01:02

Dear Darko,

we are pleased to invite you to speak and present your exciting new research
results, at the upcoming mini-workshop entitled:

"Wigner meets Mott: charge ordering and related phenomena in Mott system",

which we are organizing for Dec. 16-17, 2013, at the Institut Neel - CNRS in
Grenoble, France.

This mini-workshop will bring a friendly group of experts working on strong
correlation phenomena near Mott transitions, in order to exchange ideas and
stimulate collaborations in this exciting field. The workshop will include a
comparable number of experimentalists and theorists, including the following
invited speakers:

Adriano Amaricci (Sissa)

Vlad Dobrosavljevic (Florida)

Martin Dressel (Stuttgart)

Simone Fratini (Grenoble)

Henri Godfrin (Grenoble)

Markus Holzmann/Bernard Bernu (Grenoble)
Marc-Henri Julien (Grenoble)

Simon Kimber (Grenoble)

Florence Levy/Hervé Cercellier (Grenoble)
Emilio Lorenzo (Grenoble)

Luca de Medici (Paris)

Jaime Merino (Madrid)

Pierre Monceau (Grenoble)

Dragana Popovic (Florida)

Arnaud Ralko (Grenoble)

Marcelo Rozenberg (Paris)
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Giovanni Sordi (London)
Darko Tanaskovic (Belgrade)

Please let us know if you would be able to attend this workshop. We were hoping
that you would be able to speak about your exciting new results about quantum
critical transport near Mott transitions.

We hope to see you in Grenoble soon,

Vlad Dobrosavljevic
Simone Fratini
Arnaud Ralko

Vladimir Dobrosavljevic
Professor of Physics

Director, CMS - Theory, NHMFL
Florida State University

http://badmetals.magnet.fsu.edu/index.html
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DANI FIZIKE KONDENZOVANOG STANJA MATERIJE

Beograd, 10-12 Septembar 2013

Pocetak  Program  Lokacija  Kontakt

Opste informacije

Cilj simpozijuma je da okupi istraZivace aktivne u fizici kondenzovane materije i pruzi uvid u aktuelne
oblasti istrazivanja sa pregledom najnovijih rezultata. Ocekuje se da simpozijum bude od Koristi
istrazivacima koji rade u razli¢itim oblastima fizike kondenzovane materije i informativan za studente

zavrsnih godina FiziCkog fakulteta, master studente i doktorante.

Simpozijum ée se odrzati u Beogradu od 10 do 12 septembra 2013 godine u prostorijama Srpske
akademije nauka i umetnosti, ulica Kneza Mihaila 35. Predavanja na simpozijumu su po pozivu. Rok za

slanje apstrakata je 15 jul 2013 godine.

Simpozijum se sastoji od predavanja u trajanju od 40 minuta + 10 minuta diskusija. Predavanja treba

da sadrze kratak uvod pristupacan Sirem auditorijumu i izbor aktuelnih rezultata.

Spisak predavaca

[prikaZilsakrij apstrakte]

Antun Balaz, Institut za fiziku
Proucavanje dipolnih Bose-Einstein kondenzata u anizotropnim
slabim potencijalima sa neuredenoscu

NatasSa Bibi¢, Institut Vinca
Modifikacija tankih slojeva metala i keramika primenom jonskih snopova

Ivan Bozovi¢, Brookhaven National Laboratory, USA
Novi rezultati u fizici visoko-temperaturnih superprovodnika

lvanka MiloSevi¢, Fizicki fakultet
Termalne osobine helikalnih ugljeni¢nih nanotuba

Milica Milovanovié, Institut za fiziku
Geometrijski opis frakcionih Chernovih izolatora

Zoran Miskovi¢, University of Waterloo, Canada
Interakcija grafena sa naelektrisanim ¢esticama

Zoran Popovi¢, Institut Vinca
Dinamicki Jahn-Tellerov efekat u grafenu sa Supljinskim defektom

Velimir Radmilovi¢, TehnoloSko-metalurski fakultet
Sta znamo o klizanju bez trenja na atomskom nivou?

Zoran Radovié¢, Fizicki fakultet
Biharmonijska zavisnost Josephsonove struje od faze
u superprovodnim spojevima sa nehomogenim feromagnetom

Porde Spasojevic¢, Fizicki fakultet
Analiza spening lavina u dvodimenzionalnom neravnoteZznom Izingovom
modelu na temperaturi T=0

Dimitrije Stepanenko, Institut za fiziku
Kvantni racunari bazirani na kvantnim tackama i spin-orbit interakciji

Zeliko Sljivanganin, Institut Vinéa
Modelovanje atomske strukture djelimi¢no oksidisanog grafena

Nenad Svrakié, Institut za fiziku
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Pokrivanje i pakovanje u ravni: egzaktni i numericki rezultati za mesavine superdiskova

Darko Tanaskovié, Institut za fiziku
Kvantni kriticni transport u blizini Mottovog metal-izolator prelaza

Mihajlo Vanevi¢, Fizicki fakultet
Kvantno proklizavanje faze u mezoskopskim superprovodnim Zicama

Nenad Vukmirovi€, Institut za fiziku
Priroda nosilaca naelektrisanja u organskim kristalima

Last change: 7 Sep 2013
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From Darko Tanaskovic <tanasko@ipb.ac.rs>

Subject  Re: Seminar za studente Il godine: predlog I m we b ma | I

To Marija Dimitrijevic <dmarija@ipb.ac.rs>
Cc Nenad Vukmirovic <nenad.vukmirovic@ipb.ac.rs>
Date 2013-04-18 22:18

Zdravo Marija,
nedelja mi je bila jako haoticna pa ti tek sada saljem naslov i apstrakt.
»ENEKTPOHCKM TpaHCNOpPT y jako KopenucaHuM MaTepujanuMa 6nu3y MeTan-usonatop npenasa”

Y MaTepujane ca jakuM eneKTpOHCKMM KopenaumjaMa cnapgajy KynpaTtu M CyneprnpoBOOHULM Ha
6a3u reoxha, MoToBM M30naTopu MONYT Pa3fNMUMTUX OKCUA@ MNpena3HuX MeTana U OpraHCKUx
KOpenucaHux cucTemMa, 3aTuM jenouwewa Ha 6a3um aTtoMa ca penumnyHo nonyweHum f opbutanama wu
ppyru. buxoea 3ajegHunuka ocobuHa je BeoMa borat dasHM gujarpam rge ce pasnmuuTe
CynpenpoBOfHe, MarHeTHe, MeTaflHe U u3onaTtopcke ¢a3e ctabunusyjy y3 nomok Mane npomeHe
TeMmnepaTtype, cnobawker NPUTUCKa, MarHeTHOr WNW eNeKTPUYHOr noka, WKW [OMUPakEM.
Teopujcko npoyyaBawe npefncTaBba M3a30B jep Cy eNeKTPOHM Herpge Ha nona nyta usMehy
cnobogHMX M NOTNYHO Nokanu3oBaHux. Ha npepaBawy he 6UTWM npukasaHe OCHOBHe ocobuHe OBUX
MaTepujana, Kao M OUHaMU4Ka Teopuja cpepwer nomba Kao TeOpuUjCKM MeTod 3a HUXOBO
npoy4yaBamwe.

Vidimo se u ponedeljak!
Pozdrav,
Darko

On 16 Apr 2013 15:03, Nenad Vukmirovic wrote:
Zdravo Marija,

U nastavku poruke ti saljem naslov i apstrakt za moje predavanje 22.
aprila. U principu ce to biti isto predavanje kao pre dve godine, samo
cu mozda poneki slajd osveziti novim podacima ili rezultatima. Nadam
se da ce se studenti pojaviti.

Pozdrav,
Nenad.

OpFaHCKI/I MaTepMjaﬂM - CMMyﬂaLlee €JIEKTPOHCKUX 0cobuHa u npuMeHe

OpraHcku MosiynpoBOAHWM MaTepujanu Ha 6a3u KOH]jyroBaHWX MonauMepa unu
Masux Mosekyna uMajy BesiMke MOryhHOCTM MpuWMeHe 3a efleKTPOHCKe W
ONTOENeKTPOHCKE HanmpaBe Kao WTO Cy cofapHe henuje, ouope kKoje eMutyjy
CBETNIOCT W TpaH3ucTopu. [NlaBHM pa3nor ToMe je MoryhHOCT wWUXO0Be Jflake M
jedTuHe npoussopwe. [a 6u ce pa3yMenu npouecu y OBWM Hampaeama,
HEOMXOQHO je Mo3HaBaTW MPOCTOPHY U EHepreTcKy pacrnopeny enekTPOHCKUX
CTawa y MaTepujany, Kao M NOKPeTHUBOCT eneKTpoHa Kpo3 MaTepujan. Ha
OBOM npepaBawy he 6UTWM paT nperfef TpeHyTHe da3e pa3Boja OpraHCKUX
MaTepujana M HanpaBa Ha 6a3u BWUX, Kao M MpuKas MeToda Kojum ce
enekTpoHcke ocobuHe 0BMUX MaTepujana Mory npeaBuaeTu M CUMyIUPATHU.
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participants at the beginning of the
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Christoph Strunk
Bosiljka Tadic
Darko Tanaskovic
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Christian  Teichert

Reshef Tenne
Zlatko Tesanovic
Nened Vukmirovic
Filip Vukajlovic
Jan Zaanen
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