Hayuynom Behy UncTuTyTa 32 pusuky beorpaj
beorpan, . cerrrembap 2016.

IMpeamer:
IMokperame NOCTYINIKA 32 CTHLAKE 3BabAa HCTPAKMBAY CAPATHUK

Monum Hayuno Behe MuacTHTyTa 32 pHU3UKY /1a TOKPEHE MOCTYMAK 3a MOj 300D Y 3Bame
UCTPaKUBAY CapaHHK.

VY npusiory 10CTaBJbaM:

1. Kparky ctpyuny ouorpadujy

2. Munubeme pyKOBOANOLA IPOjeKTa Ha KOME j€ ITOJHOCHIIAI] 3aXTeBa 3aII0CIEH U IIPEIIoT
4JJaHOBA KOMHUCH]E 3a U300p y 3Bambe

3. VYBepeme 0 ynucy JOKTOPCKUX aKaIeMCKHX CTY/IHja

&

Cnucak 00jaB/beHUX HAyYHHUX PaZioBa U lbUXOBY KOIH]Y
5. VYBepemwa 0 3aBpIIEHUM OCHOBHHUM U MacTep akaJeMCKUM CTyAHjaMa

C momroBameM,

Nnuja Cumonosuh
UCTpaXKUBa4 MPHUIPABHUK




Hayunom Behy UncTuTyTa 32 QUsuKy

Beorpan, . cemrembap 2016.

Munubeme pykoBoauona npojexra 3a nzoop Uiauje CumonoBuha y 3Bame HcTpaskuBay capajHuK

OcHoBHa o0act uctpaxxknbama Mnmje CumoHoBrha je KHHETHYIKA TEOpHja TPAHCIIOPTa HaeTIEeKTPUCAHUX
YeCTHUIIa U heHA IPUMEHA Y Pa3IMUUTUM 00JacTUMa MPUMEHheHe (PU3UKE U TEXHOJOTHje. Y MPBOM AeTy
cBOje JOKTOpcke aucepranuje, Wnuja CumoHoBuh je mocBeTHo HajBehy maxmy NpoydaBamby
TPAHCIOPTHUX KOoe(HUIIMjEHTa BHUIIET pela 3a €JIEKTPOHE M IMO3UTpOHE y racopuma. OH je MPOLIUPUO
nocrojeha MynTu TepM peniema bonmaHnoBe jenHauMHE Y TOMEH TPaHCHIOPTHUX Koe(HUIMjeHaTa BHUIIET
pena. OBa pemiema cy BepudburkoBana y Monre Kapno cumynarnujama. [loceban akmeHat y oBOM eIy
UCTPaXHBamba j€ CTaBJbEeH Ha MPOydYaBamke CUMETPHja Koje MocToje u3Mel)y MHIUBHIyalHUX eJeMeHaTa
TEH30PCKUX TPaHCIOPTHUX Koe(ulpjeHaTa BHUILET pelda NpUMEyjyhn TeopHjy TpyHHHX MPOjeKTopa.
3HauajHy NaXKby y OBOM JIeNTy HCTPAXHBamka j€ MIOCBETHO IPOyYaBamy TyalHe NPUPOJE TPAHCTIOPTHUX
Koe(uIIMjeHaTa BULIET peia Koja je HHAYKOBaHa EKCIUIMLITHIM YTHIIajeM HEKOH3epBaTHBHUX Cyaapa.

VY apyrom neiy cBoje mokTopcke aucepTanuje, Mnuja CumoHOBHh Ce MOCBETHO MPOydYaBakby
TPaHCIOPTa eNIeKTPpOoHAa y TeuHoctuma. OH je mpourupuo noctojehy uappactyktypy 6a3upany Ha MoHTe
Kapsio MeTomu M Teopuju 3a MPEHOC HMITyJica M3 JOMEHA racoBa y JOMEH HEMOJIAPHUX TEYHOCTH.
Pe3yntat oBHX MpoydyaBama Cy MCKOPHUIINEHHU 3a MCTPaKMBamha TPAH3HUIMjE CICKTPOHCKUX JIABUHA Y
CTpUMEpPE M IHMXOBY TMpomaranujy y teuHocTuMa. Mmuja CumoHOBHMh TmpoyuyaBa Ha KOjU HAYHMH
KOMILICKCHOCT (hIYMIHMX MOJENa 3a IMpoIaramnnjy CTpUMepa, IpUpoja TPAHCIOPTHHX Koe(hHIMjeHaTa
KOjU C€ KOPHUCTC Yy MOJICIOBakY W CJICMEHTApHH TMPOIECH TMOMYT PEKOMOWHAIMje eJCKTPOHA U
MO3UTUBHUX jOHA YTUYY HA JUHAMHKY CTPHMEpPA y TEUHOCTHMA.

Pesynratn nocagammer paga cy mociatd y asa paga (M2la m M21) koja cy mpuxsahena 3a
nyoiukoBame. Wnnja CumonoBuh je OMO KoayTOop Ha HEKOJHMKO YBOJHHUX IpeaaBama W ayTrop Beher
Opoja pagoBa Ha foMahuM U Mel)yHapoAHUM KoH(epeHnrjama.

3a cacraB Komucuje 3a uzoop Minuje CumonoBuha y 3Bame UCTpaXkMBay capaHHK MPEIIaxy ce:

1. np Cama Jlyjko, Hay4Hu caBeTHUK, MHCTHTYT 3a pusuky, beorpan
2. npod. np Cphan byksuh, penosau npodecop, Puznuku daxynrer, beorpazn
3. akanemuk nip 3opat Jb. [lerposuh, Hayunu caBeTHuK, MHCTUTYT 32 du3uky, beorpan

PyxoBomunar npojexkrta ON171037

axanemuk np 3opas Jb. [Terposuhi



CTPYYHA BUOT'PA®UIA

Oopa3oBame:

Nnuja Cumonoruh pohen je 31. jynma 1989. rogune y KparyjeBiy rae je 3aBpIIHIO OCHOBHY H
cpenmwy mkony. Ilkoncke 2008/2009 roamne je ymucao OCHOBHE cryauje Ha DU3HUKOM
dakynrery YHupepsurera y beorpany, cmep Teopujcka u excriepuMeHTanHa (pusuka. 3aBpIivo
je ocHoBHe crymuje mkosicke 2011/2012 romune ca mpocednoMm oneHoMm 9.85. CrynmeHTckH
npojekar moj HazuBoM "['pamujeHTHE TeopHje HAa HEKOMYTAaTHBHOM MPOCTOpPY" ypaauo je Ha
Ouznukom (hakynrery moa MeHTopcTtBoM [Ipod. np Mapuje Hdumurpujesuh. Mactep cryawmje je
ynucao mkosncke 2012/2013, u 3aBpmmo ux je ca mpoceunom orneHoMm 10.0. Macrep paa non
HaciioBoM "HekomyrartnBHa TpaBuTamnuja Ha MojasioBoM mpocTopy” je omdOpanmo 1. okToOpa
2013. romuue, mon MmentopctBoM IIpod. np Boje PamoBanoBuha. JlokTopcke cryauje Ha
Ousnukom (Pakynrery YHuBepsutera y beorpany ymucao je mxoncke 2013/2014. rogune Ha
cmepy Dusnka joHM30BAHOT raca, rjaa3Me U TEXHOJIOTHja Ia3Me.

PaaHo uckycrBo:

HIxoncke 2012/2013 ronuHe je npkao padyHCKe BexOe, Kao capaJHUK Y HACTaBH, U3 MPeIMeTa
Enextponunamuka 1 u Enextpogunamuka 2 xkox Ilpod. ap Boje PagoBanoBuha Ha ®usnykom
dakynrery, YauBep3utera y beorpany.

On 1. okpobOpa 2013. roguHe 3amocieH je Kao MCTpakuBauy mpurpaBHUK y JlaGopaTtopuju 3a
racHy enekTpoHuky MWHctutyra 3a Qusuky y beorpanmy. AHrakoBaH je Ha MpOJEKTYy
MuHucTapcTBa HayKe, IPOCBETe U TeXHOJIOWKOr pa3Boja ON171037 ,,dyHnaMeHTaIHU MPOLECH
U IPUMEHE TPAHCIIOPTa YECTULA Y HEPABHOTEKHUM IJIa3MaMa, TparloBUMa U HaHOCTpyKTypama
noJ MmeHTopcTBoM Jip Came [lyjka. PykoBoaunan mpojekra je akagemuk ap 3opas Jb. IlerpoBuh.



Cnucak 00jaB/beHMX PaJoBa U APYIrUX NyoJauKanuja
Pa3BpPCTaH MO BaxkehnM KaTeropujaMma nmpoNMUCaHuUM O
MuHucrapcra

PAJLY MEBYHAPOJHOM YACOIIMCY U3Y3ETHHUX BPEJHOCTH (M21a)

1. J. Miri¢, D. Bosnjakovi¢, 1. Simonovié, Z.Lj. Petrovi¢ and S. Dujko, ““Electron swarm properties
under the influence of a very strong attachment in SFg and CF;l obtained by Monte Carlo
rescaling procedures”, Plasma Sources Science and Technology 25 (2016) 065010.
(IF2014=3.591) doi: 10.1088/0963-0252/25/6/065010

INPEJABAIBE 110 ITIO3UBY CA MEBYHAPO/IHOI' CKYIIA HITAMITAHO ¥
HOEJIMHU (M31)

1. S. Dujko, D. Bosnjakovi¢, J. Miri¢, I. Simonovi¢, Z.M. Raspopovi¢, R.D. White, A.H.
Markosyan, U. Ebert and Z.Lj. Petrovié¢, “Recent results from studies of non-equilibrium electron
transport in modeling of low-temperature plasmas and particle detectors™, in Proceedings of the
9th EU-Japan Joint Symposium on Plasma Processing (JSPP2014) and EU COST MP1101
Workshop on Atmospheric Plasma Processes and Sources, 19-23 January 2014, Bohinjska
Bistrica, Slovenia

INPEJABAIBE 110 ITIO3UBY CA MEBYHAPO/IHOI' CKYIIA HITAMITIAHO ¥
N3BOAY (M32)

1. S. Dujko, Z.1j. Petrovi¢, R.D. White, G. Boyle, A. Bankovi¢, I. Simonovi¢, D. Bosnjakovic, J.
Miri¢, A.H. Markosyan and S. Marjanovi¢ “Transport processes for electrons and positrons in
gases and soft-condensed matter: Basic phenomenology and applications™, XXIX International
Conference on Photonic, Electronic and Atomic Collisions, 22-28 July 2015, Toledo, Spain

2. Z.Lj. Petrovié, S. Dujko, D. Mari¢, D. Bo$njakovié, S. Marjanovié, J. Miri¢, O. Sasi¢, S.
Dupljanin, I. Simonovi¢ and R.D. White ““Swarms as an exact representation of weakly ionized
gases”, XIX International Symposium on Electron-Molecule Collisions and Swarms & XVIII
International Workshop on Low-Energy Positron and Positronium Physics, POSMOL 2015, 17-20
July 2015, Lisboa, Portugal, Book of Abstracts, p. 4

CAOINUITEKBE CA MEBYHAPOJHOI CKYIIA LITAMITAHO Y HEJIUHUA (M33)

1. 1. Simonovié¢, Zoran Lj. Petrovi¢, Sasa Dujko,““Third-order transport coefficients for electrons I.
Structure of skewness tensor”, Proc. 27th Symposium on Physics of lonized Gases - SPIG 2014,



Belgrade, Serbia, (26 - 29 August 2014), Contributed Papers and Abstracts of Invited Lectures,
Topical Invited Lectures and Progress Reports (Eds. D. Mari¢, A.R. Milosavljevi¢ and Z.
Mijatovic¢), pp. 130-133. ISBN: 978-86-7762-600-6

I. Simonovi¢, Zoran Lj. Petrovié, Sasa Dujko, “Third-order transport coefficients for electrons I1.
Molecular gases™, Proc. 27th Symposium on Physics of lonized Gases - SPIG 2014, Belgrade,
Serbia, (26 - 29 August 2014), Contributed Papers and Abstracts of Invited Lectures, Topical
Invited Lectures and Progress Reports (Eds. D. Mari¢, A.R. Milosavljevi¢ and Z. Mijatovié), pp.
134-137. ISBN: 978-86-7762-600-6

J. Miri¢, D. Bosnjakovié, I. Simonovié, Z.1j. Petrovi¢ and S. Dujko, “Monte Carlo Simulations of
Electron Transport in CFsl and SF¢ Gases™, Proc. 28th Summer School and International
Symposium on the Physics of lonized Gases - SPIG 2016, Belgrade, Serbia, (Aug. 29 — Sep. 2),
Contributed Papers and Abstracts of Invited Lectures, Topical Invited Lectures, Progress Reports
and Workshop Lectures (Eds. D. Mari¢, A. Milosavljevi¢, B. Obradovi¢ and G. Poparié), pp.
104-107. ISBN: 978-86-84539-14-6

J. Miri¢, 1. Simonovié, D. Bosnjakovi¢, Z.Lj. Petrovi¢ and S. Dujko, “Electron Transport in
Mercury Vapor: Dimer Induced NDC and Analysis of Transport Phenomena in Electric and
Magnetic Fields”, Proc. 28th Summer School and International Symposium on the Physics of
lonized Gases - SPIG 2016, Belgrade, Serbia, (Aug. 29 — Sep. 2), Contributed Papers and
Abstracts of Invited Lectures, Topical Invited Lectures, Progress Reports and Workshop Lectures
(Eds. D. Mari¢, A. Milosavljevi¢, B. Obradovi¢ and G. Poparic), pp. 108-111. ISBN: 978-86-
84539-14-6

I. Simonovi¢, Z. LJ. Petrovi¢, R.D. White and S. Dujko, “Transport coefficients for electron
swarms in liquid argon and liquid xenon”, Proc. 28th Summer School and International
Symposium on the Physics of lonized Gases - SPIG 2016, Belgrade, Serbia, (Aug. 29 — Sep. 2),
Contributed Papers and Abstracts of Invited Lectures, Topical Invited Lectures, Progress Reports
and Workshop Lectures (Eds. D. Mari¢, A. Milosavljevié, B. Obradovi¢ and G. Popari¢), pp.
120-123. ISBN: 978-86-84539-14-6

I. Simonovi¢, Z. LJ. Petrovié¢, R.D. White and S. Dujko, “Transition of an electron avalanche
into a streamer in liquid argon and liquid xenon’, Proc. 28th Summer School and International
Symposium on the Physics of lonized Gases - SPIG 2016, Belgrade, Serbia, (Aug. 29 — Sep. 2),
Contributed Papers and Abstracts of Invited Lectures, Topical Invited Lectures, Progress Reports
and Workshop Lectures (Eds. D. Mari¢, A. Milosavljevi¢, B. Obradovi¢ and G. Popari¢), pp.
124-127. ISBN: 978-86-84539-14-6



CAOINIITEKBE CA MEBYHAPOJHOI' CKYIIA HLITAMITAHO Y U3BOAY (M34)

1. 1. Simonovi¢, Z.Lj. Petrovi¢, and S. Dujko, “Third order transport coefficients for electrons and
positrons in gases”, XXIX International Conference on Photonic, Electronic and Atomic
Collisions, 22-28 July 2015, Toledo, Spain

2. |. Simonovi¢, Z.1j. Petrovi¢, R.D. White and S. Dujko, ““Higher order transport coefficients for
electrons and positrons in gases™, X1X International Symposium on Electron-Molecule Collisions
and Swarms & XVIII International Workshop on Low-Energy Positron and Positronium Physics,
POSMOL 2015, 17-20 July 2015, Lisbon, Portugal, Book of Abstracts, p.70

3. |. Simonovi¢, Z.1j. Petrovi¢, S. Dujko, “Third-order transport properties of electrons and
positrons in electric and magnetic fields, Gaseous Electronics Meeting GEM2016 Geelong,
Australia, February 14-17, 2016 14 -17 February 2016, Deakin University, Geelong, Victoria,
Australia, p. 76

ITPUXBAREHO 3A OBJAB/bUBAIBE:
PAJ1 Y BPXYHCKOM MEBYHAPOJHOM YACOIIUCY (M21)

Z. 1. Petrovié, I. Simonovi¢, S. Marjanovié, D. Bos$njakovi¢, D. Maric,
G. Malovi¢ and S. Dujko “Non-equilibrium of charged particles in swarms and plasmas—from binary
collisions to plasma effects™, Plasma Physics and Controlled Fusion (2016)



o o = Penybauka Cpbuja
T Yuusepsurer y beorpany
oo Dusnuky hakynTer
SElEen= S T Bp.2013/8008
Harym: 12.11.2015. ronnne

Ha ochoy unana 161 3akoHa 0 onuITeM yrnpaBHOM MOCTYIIKY H clykOeHe eBMCHLIMje H3M1aje ce

bl

YBEPEILE

Cumonosuh (bpauucnas) Hanja, 6p. nugexca 2013/8008, pohen 31.07.1989. roaune, Kparyjesar,
Kparyjesau-rpan, Peny6nnka Cpouja, ynucan wkoncke 2015/2016. roaune, y crarycy: (uHaHCHpambe
3 Oyuera; THIT CTyAMja: 1OKTOPCKE aKaAeMCKe CTyAuje; CTyAnjcku nporpam: dusmka.

Ilpema CratyTy akynrera crynuje Tpajy (Opoj romauHa): TpH.
PoK 3a 3aBpuieTak cTyMja: y ABOCTPYKOM Tpajarby CTYH]a.

OBo ce yBepemse Moxe ynoTpeGuTH 3a perysncaise Bojue 00aBese, H31aBatbe BU3e, PaBa Ha ACUUjH 10IATAK, IOPOANUHE
MICH3H] €, HHBAINICKOT JI0/IaTKa, 100Hjatba 3/IPaBCTBEHE KEbIIKITLLE, JISTHTHMALH]E 3a NoBathieHy BOKEbY 1 CTHIEH/IH]E.

cei Penyonuka Cpouja
iy, Y HUBep3uTeT y beorpany
= Dusnuku Qakyarer
E J.bp.2013/8008
Hatym: 12.11.2015. rogune
Ha ocnosy wiana 161 3akona o oniwreM ynpaBHOM HOCTYIKY M CllykOeHe eBHICHLH]e u3zaaje ce

YBEPEILE

Cumonosuh (bpanucnas) Hauja, 6p. nuaekca 2013/8008, pohen 31.07.1989. roause, Kparyjesai,
Kparyjesau-rpan, Peny6anka Cpouja, ynucan wkoncke 2015/2016. roaune, y cratycy: pHHaHCHpambe
n3 OyueTa; THII CTyMja: JOKTOPCKE aKaAeMCKe CTyauje; CTyanjcku nporpam: Pusmka.

[Ipema Craryty daxynrera cryauje Tpajy (6poj roauna): Tpw.
Pok 3a 3aBpuleTak cTyamja: y IBOCTPYKOM Tpajaiby CTyaHja.

OBo ce yBeperhe MoXKe ynoTpeOuTH 3a perymicame BojHe obaBese, I131aBamkbe BU3e, PaBa Ha ACHH]H 10aTaK, OPOAHUYHE
MeH3Nje, HHBAIMACKOL 101aTKa, 1001jaiba 31PaBCTBEHE KibHAKNLLE, IErHTHMALM]e 3a NoBNaliheHy BOKIbY U CTHICHIM]E.




/. Peuydnuxa Cpduja

YHuusepsuieid y beoipagy
Y¥b Qusuuku ¢paxkynineit, beoipag

"\ OcHusau: Peitydnuka Cpduja
Hoasony 3a pag dpoj 612-00-02666/2010-04 og 10. geyemdpa 2010.
logune je uzgano Murucimapciiso dpocseitie u Hayke Peiydnuxe Cpduje

S

Mnuja, bBpanucnas, CumoHoBuh

\
pohetn 31. jyna 1989. iogune y Kpaiyjesuy, Peiiydnuka Cpduja, yiucan wikoncke 2008/2009.
}gguHe, a gama 19. ceditiemdpa 2012.)ioguHe 3aBpuiLo je OCHOBHE dKagemcKe cilkyguje,
ipBoi cilieileHa, Ha cikygujckom ipoipamy Teopujcka u excilepumMeHanHa Guauka, 00uma

240 (gsecitia uetupgeceir) dogosa ECIIE ca poceurom oyeHom 9,85 (geseini u 85/100).

Ha ocHoBy thoia usgaje My ce 08a GuilioMa 0 Clile4eHOM BUCOKOM 00pA30Bary t CIpyHHOM HA3UBY

GUUTIOMUpAHU puauap

\ Bpoj: 1942500 Y,
Y Beoipagy, 25. geyemdpa 2013. ioguHe

\ Hexan Pexitiop
Tpodp. gp Jadnan [Jojuunosuh Tpodh. gp Bragumup Bymdauiupesuh

ZW

NnNANONN2



MNotephyje ce Aa jwmmammﬂw
/1380DHWKQM-OBEDEHUM NDENMCON-NPOCTAN NpenicoM Xojn
je Hanucar Macryym-nucahou MALAHOM-O/TASKOM KOjn C&
cacTojv oA <~ nonyrabake. W1380pHa MchpaBa-oBepeH
rpenvic Hanasu ce koA =

(Ha3viB OpranaMMe anua i MECT) CTanoBarba)

“Takca 3a OBEpY QA AvHapa je’HannaheHa.
Mo unay / f TauKa 3aKkoHa O penybnnuKkuM
ANMUHUCTPATHBHVM TaKrAMg zoﬁof)eﬂo OfL TaKce.




YHUBEP3UTET Y BEOTPALY
OU3NYKHN ®PAKYIITET

Bpoj 2422013

Beorpan, 07. 10. 2013. ronune

Ha ocHosy wiana 99. 3akoHa o BucokoM oGpasoBamy (“Ci. rnacauk Pemy6muke Cpbuje»
6poj 76/05), u unana 9. u 184. Craryra ®usndxor pakynrera (6poj 442/1 o 10.10.2006 u nare
carmacHocTH YHHMBep3uTeTa y beorpamy 6poj 02 612-1852 on 29.01.2007), y ckinany ca
[IpaBHIHEKOM O caipxajy H oOiuKy obpasana jaBHMX HCIpaBa KOje M371ajy BUCOKOILKOJICKE
ycranose (“Ci. rmacank Peny6mixe Cpbuje» 6poj 21/06, 66/06 u 8/07) uznaje ce cnenehe

YBEPEBE

Cumonosuh (Bpamucnas) Wmmja pohen-a 31. 07. 1989. romume y Kparyjesiy,
Kparyjesar, CpOuja, ymucaH-a ILIKOJCKE 2012/2013. roamHe, 3aBpHIMO-Ja j€ IUILIOMCKE
aKazieMcKe CTyIHje — CTyIuje ApYror creneHa (MacTep) Ha CTYIHMjCKOM Iporpamy OU3UYKOT
daxynrer YHuBep3utera y beorpany, cmep: TeopHjcka M excrepuMeHTanHa ¢usuka, naxsa 01.
okToGpa 2013. romnume, ca mpoceysom omexom 10,00 (aecer u 00/100) y Toky cTynHja H
nocturHyTdM ykymaum 6pojem 60 ECIIB (mesapecer ECII 00/10Ba) U TUME CTEKA0-Jla BHCOKO
00pa3oBame U aKaJeMCKH Ha3WB!

MACTEP ®U3UUYAP - TEOPUIJCKA U EKCITEPUMEHTAJIHA ®U3UKA- master

VBepeme ce u3/iaje Ha TMYHH 3aXTeB, a CIIYXKH Kao J10Ka3 O 3aBpIIEHO] CTPYYHO] CIIPEMH
110 M3/1aBama JUILIOME.

o IEKAH
T <

- TIpod. ap Jabnan Jlojunnosuh



MoTaphyije ce aa je oBaj npen rOBUM
M3BOPHUKOM-0BEDERNM MPENUCOM-NPOCTYM NPEnVcom Xoju
j& Hankican MacTUoM-NHCARoN T ABKOM KOjW ce
cacroju o /. nonyrabaka. MchnpaBa-osepeH
npenic Hanasw' ce kog

(Ha3uB opraka,uMe nMua n MecTo cra: )
Takca za oaewvmapa je HanpéheHa.
Mo unany Ta4Ka Zz ?3akoua 0 penybnnukum

AAMAHUCTDATHBHUM TaKcaMa 0cngBelEiBBIrTaKce.

Ynpesa pajcke onurmate

Fan vl

—_—

23 -03- 2016




. JOKTOPCKE CTYAMJE

NPEAQNOI TEME AOKTOPCKE AUCEPTALUIE
KONErMJymy AOKTOPCKUX CTYAUIA

LLIkoncka roguHa
2015/2016

Moaauu o cryaeHTty

Ume Ununja

MNpe3ume CumoHosuh

Bpoj uHaekca | 8008/2013

HayuHa obnact auceprauuje

®dusnka nnasme

Moaaum o MeHTOPY AOKTOPCKE AucepTaumje

Ko Cawa

Mpe3ume Ayjko

HayuyHa obnact
3Bame

UHcTUTYUMja

®dusunKa nnasme

HayyHu CaBeTHUK

UHcTuTyT 332 Pn3nky beorpag,

Mpeanor TemMe 4OKTOPCKe guceprauuje

Hacnos

Te4YHOCTUMa

KuHeTnuku u paynaHn Moaenu HEPaBHOTEXKHOT TPAHCMOPTA eNeKTPOHa Y racoBUma U

Y3 npujaBy Teme AOKTOPCKe aucepTauuje Konernjymy LOKTOPCKUX CTyAmja, NOTPeBHO je Npunoxkutu

cnepgeha JOKyMeHTa:

1. CemwuHapcku pag (ayxuHe ao 10 ctpaHuua)
2. KpaTky cTpy4Hy 6uorpadmjy nucaHy y tpehem
3. doTOKOMUjy MHAEKCA Ca AOKTOPCKUX CTyAuja

nvuy jeAHUHe




MoTtnuc meHTOpa
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Oatym

30.09.2016. MoTnuc ctyaeHTa W ééu%m//émﬁ
G [%

Muwsberbe Konerujyma AOKTOPCKUX CTyAuja

HakoH obpa3noxerba TeMe AOKTOpCKe aucepTauuje Konernjym 4OKTOPCKUX CTyauja je Temy

npuxgato [ Huje npuxsatmo ||

Oatym MpoaeKaH 3a HaYK }iﬁﬁaml‘(qr dakynteTa
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| PenyGanka Cpbuja

1T “}w ETe nn YHuusep3utet y beorpany

BURUR AT TN W
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TLEEyy

Ouznuku akynrer
bpoj nnaexca: 2013/8008
Hatym: 22.09.2016.

Ha ocHoBy unaHa 161 3akoHa 0 OmwTeM yNpPaBHOM NOCTYIIKY U clykOeHe eBUAEHLMje n3aaje ce

YBEPEIGE O ITIOJIO’)KEHUM NCIITMTUMA

Wanja Cumonosuh, ume jennor poantesba bpanncnas, pohew 31.07.1989.ronune, Kparyjesat, KparyjeBau-rpan,
Peny6nuka Cp6uja, ynucan wkoscke 2013/2014. roaute Ha 10KTOPCKe aKaaeMCKe CTyH]e, WKOJICKe 2015/2016. ronnne
YIIHCAH Ha cTaTyc (MHAaHCHpamwe u3 OyueTa, cTyaujcku nporpam Pu3KMKa, TOKOM CTyAMja MOJOKHKO je MCTIHTE M3
cnenehux npeamera:

il’.ﬁp. Ingpa Hasus npeamera Ouena ECIIB | ®oHa uacoBa** Jdatym
I |1C09TID8 Monre Kapnio cumynauuje y (pusnum 10 (mecer) 15 |[:(5+0+0) 01.07.2014.
2. |\ICO9KM15 CrarucTrdka QU3MKa HEPABHOTEIKHUX CUCTEMA 10 (necer) 15 |I1:(5+0+0) 15.09.2014.
. [:(0+0+15)
Doy v B w
3. |1C09PPH/L Pa va nokropary . aeo IT. 30 1:(0+0+15)
4 |1C09IT18 OxaabpaHa noraasba GU3NKE JOHU30BAHUX racoBa 10 (necer) 15 |HL:(5+0+0) 13.11.2014.
& i : [1:(0+0+15)
5. |1C09DPH/I2 Pan Ha gokTopaty 2. 1eo IT. 30 IV(0+0+15)
6. |1C09I15 Ou3nka eNeKTPUYHUX FACHUX MPAKLEHA 10 (zecer) 15 |IV:(5+0+0) 10.11.2015.
* - ¢KBMBANCHTUPAH/TIPH3HAT HCIIHT.
** _(bon1 vacosa je y hopmary (npenasarba+pekOe+ocTano)
OnwTy yenex: 10,00 (zecet 1 00/100) , no roannama ctyauja (10,00, 10,00, /).
Osnawhero e da freta

i

ok

Mo




Kparak nperyien HayuHe aKTUBHOCTH KaHJAUAaTa

Kangunar, Wnuja CumonoBuh je aHra)koBaH Ha MpOjeKTy MUHHUCTapCcTBa HayKe, NMPOCBETE H
TEXHOJIOIIKOT pa3Boja OM171037 ,,dyHnaMeHTaTHU MPOLIECH U IPUMEHE TPAHCIIOPTa YEeCTHIIA Y
HEPaBHOTEXHHUM IUIa3MaMa, TparioBUMa U HAaHOCTPYKTypama™ 1oJ MeHTopcTBoM jp Caie Jlyjka.
OcHoBHa 00JacT HUCTpaKrBamba KaH,I[I/I,I[aTaje KHMHCTHUYKa TCOpI/Ija TPAHCIIOPTA HACIICKTPHUCAHUX YCCTULIA U
HBeHa IPUMEHA y Pa3IUUUTHM 00JIACTHMA MMPUMEH-eHE (PU3UKE U TEXHOJIOTH]€.

Y npBoM JIeny CBOjuX HCTpaxuBama, Mimja CumonoBuh je mocBeTHO HajBehy Haxmby
MpoyYaBamky TPAHCHOPTHUX KOE(QUIMjEHTa BWIIET peja 3a EJNEKTPOHE W IO3UTPOHE Yy TacoBUMA.
[IpumenoM MeTOne TPYNMHHMX IIPOjeKTOpa KaHOUAAT j€ OAPEANO CTPYKTYpPY TEH30pa, KOJUM CY
pENpe3eHTOBaHN TPAHCIOPTHU KoedunujeHTH Tpeher pena, y cBUM KOH(Urypanujama eIeKTPUYHOT H
MarHeTCKOT TmoJba. [IpUMemeHn METOJ| ce MOXKE TUPEKTHO TeHepalucaTh Ha OCTajle TPaHCIIOPTHE
koeuuujeHte Bumier pena. llopem Tora, kaHIWAaT je MpomIMpuo mocTtojeha MydTH TepM peliema
BonmvanoBe jemHaumHe y JIOMEH TPaHCIOPTHUX KoedwunujeHara Buimer pena. OBa pemiema Cy
BepudukoBana y Monte Kapio cumynanujama. 3Ha4ajHy NaxXby y OBOM JIey UCTPAKUBAMA j& TIOCBETHO
npoy4aBamy JAyajlHE NPUPOAE TPAHCHOPTHUX KoeduIMjeHaTa BHUILEr peAa Koja je HHAYKOBaHa
SKCIUTMIIMTHUM YTHIAjeM HEKOH3epBaTWBHUX cynapa. [Ipu Tome je mpumeheHO Jia cy TpaHCIOPTHU
KOC(QHILMjEeHTH BHLIET pella OCET/bMBHjH Ha EKCIUIMLUTHE M UMIUIMLUTHE e(QeKTe HEeKOH3epBAaTHBHUX
cynapa oj Op3uHe ApudTa U JUPY3MOHOT TEH30PA.

VY npyrom neny cBOjHX HCTpakuBama, Minrnja CuMoHOBHD ce TIOCBETHO MPOyYaBamby TPAaHCIIOPTa
enekTpoHa y teuHoctuMa. OH je mpomupuo nocrojehy mHdpactykTypy 3acHoBany Ha Monte Kaprio
CHMyJaljaMa ¥ TEOPHjU 3a MPEHOC MUMITyJIca U3 JOMEHA racoBa y JOMEH HENOJapHHX TeYHOCTH. [Ipu
TOME je aHaNM3Hpao YTHI@A] Pa3IMUUTOr TPETMaHa HEETACTHYHUX Cylapa Ha NpoQuie 3aBHCHOCTH
TPaHCIIOPTHUX KoeHUIMjeHTa O PEeIyKOBAHOT EJICKTPUYHOr TMOJba. Pe3yiraTH OBHX MpoydaBama Cy
UCKOpUIThEHH 33 UCTPAKHUBAha TPAH3MIIU]E EICKTPOHCKUX JIABUHA Y CTPHMEpPE U BbUXOBY IpONaranujy y
TeyHocTuMa. KanampaT mpoydyaBa Ha KOjU HA4YMH Pa3IHYUT TPETMAH EJIEMEHTAPHUX Mpolieca MOMmyT
pEKOMOMHAIIMjEe eJIEKTPOHa W IO3UTHBHUX jOHA, JyaJHOCT TPAHCIIOPTHUX KoepUIMjeHaTa W
KOMIUTEKCHOCT KOpHITheHNX (QIyHIHUX MOJeNa yTHIy Ha TUHAMHKY CTpUMEpa Y TEYHOCTHMA

Pesynratu nocamammer paaa cy npukasaHu y asa paga (M21au M21). [Ipu Tome je npBu paj
o0jaBJbeH, a ApyrH je npuxBaheH 3a 00jaBibuBame. KaHauaar je koayTop Ha HEKOJIMKO YBOJHUX
npenaBama 1 aytop Beher Opoja pamosa Ha qoMahuM u mehyHapoaHuM KoH(pEpeHIujama.
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Abstract
Electron attachment often imposes practical difficulties in Monte Carlo simulations,
particularly under conditions of extensive losses of seed electrons. In this paper, we discuss
two rescaling procedures for Monte Carlo simulations of electron transport in strongly
attaching gases: (1) discrete rescaling, and (2) continuous rescaling. The two procedures are
implemented in our Monte Carlo code with an aim of analyzing electron transport processes
and attachment induced phenomena in sulfur-hexafluoride (SF¢) and trifluoroiodomethane
(CFj3]). Though calculations have been performed over the entire range of reduced electric
fields E/ng (where ng is the gas number density) where experimental data are available, the
emphasis is placed on the analysis below critical (electric gas breakdown) fields and under
conditions when transport properties are greatly affected by electron attachment. The present
calculations of electron transport data for SFg and CF3l at low E/ng take into account the full
extent of the influence of electron attachment and spatially selective electron losses along the
profile of electron swarm and attempts to produce data that may be used to model this range
of conditions. The results of Monte Carlo simulations are compared to those predicted by the
publicly available two term Boltzmann solver BOLSIG+. A multitude of kinetic phenomena
in electron transport has been observed and discussed using physical arguments. In particular,
we discuss two important phenomena: (1) the reduction of the mean energy with increasing
E/ng for electrons in SFq and (2) the occurrence of negative differential conductivity (NDC) in
the bulk drift velocity only for electrons in both SFs and CF31. The electron energy distribution
function, spatial variations of the rate coefficient for electron attachment and average energy
as well as spatial profile of the swarm are calculated and used to understand these phenomena.

Keywords: Monte Carlo, electron transport, electron attachment, SFg, CF31

(Some figures may appear in colour only in the online journal)

1. Introduction fabrication [1, 2], high-voltage gas insulation [3] and par-

ticle detectors in high energy physics [4-6]. The importance
Electron transport in strongly attaching gases has long been  of studies of electron attachment has also been recognized in
of interest, with applications in many areas of fundamental other fields, including planetary atmospheres, excimer lasers,
physics and technology. Electron attaching gases support key  plasma medicine and lighting applications, as well as in life sci-
processes for plasma etching and cleaning in semiconductor ence for understanding radiation damage in biological matter.

0963-0252/16/065010+15$33.00 1 © 2016 IOP Publishing Ltd  Printed in the UK


mailto:sasa.dujko@ipb.ac.rs
http://crossmark.crossref.org/dialog/?doi=10.1088/0963-0252/25/6/065010&domain=pdf&date_stamp=2016-10-14
publisher-id
doi
http://dx.doi.org/10.1088/0963-0252/25/6/065010

Plasma Sources Sci. Technol. 25 (2016) 065010

J Miri¢ et al

The fundamental importance of electron attachment pro-
cesses has led to many experimental and theoretical swarm
studies. For some gases the cross sections for attachment may
be very large resulting in a rapid disappearance of free elec-
trons that greatly complicates the measurements of transport
coefficients [1, 7-9]. The pioneering studies date back to the
1970s, and the well-known swarm method of deriving cross
section for electron attachment developed by Christophorou
and his co-workers [10]. According to this method, trace
amounts of an electron attaching gas are mixed into the buffer
gases, typically nitrogen to scan the lower mean energies
and argon to scan the higher mean energies. This technique
results in the removal of electrons without disturbing the elec-
tron energy distribution function. In such mixtures the losses
depend only on the very small amount of the added gas and
we may measure the density reduced electron attachment rate
coefficient. Electron attachment cross sections can be deter-
mined by deconvoluting the mixture data, since the electron
energy distribution function is a known function of E/ng as
calculated for the pure buffer gas. Examples of this procedure
are cross sections for electron attachment in SFg and SF¢-
related molecules [11-15] as well as cross sections and rate
coefficients for a range of fluorocarbons [1, 12, 16—18] and
other relevant gases for applications [1, 19-22]. In addition to
non-equilibrium data, there is a separate category of experi-
ments, including flowing afterglow, the Cavalleri diffusion
experiment [9, 23, 24], and others that provide attachment
rates for thermal equilibrium (i.e. without an applied electric
field). These may be taken at different temperatures, but the
range of energies covered by this technique is very narrow.
These two techniques have been used to evaluate the cross
sections for SFs and CFsl, always under the assumption that
the effect of attachment is merely on the number of particles
and not on any other swarm properties.

A thorough understanding of the influence of attachment
on the drift and diffusion of the electrons provides informa-
tion which could be used in analysis of kinetic phenomena
in complex electronegative gases and related plasmas. The
attachment cooling and heating [25, 26], negative absolute
electron flux mobility [27, 60] and anomalous phase shifts of
drift velocity in AC electric fields [28] are some examples of
these phenomena in strongly attaching gases, which may not
be trivially predicted on the basis of individual collision events
and external fields. Negative differential conductivity (NDC)
induced by 3-body attachment for lower E/ng and higher pres-
sures in molecular oxygen and its mixture with other gases
is another example of phenomena induced by strong electron
attachment [29]. The duality in transport coefficients, e.g. the
existence of two fundamentally different families of transport
coefficients, the bulk and flux, is caused by the explicit effects of
electron impact ionization and electron attachment [7, 30-32].
The differences between two sets of data vary from a few per-
cents to a few orders of magnitude and hence a special care
is needed in the implementation of data in fluid models of
plasma discharges [7, 31, 33-35]. On one hand, most plasma
modeling is based on flux quantities while experiments aimed
at yielding cross section data provide mostly but not uniquely
the bulk transport data. This differentiation between flux and

bulk transport properties is not merely a whimsy of theorists,
but it is essential in obtaining and applying the basic swarm
data. In addition, the production of negative ions has a large
effect on the transport and spatial distribution of other charged
particle species as well as on the structure of the sheath and
occurrence of relaxation oscillations in charged particle densi-
ties [36—41].

There are three main approaches to the theoretical descrip-
tion of electron transport in gases: the kinetic Boltzmann equa-
tion, the stochastic particle simulation by the Monte Carlo
method and semi-quantitative momentum transfer theory.
Restrictions on the accuracy of momentum transfer theory for
studies of electron transport in attaching gases, particularly
under non-hydrodynamic conditions, have already been dis-
cussed and illustrated [31, 42, 43]. Boltzmann equation anal-
yses for SFg and its mixtures with other gases (see for example
[11, 44-50]) have been performed several times in the past.
Two important studies devoted to the calculation of electron
swarm parameters based on a Boltzmann equation have also
been performed for CFsl [51, 52]. Theories for solving the
Boltzmann equation were usually restricted to low-order trun-
cations in the Legendre expansions of the velocity dependence
assuming quasi-isotropy in velocity space. The explicit effects
of electron attachment were also neglected and electron trans-
port was studied usually in terms of the flux data only. These
theories had also restricted domains of validity on the applied
E/ny in spite of their coverage of a considerably broader
range. One thing that strikes the reader surveying the litera-
ture on electron transport in SFg is the systematic lack of reli-
able data for electron transport coefficients for E/ng less than
50 Td. Contemporary moment methods for solving
Boltzmann’s equation [31, 53] are also faced with a lot of
systematic difficulties, particularly under conditions of the
predominant removal of the lower energy electrons which
results in an increase in the mean energy, i.e. attachment
heating. Under these conditions the bulk of the distribution
function is shifted towards a higher energy which in turn
results in the high energy tail falling off much slower than
a Maxwellian. This is exactly what may happen in the anal-
ysis of electron transport in strongly attaching gases such as
SFg or CFsl for lower E/ng. The moment method for solving
Boltzmann’s equation under these circumstances usually
requires the prohibitive number of basis functions for resolving
the speed/energy dependency of the distribution function and/
or unrealistically large computation time. As a consequence,
the standard numerical schemes employed within the frame-
work of moment methods usually fail.

The present investigation is thus mainly concerned with
the Monte Carlo simulations of electron transport in strongly
attaching gases. Monte Carlo simulations have also been
employed for the analysis of electron transport in the mixtures
of SFg [46, 54-57] and CFsI [58] with other gases usually with
an aim of evaluating the insulation strength and critical electric
fields. However, electron attachment in strongly electronega-
tive gases often imposes practical difficulties in Monte Carlo
simulations. This is especially noticeable at lower E/ng, where
electron attachment is one of the dominant processes which
may lead to the extensive vanishing of the seed electrons and
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consequently to the decrease of the statistical accuracy of the
output results. In extreme cases, the entire electron swarm
might be consumed by attachment way before the equilibrated
(steady-state regime) is achieved. An obvious solution would
be to use a very large number of initial electrons, but this
often leads to a dramatic increase of computation time and/
or required memory/computing resources which are beyond
practical limits. Given the computation restrictions of the
time, the workers were forced to develop methods to combat
the computational difficulties induced by the extensive van-
ishing of the seed electrons. Two general methods were devel-
oped: (1) addition of new electrons by uniform scaling of the
electron swarm at certain time instants under hydrodynamic
conditions [26, 59] or at certain positions under steady-state
Townsend conditions [60], when number of electrons reaches a
pre-defined threshold, and (2) implementation of an additional
fictitious ionization channel/process with a constant collision
frequency (providing that the corresponding ionization rate is
chosen to be approximately equal to the attachment rate) [54].
On the other hand, similar rescaling may be applied for the
increasing number of electrons as has been tested at the larger
E/ng by Li et al [61]. Further distinction and specification
between methods developed by Nolan et al [26] and Dyatko
et al [60] on one hand and Raspopovi¢ et al [59] on the other,
will be discussed in later sections. These methods have not
been compared to each other in a comprehensive and rigorous
manner. This raises a number of questions. How accurate,
these methods are? Which is the more efficient? Which is
easier for implementation? What is their relationship to each
other? Which one is more flexible? In this paper, we will try to
address some of these issues. In particular, the present paper
serves to summarize the salient features of these methods in a
way which we hope will be of benefit to all present and future
developers of Monte Carlo codes. Finally, it is also important
to note that in the present paper we extend the method initially
developed by Yousfi et al [54], by introducing time-dependent
collision frequency for the fictitious ionization process.

This paper is organized as follows: in section 2, we briefly
review the basic elements of our Monte Carlo code, before
detailing the rescaling procedures employed to combat the
computational difficulties initiated by the rapid disappearance
of electrons. In the same section, we illustrate the issue of
electron losses by considering the evolution of the number of
electrons for a range of E/ny in SF¢ and CFsl. In section 3,
we evaluate the performance of rescaling procedures by simu-
lating electron transport in SFg and CFsl over a wide range of
E/ny. We will also highlight the substantial difference between
the bulk and flux transport coefficients in SFg and CFsl.
Special attention will be paid to the occurrence of negative
differential conductivity (NDC) in the profile of the bulk drift
velocity. For electrons in SFg another phenomenon arises:
for certain reduced electric fields we find regions where the
swarm mean energy decreases with increasing E/ny. In the last
segment of the section 3, we discuss two important issues: (1)
how to use the rescaling procedures in Monte Carlo codes,
and (2) rescaling procedures as a tool in the modeling of non-
hydrodynamic effects in swarm experiments. In section 4, we
present our conclusions and recommendations.

Cross section (10'20 mz)

10’ 10° 10°
Electron energy (eV)

T
10°

10 107 10"

Figure 1. Electron impact cross-sections for CF3I used in this
study [62]: Q ¢, m¢ momentum transfer in elastic collisions, Q vib, exc
vibrational excitation, Q ¢ exc €lectronic excitation, Q , dissociative
attachment and Q ; electron-impact ionization.

2. Input data and computational methods

2.1. Cross sections for electron scattering and simulation
conditions

We begin this section with a brief description of cross sec-
tions for electron scattering in SFg and CF3l. For the SFg cross
sections we use the set developed by Itoh et al [47]. This set
was initially based on published measurements of cross sec-
tions for individual collision processes. Using the standard
swarm procedure, the initial set was modified to improve
agreement between the calculated swarm parameters and the
experimental values. The set includes one vibrational channel,
one electronic excitation channel, as well as elastic, ionization
and five different attachment channels.

This study considers electron transport in CF3l using the
cross section set developed in our laboratory [62]. This set of
cross sections is shown in figure 1. It should be noted that this
set is similar but not identical to that developed by Kimura
and Nakamura [63]. We have used the measured data under
pulsed Townsend conditions for pure CFsl and its mixtures
with Ar and CO; in a standard swarm procedure with the aim
of improving the accuracy and completeness of a set of cross
sections. It consists of the elastic momentum transfer cross
section, three cross sections for vibrational and five cross sec-
tions for electronic excitations as well as one cross section for
electron-impact ionization with a threshold of 10.4eV and one
cross section for dissociative attachment. For more details the
reader is referred to our future paper [64].

For both SF¢ and CFsl all electron scattering are assumed
isotropic and hence the elastic cross section is the same as
the elastic momentum transfer cross section. Simulations have
been performed for E/ng ranging from 1 to 1000 Td. The pres-
sure and temperature of the background gas are 1 Torr and
300K, respectively. It should be mentioned that special care in
our Monte Carlo code has been paid to proper treatment of the
thermal motion of the host gas molecules and their influence
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Figure 2. Electron number density decay for four different reduced electric fields as indicated on the graph. Calculations are performed for

SF¢ (a) and CF3l (b).

on electrons, which is very important at low electric fields,
when the mean electron energy is comparable to the thermal
energy of the host gas [65]. After ionization, the available
energy is partitioned between two electrons in such a way that
all fractions of the distribution are equally probable.

2.2. Monte Carlo method

The Monte Carlo simulation technique used in the present
work is described at length in our previous publications [32,
53, 59, 66, 67]. In brief, we follow the spatiotemporal evo-
lution of each electron through time steps which are fractions
of the mean collision time. In association with random num-
bers, these finite time steps are used to solve the integral equa-
tion for the collision probability in order to determine the time
of the next collision. The number of time steps is determined in
such a way as to optimize the performance of the Monte Carlo
code without reducing the accuracy of the final results. When
the moment of the next collision is established, the additional
sequences of random numbers are used, first to determine the
nature of a collision, taking into account the relative probabili-
ties of the various collision types, and second to determine the
change in the direction of the electron velocity. All dynamic
properties of each electron such as position, velocity, and
energy are updated between and after the collisions. Sampling
of electron dynamic properties is not correlated to the time
of the next collision and is performed in a way that ensemble
averages can be taken in both the velocity and configuration
space. Explicit formulas for the bulk and flux transport prop-
erties have been given in our previous publications [59, 66].
To evaluate the accuracy of the Monte Carlo code, Boltzmann
analyses were performed in parallel with the Monte Carlo
calculations using the multi term method described in detail by
Dujko et al [53]. In addition, we use the BOLSIG+, a publicly
available Boltzmann solver based on a two term theory [68].
The most recent version of this code might be used to study the
electron transport in terms of both the flux and bulk data which
is very useful for some aspects of plasma modeling [7]. At the
same time, the comparison between our results and those com-
puted by BOLSIG+ which is presented in this paper, should

be viewed as the first benchmark for the bulk BOLSIG+ data.
Our Monte Carlo code and multi term codes for solving the
Boltzmann equation have been subject of a detailed testing for
a wide range of model and real gases [31, 53, 59, 67].

In figure 2 we illustrate the losses of electrons during the
evolution of the swarm towards the steady-state. The initial
number of electrons is set to 1 x 10% and calculations are
performed for a range of reduced electric fields E/ng as indi-
cated on the graphs. For both SFs and CFsl, we observe that
at small E/no, i.e. at low mean energies, the number of elec-
trons decreases much faster. This is a clear sign that collision
frequency for electron attachment increases with decreasing
E/ny. Electrons in CF3l are lost continuously and consequently
the number of electrons in the swarm decreases exponentially
with time. The same trend may be observed for electrons in
SFe at 210 Td. For the remaining E/ng the number of electrons
is reduced with time even faster. Comparing SF¢ and CFsl, it
is evident that the electrons are more efficiently consumed by
electron attachment in SF in the early stage of the simulation.
Conversely, in the last stage of simulation the electrons are
more consumed by electron attachment in CF;l than in SFg.
In any case, the electron swarms in both cases are entirely
consumed by attachment way before the steady-state regime
and hence the simulations are stopped. In other words, the
number density drops down by six orders of magnitude over
the course of several hundred nanoseconds in both gases. To
facilitate the numerical simulation, it is clear that some kind
of rescaling of the number density is necessary to compen-
sate for the electrons consumed by electron attachment. This
procedure should not in any way disrupt the spatial gradients
in the distribution function. On the other hand, releasing elec-
trons with some fixed arbitrary initial condition would require
that they equilibrate with the electric field during which time
again majority of such additional electrons would be lost.

2.3. Rescaling procedures

To counteract the effect of attachment in an optimal fashion
while keeping the statistical accuracy, the following rescaling
procedures were proposed and applied so far:
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(1) Uniform generation of new electrons with initial prop-
erties taken from the remaining electrons thus taking
advantage of the equilibration that has been achieved
so far [59]. To make this procedure effective i.e. to
avoid losing population in some smaller pockets of the
ensemble the population should be allowed to oscillate
between N; and Ny, where N; > N, but their difference is
relatively small. Here Ny is minimum allowed number of
electrons while N; is maximum number of electrons in
the simulation after rescaling.

(2) Uniform scaling of an electron swarm by a factor of 2 or 3
at certain instants of time [26] or distance [60] depending
on the simulation conditions where the probability of
scaling for each electron is set to unity.

(3) Introduction of an additional fictitious ionization process
with a constant ionization frequency (that is close to
the rate for attachment), which artificially increases the
number of simulated electrons [54, 61]. Uniform rescaling
of the swarm is done by randomly choosing the electrons
which are to be ‘duplicated’. The newborn electron has
the same initial dynamic properties, coordinates, velocity,
and energy as the original. Following the creation of a
new electron their further histories diverge according to
the independently selected random numbers.

Comparing the procedures (1) and (2), it is clear that there are
no essential differences between them. The only difference lies
in the fact that in the procedure (2) duplicating is performed
for all the electrons in the simulation while according the pro-
cedure (1), the probability of duplication is determined by the
current ratio of the number of electrons to the desired number
of electrons in the simulation, which is specified in advance.
On the other hand, fictitious ionization collision generates a
new electron which is given the same position, velocity and
energy as the primary electron that is not necessarily the elec-
tron lost in attachment. In this paper, we shall refer to the pro-
cedure (1) as discrete rescaling, since the procedure is applied
at discrete time instants. The procedure (2) shall be termed
as swarm duplication and finally we shall refer to the proce-
dure (3) as the continuous rescaling since the rescaling is done
during the entire simulation. An important requirement is that
the rescaling must not perturb/change/disturb the normalized
electron distribution function and its evolution. Li et al [61]
showed that the continuous rescaling procedure meets this
requirement. In case of discrete rescaling as applied to the
symmetrical yet different problem of excessive ionization, it
was argued that one cannot be absolutely confident that the
rescaled distribution is a good representation of the original
[69], except when steady state is achieved [70].

In what follows, we discuss the continuous rescaling.
Following the previous works [54, 61], the Boltzmann equa-
tion for the distribution function f(r,c,#) without rescaling
and f*(r, ¢, t) with rescaling are given by:

(8[+C'Vr+a'Vc)f(rac’t):_‘](f)’ (1)
and

O+ Ve ta - Nf(r,e,t) = —J(f*) + va()f ", @)

where a is the acceleration due to the external fields, J(f) is
the collision operator for electron-neutral collisions and vy is
time-dependent fictitious ionization rate. If the collision oper-
ator is linear (i.e. if electron—electron collisions are negligible)
and if the initial distributions (at time ¢ = 0) are the same, it
can be easily shown that the following relationship holds

fr(@r,e,t)=f(r,c,t)exp ( j: Vﬁ(T)dT). 3)

Substituting equation (3) into equation (2) and using the lin-
earity of the collision operator yields the following equation

J(F*) = exp ( fo t yﬁ(T)dT)J( . @)

Note that in contrast to Li e al [61] the collision frequency
for the fictitious ionization is now a time-dependent func-
tion. In terms of numerical implementation, the only differ-
ence between our continuous rescaling procedure and the one
described in [54, 61] is that we do not need to provide the
fictitious ionization rate which is estimated by trial and error,
in advance ( a priori). Instead, our fictitious ionization rate is
initially chosen to be equal to the calculated attachment rate at
the beginning of the simulation. Afterwards, it is recalculated
at fixed time instants in order to match the newly developed
attachment rates. As a result, the number of electrons during
the simulation usually does not differ from the initial one by
more than 10%. It should be noted that the fictitious ionization
process must not in any way be linked to the process of real
ionization. It was introduced only as a way to scale the distri-
bution function, or in other words, as a way of duplicating the
electrons.

3. Results and discussion

In this section the rescaling procedures and associated Monte
Carlo code outlined in the previous section are applied to
investigate transport properties and attachment induced phe-
nomena for electrons in SFg and CFsl. Electron transport in
these two strongly attaching gases provides a good test of dif-
ferent rescaling procedures, particularly for lower E/ny where
electron attachment is the dominant non-conservative process.
In addition to comparisons between different rescaling pro-
cedures, the emphasis of this section is the observation and
physical interpretation of the attachment induced phenomena
in the E/ng-profiles of mean energy, drift velocity and diffu-
sion coefficients. In particular, we investigate the differences
between the bulk and flux transport coefficients. We do not
compare our results with experimentally measured data as it
would distract the reader’s attention to the problems associ-
ated with the quality of the sets of the cross sections for elec-
tron scattering. There are no new experimental measurements
of transport coefficients for electrons in SFg, particularly for
E/ng less than 50 Td and thus we have deliberately chosen
not to display the comparison. On the other hand, one cannot
expect the multi term results to be useful here as the condi-
tions with excessive attachment would make convergence dif-
ficult in the low E/ng region, where comparison would be of
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Figure 3. Variation of the mean energy with E/n, for electrons
in SFs. Monte Carlo results using three different techniques for
electron number density compensation (rescaling) are compared
with the BOLSIG+- results.

interest. Thus, for clarity the multi term results are omitted.
Both experimental and theoretical work on electron swarms in
SFg prior to 1990 is summarized in the papers of Phelps and
van Brunt [11], Gallagher et al [71] and Morrow [72]. Recent
results can be found in the book by Raju [22] and the review
article of Christophorou and Olthoff [12]. The swarm analysis
and further improvements of the cross sections for electron
scattering in CFsl is a subject of our future work [64].

3.1. Transport properties for electrons in SFg and CF3l

3.1.1. Mean energy. In figure 3 we show the variation of the
mean energy with E/ng for electrons in SFs. The agreement
between different rescaling procedures is excellent. This sug-
gests that all rescaling procedures are equally valid for calcul-
ation of the mean energy (provided that rescaling is performed
carefuly). In addition, the BOLSIG+ results agree very well
with those calculated by a Monte Carlo simulation technique.
For lower E/ny, the mean energy initially increases with E/ny,
reaching a peak at about 10 Td, and then surprisingly it starts
to decrease with E/ng. The minimum of mean energy occurs
at approximately 60 Td. For higher E/ny the mean energy
monotonically increases with E/ng. The reduction in the mean
energy with increasing E/ng has been reported for electrons in
Ar [73] and O, [74] but in the presence of very strong magn-
etic fields. In the present work, however, the mean energy is
reduced in absence of magnetic field which certainly repre-
sents one of the most striking and anomalous effects observed
in this study. Moreover, this behavior is contrary to previous
experiences in swarm physics as one would expect the mean
swarm energy to increase with increasing E/ng. This is dis-
cussed in detail below.

In order to understand the anomalous behavior of the mean
energy of electrons in SFg, in figure 4 we display the elec-
tron energy distribution functions for E/ng at 10, 27, 59 and
210 Td. Cross sections for some of the more relevant col-
lision processes are also included, as indicated in the graph.
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Figure 4. Electron energy distribution functions for E/ng of 10,
27,59 and 210 Td. Cross sections for elastic momentum transfer
(Qmt), electronic excitation (Qexc) and ionization (Qion) as well as
for attachments that lead to the formation of SF¢ (Qattl) and SF5~
(Qatt2) ions, are also included.

For clarity, the attachment cross sections for the formation of
SF,, F, and F ~ are omitted in the figure. For E/ny of 10
and 27 Td we observe the clear signs of ‘hole burning’ in the
electron energy distribution function (EEDF). This phenom-
enon has been extensively discussed for electrons in O, [75,
76], O, mixtures [29, 77] and under conditions leading to the
phenomenon of absolute negative electron mobility [27, 60]
as well as for electrons in the gas mixtures of C,H,F,, iso-
C4Ho and SFg used in resistive plate chambers in various
high energy physics experiments at CERN [6]. For elec-
trons in SFg, the collision frequency for electron attachment
decreases with energy and hence the slower electrons at the
trailing edge of the swarm are preferentially attached. As a
consequence, the electrons are ‘bunched’ in the high-energy
part of the distribution function which in turn moves the bulk
of the distribution function to higher energies. This is the well-
known phenomenon of attachment heating which has already
been discussed in the literature for model [25, 26] and real
gases [0, 29]. In the limit of the lowest E/ny we see that due
to attachment heating the mean energy attains the unusually
high value of almost 5eV. For a majority of molecular gases,
however, the mean energy is significantly reduced for lower
E/ng due to presence of rotational, vibrational and electronic
excitations which have threshold energies over a wide range.
As E/ng further increases the mean energy is also increased as
electrons are accelerated through a larger potential. However,
in case of SFg, for E/ng increasing beyond 10 Td the mean
energy is reduced. This atypical situation follows from the
combined effects of attachment heating and inelastic cooling.
From figure 4 we see that for E/ng of 27 and 59 Td the elec-
trons from the tail of the corresponding distribution functions
have enough energy to undergo the electronic excitation.
Whenever an electron undergoes electronic excitations (or
ionization) it loses the threshold energy of 9.8eV (or 15.8eV
in case of ionization) and emerges from the collision with a
reduced energy. This in turn diminishes the phenomenon of
‘hole burning’ in the distribution function by repopulating
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Figure 5. Variation of the mean energy with E/n for electrons
in CFsl. Monte Carlo results using three different techniques for
electron compensation are compared with the BOLSIG+ results.

the distribution function at the lower energy. The combined
effects of attachment heating and inelastic cooling and subse-
quent redistribution of low-energy electrons are more signifi-
cant for the energy balance than the energy gain from electric
field and losses in other collisions. The vibrational excitation
with the threshold of 0.098¢V is of less importance having in
mind the actual values of the mean energy. For E/ng higher
than 60 Td, the dominant part in the energy balance is the
energy gain from the electric field while attachment heating
and induced phenomena are significantly suppressed. Thus,
for E/ng higher than 60 Td the mean energy monotonically
increases with increasing E/ny.

The variation of the mean energy with E/n for electrons in
CF;lis shownin figure 5. The agreement between different resca-
ling procedures is very good. Small deviations between discrete
rescaling and swarm duplication from one side and continuous
rescaling from the other side are present between approximately
3 and 20 Td. BOLSIG+ slightly overestimates the mean energy
only in the limit of the lowest E/n. In contrast to mean energy
of the electrons in SFg, the mean energy of the electrons in CF;l
monotonically increases with E/ny without signs of anomalous
behavior. If we take a careful look, then we can isolate three
distinct regions of electron transport in CF;l as E/ng increases.
First, there is an initial region where the mean energy raises rela-
tively slowly due to large energy loss of the electrons in low-
threshold vibrational excitations. In this region the mean energy
of the electrons is well above the thermal energy due to extensive
attachment heating. The mean energy is raised much sharper
between approximately 5 and 50 Td, indicating that electrons
become able to overcome low-threshold vibrational excitations.
The following region of slower rise follows from the explicit
cooling of other inelastic processes, including electronic excita-
tions and ionization, as these processes are now turned on. In
conclusion, the nature of cross sections for electron scattering in
CF;l and their energy dependence as well as their mutual rela-
tions do not favor the development of the anomalous behavior of
the swarm mean energy.
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Figure 6. Variation of the drift velocity with E/n for electrons
in SFe. Monte Carlo results using three different techniques for
electron number density compensation are compared with the
BOLSIG+ results.
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Figure 7. Variation of the drift velocity with E/n for electrons
in CFsl. Monte Carlo results using three different techniques for
electron number density compensation are compared with the
BOLSIG+ results.

3.1.2. Drift velocity. Infigures 6 and 7 we show variation of the
bulk and flux drift velocity with E/ng for electrons in SFg and
CFsl, respectively. For electrons in SFg the agreement between
different rescaling procedures for electron compensation is
excellent for both the bulk and flux drift velocity over the
entire E/ng range considered in this work. The BOLSIG+ bulk
results slightly underestimate the corresponding bulk Monte
Carlo results in the limit of the lowest E/ng. For electrons in
CFsl, the agreement among different rescaling procedures
for electron compensation is also good except for lower E/ng
where the continuous rescaling gives somewhat lower results
than other techniques.

For both SFg and CFsl, we see that the bulk dominates the
flux drift velocity over the entire E/ng range considered in this
work. For lower E/ny this is a consequence of a very intense



Plasma Sources Sci. Technol. 25 (2016) 065010 J Miri¢ et al
35 T T T T T T T T T 030 35 T T T T T T T T T 125
E/no =1.7Td E E/n,=4.6Td E
= 30 = 30
o ,~ = 0.
S RN 0.25 S 1.00
o ’/ \ o
x 251 > = z
P 0.20 s P 5
S 20 g 5 075 @
= T «Q = «Q
8 0.15 g S °
) 4 2 ) 2
2 15 3 - 0.50 3
o 0.10 < o <
8 104 D 3 D
€ < € <
S 025 S
o} =}
32 5] 0.05 2
042 0.00 0.00
-50 50
T T T T T T T T T 100 T T T T T T T T T
251 E/n, =10 Td c E 251 E/n =59 Td E 130
g g
S 201 0.75 S 2040
X > 3 ) >
n () 7)) 0]
c N c o
e 2 o) 2
s 154 «Q = 154 Q
- [0} - [0}
5 050 5 2
T 2 C 120 3
S 104 < B 104 a
a < 5 <
= © o) @
2 0.25 2 £ 15 <
> 54 > 54 A
z z \
!
0= 0.00 =10
50 -40 30 -20 -10 0 10 20 30 40 50 50 -40 30 -20 -10 0 10 20 30 40 50
x (cell) x (cell)

Figure 8. Spatial profile of electrons (blue curves) and spatially resolved averaged energy (red curves) at four different E/n in CF;l. Full
lines denote the results when electron attachment is treated as a non-conservative process, while the dashed lines represent our results when
electron attachment is treated as a conservative inelastic process with zero energy loss.

attachment heating while for higher E/ng this follows from
the explicit effects of ionization. As mentioned above, when
transport processes are greatly affected by attachment heating
the slower electrons at the back of the swarm are consumed at
a faster rate than those at the front of the swarm. Thus, in the
case of drift, the electron attachment acts to push the centre
of mass forward, increasing the bulk drift velocity above its
flux component. For higher E/ny when ionization takes place,
the ionization rate is higher for faster electrons at the front of
the swarm than for slower electrons at the back of the swarm.
As a result, electrons are preferentially created at the front of
the swarm which results in a shift in the centre of mass. Of
course, this physical picture is valid if collision frequency for
ionization is an increasing function of electron energy. This
is true for electrons in both SF¢ and CF;l. The explicit effects
of electron attachment are much stronger than those induced
by ionization. When ionization is dominant non-conservative
process, the differences between two sets of data are within
30% for both gases. When attachment dominates ionization,
however, then the discrepancy between two sets of data might
be almost two orders of magnitude, as for electrons in SF¢ in
the limit of the lowest E/n.

The flux drift velocity is a monotonically increasing func-
tion of E/ny while the bulk component behaves in a qualitatively

different fashion. A prominent feature of electron drift in SFg
and CFsl is the presence of a very strong NDC in the profile
of the bulk drift velocity. On the other hand, a decrease in the
flux drift velocity with increasing E/ng has not been observed.
Such behavior is similar of the recently observed NDC effect
for positrons in molecular gases [78, 79] where Positronium
(Ps) formation plays the role of electron attachment.

In order to provide physical arguments for an explanation
of NDC in the bulk drift velocity, in figure 8 we show the spa-
tial profile and spatially resolved average energy of electrons
in CF3l. Calculations are performed for four different values
of E/ny as indicated in the graph. The direction of the applied
electric field is also shown. Two fundamentally different sce-
narios are discussed: (1) the electron attachment is treated as
a conservative inelastic process with zero energy loss, and
(2) the electron attachment is treated regularly, as a true non-
conservative process. The first scenario is made with the aim
of illustrating that NDC is not primarily caused by the shape
of cross section for attachment but rather by the synergism of
explicit and the implicit effects of the number changing nature
of the process on electron transport. Sampling of spatially
resolved data in our Monte Carlo simulations is performed
using the continuous rescaling. The continuous rescaling pro-
duces smoother curves and in most cases it is more reliable
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as compared to the discrete rescaling and swarm duplication.
The results of the first scenario are presented by dashed lines
while the second scenario where electron attachment is treated
as a true non-conservative process, is represented by full lines.

When electron attachment is treated as a conservative ine-
lastic process, the spatial profile of electrons has a well defined
Gaussian profile with a small bias induced by the effect of
electric field. The non-symmetrical feature of spatial profile
is further enhanced with increasing E/ng. While for lower E/ny
the spatial variation of the average energy is relatively low,
for higher E/ny, e.g. for E/ny of 59 Td the slope of the average
energy is quite high, indicating that the electron swarm energy
distribution is normally spatially anisotropic. It is important
to note that there are no imprinted oscillations in the spatial
profile of the electrons or in the profile of the average energy
which is a clear sign that the collisional energy loss is gov-
erned essentially by ’continuous’ energy loss processes [32].

When electron attachment is treated as a true non-
conservative process, the spatial profile and the average
energy of electrons are drastically changed. For all consid-
ered reduced electric fields spatially resolved average energy
is greater as compared to the case when electron attachment is
treated as a conservative inelastic process. For E/ng of 1.7 and
4.6 Td the spatial profiles of electrons depart from a typical
Gaussian shape. For 1.7 Td there is very little spatial variation
in the average energy along the swarm. When E/ny = 4.6 Td,
however, the spatial profile is skewed, asymmetric and shifted
to the left. This shift corresponds approximately to the differ-
ence between bulk drift velocities in the two scenarios. We
observe that the trailing edge of the swarm is dramatically cut
off while the average energy remains essentially unaltered. At
the leading edge of the swarm, however, we observe a sharp
jump in the average energy which is followed by a sharp drop-
off. In addition, the height of spatial profile is significantly
increased in comparison to the Gaussian profile of the swarm
when electron attachment is treated as a conservative inelastic
process. For higher E/ng the signs of explicit effects of elec-
tron attachment are still present but are significantly reduced.
For E/ng= 10 Td the spatial dependence of the average
energy is almost linear with a small jump at the leading edge
of the swarm. Comparing trailing edges of the swarms at 4.6
and 10 Td we see that for higher electric field the spatial pro-
file of electrons is by far less cut off. This suggests that for
increasing E/ng there are fewer and fewer electrons that are
consumed by electron attachment. Finally, for E/ny = 59 Td
the spatial profile of electrons is exactly the same as the profile
obtained under conditions when electron attachment is treated
as a conservative inelastic process.

The spatially resolved attachment rates are displayed in
figure 9 and are calculated under the same conditions as for the
spatial profile of the electrons and spatially averaged energy.
We see that the attachment rate peaks at the trailing edge of
the swarm where the average energy of the electrons is lower.
Attachment loss of these lower energy electrons causes a for-
ward shift to the swarm centre of mass, with a corresponding
increase in the bulk drift velocity. For increasing E/ng, the
spatially resolved attachment rate coefficients are reduced and
linearly decrease from the trailing edge towards the leading
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Figure 9. Spatially resolved attachment rate coefficient for a range
of E/ny as indicated on the graph. Calculations are performed for
electrons in CF;l.

part of the swarm. At the same time the electrons at the leading
edge of the swarm have enough energy to undergo ionization.
This suggests much less explicit influence of electron attach-
ment on the electron swarm behavior. As a consequence, NDC
is removed from the profile of the bulk drift velocity.

In addition to the explicit effects of electron attachment
there are implicit effects due to energy specific loss of elec-
trons, which changes the swarm energy distribution as a
whole, and thus indirectly changes the swarm flux. Generally
speaking, it is not possible to separate the explicit from
implicit effects, except by analysis with and without the elec-
tron attachment. Using these facts as motivational factors, in
figure 10 we show the electron energy distribution functions
for the same four values of E/ng considered above. The elec-
tron energy distribution functions are calculated when elec-
tron attachment is treated as a true non-conservative process
(full line) and under conditions when electron attachment is
assumed to be a conservative inelastic process (dashed line).
As for electrons in SFg, we observe a ‘hole burning’ effect in
the energy distribution function which is certainly one of the
most illustrative examples of the implicit effects. Likewise,
we see that the high energy tail of the distribution function
falls off very slowly even slower than for Maxwellian. Under
these circumstances, when the actual distribution function
significantly deviates from a Maxwellian, the numerical
schemes for solving the Boltzmann equation in the framework
of moment methods usually fail. Indeed, for E/ng less than
approximately 20 Td we have found a sudden deterioration in
the convergence of the transport coefficients which was most
pronounced for the bulk properties. Furthermore, we see that
the ‘hole burning’ effect is not present when electron attach-
ment is treated as a conservative inelastic process. The lower
energy part of the distribution function is well populated while
high energy part falls off rapidly. For increasing E/ny and
when electron attachment is treated as a true non-conservative
process, the effect of hole burning is reduced markedly while
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Figure 10. Energy distribution functions for four different E/n, for electrons in CFsl. Black lines denote the results when electron
attachment is treated as non-conservative process while dashed red lines represent our results when electron attachment is treated as a

conservative inelastic process.

the high energy part of the distribution function coincides with
the corresponding one when electron attachment is treated as
a conservative inelastic process.

Before embarking on a discussion of our results for dif-
fusion coefficients, one particular point deserves more men-
tion. NDC phenomenon in the bulk drift velocity has not been
experimentally verified, neither for SF¢ nor for CFsl. On the
other hand, as we have already seen, the two entirely different
theoretical techniques for calculating the drift velocity pre-
dict the existence of the phenomenon. Thus, it would be very
useful to extend the recent measurements of the drift velocity
in both SFg and CFsl to lower E/ng with the aim of confirming
the existence of NDC. On the other hand, such measurements
are most likely very difficult, even impossible due to rapid
losses of electron density in experiment.

3.1.3. Diffusion coefficients. Variations of the longitudinal
and transverse diffusion coefficients with E/n for electrons in
SFg are displayed in figures 11 and 12, respectively. From the
E/ng-profiles of the longitudinal and transverse flux diffusion
coefficients, we observe that different rescaling procedures for
Monte Carlo simulations agree very well. For the bulk comp-
onents, the agreement is also very good for intermediate and
higher E/ny and only in the limit of the lowest E/n the agree-
ment is deteriorated. Over the range of E/ng considered we see
that there is an excellent agreement between continuous and
discrete rescaling.

Comparing Monte Carlo and BOLSIG+- results, the devia-
tions are clearly evident. They might be attributed to the
inaccuracy of the two term approximation of the Boltzmann
equation which is always considerably higher for diffusion
than for the drift velocity. For higher E/n, inelastic collisions
are significant and the distribution function deviates substanti-
ally from isotropy in velocity space. In these circumstances,
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Figure 11. Variation of the longitudinal diffusion coefficient with
E/ny for electrons in SFg. Monte Carlo results using three different

techniques for electron number density compensation are compared
with the BOLSIG+ results.

the two term approximation of the Boltzmann equation fails
and multi-term Boltzmann equation analysis is required. For
lower E/ng, however, the role of inelastic collisions is of less
significance, but still discrepances between the BOLSIG+ and
Monte Carlo results are clearly evident, particularly for the
longitudinal diffusion coefficient. This suggests that further
analyses of the impact of electron attachment on the distribu-
tion function in velocity space of electrons in SFs would be
very useful.

From the profiles of the longitudinal diffusion coefficient
at lower and intermediate values of E/ny we observe the fol-
lowing interesting points. In contrast to drift velocity (and
transverse diffusion coefficient shown in figure 12) we see
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Figure 12. Variation of the transverse diffusion coefficient with
E/ny for electrons in SFg. Monte Carlo results using three different
techniques for electron number density compensation are compared
with the BOLSIG+ results.

that the bulk diffusion coefficient is smaller than the corre-
sponding flux component. This indicates that the decrease in
electron numbers due to attachment weakens diffusion along
the field direction. As already discussed, attachment loss of
electrons from the trailing edge of the swarm causes a forward
shift to the swarm centre of mass, with the corresponding
increases in the bulk drift velocity and mean energy. The same
effects result in an enhancement of the flux longitudinal dif-
fusion. It should be noted that when attachment heating takes
place, the opposite situation (bulk is higher than flux) has
also been reported [25]. This is a clear sign that the energy
dependence of the cross sections for electron attachment is
of primary importance for the analysis of these phenomena.
For higher E/ny, however, where the contribution of ionization
becomes important, we observe that the diffusion is enhanced
along the field direction, e.g. the bulk dominates the flux. This
is always the case if the collision frequency for ionization is
an increasing function of the electron energy, independently
of the gaseous medium considered.

From the profiles of the transverse diffusion coefficient
the bulk values are greater than the corresponding flux values
over the range of E/nj considered in this work. Only in the
limit of the lowest E/n the opposite situation holds: the flux is
greater than the bulk. In contrast to the longitudinal diffusion,
spreading along the transverse directions is entirely deter-
mined by the thermal motion of the electrons. The flux of the
Brownian motion through a transverse plane is proportional
to the speed of the electrons passing through the same plane.
Therefore, the higher energy electrons contribute the most to
the transversal expansion, so attachment heating enhances
transverse bulk diffusion coefficient.

Figures 13 and 14 show the variations of the longitudinal
and transverse diffusion coefficients with E/n for electrons in
CFsl, respectively. From the E/ng-profiles of the bulk diffu-
sion coefficients we observe an excellent agreement between
different rescaling procedures for E/ng > 10 Td. The same
applies for the flux component of the longitudinal diffusion.
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Figure 13. Variation of the longitudinal diffusion coefficient with
Elng for electrons in CF3l. Monte Carlo results using three different
techniques for electron number density compensation are compared
with the BOLSIG+ results.
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Figure 14. Variation of the transverse diffusion coefficient with
E/ng for electrons in CFs1. Monte Carlo results using three different
techniques for electron number density compensation are compared
with the BOLSIG+- results.

For E/ny < 10 Td the agreement is poor for bulk components,
particularly between the continuous rescaling from one side
and discrete rescaling and/or swarm duplication from the
other side. The agreement is better for the flux components.

Comparing Monte Carlo and BOLSIG + results, we see
that the maximum error in the two term approximation, for
both diffusion coefficients occurs at lower and higher E/ny. In
contrast to SFg, CFsl has rapidly increasing cross sections for
vibrational excitations in the same energy region where the
cross section of momentum transfer in elastic collisions
decreases with the electron energy. Under these conditions,
the energy transfer is increased and collisions no longer have
the effect of randomizing the direction of electron motion. As
a consequence, the distribution function deviates significantly
from isotropy in velocity space and two term approximation
of the Boltzmann equation fails.
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When considering the differences between the bulk and
flux values of diffusion coefficients the situation is much more
complex comparing to SF¢. From the E/ny-profiles of the lon-
gitudinal diffusion coefficient one can immediately see that
for lower and higher E/ny, the bulk is greater than the corre-
sponding flux values while at intermediate E/n, the opposite
situation holds: the flux is greater than the bulk. The behavior
of the transverse diffusion coefficient is less complex, as over
the entire of E/ng the bulk is greater that the corresponding
flux values.

As we have demonstrated, in contrast to drift velocity the
behavior and differences between the bulk and flux diffusion
coefficients is somewhat harder to interpret. This follows from
the complexity of factors which contribute to or influence the
diffusion coefficients. The two most important factors are the
following: (a) the thermal anisotropy effect resulting from
different random electron motion in different directions; and
(b) the anisotropy induced by the electric field resulting from
the spatial variation of the average energy and local average
velocities throughout the swarm which act so as to either inhibit
or enhance diffusion. Additional factors include the effects of
collisions, energy-dependent total collision frequency, and
presence of non-conservative collisions. Couplings of these
individual factors are always present and hence sometimes it
is hard to elucidate even the basic trends in the behavior of
diffusion coefficients. In particular, to understand the effects
of electron attachment on diffusion coefficients and associated
differences between bulk and flux components, the variation
in the diffusive energy tensor associated with the second-order
spatial variation in the average energy with E/ny should be
studied. This remains the program of our future work.

3.1.4. Rate coefficients. In figure 15 we show the variation of
steady-state Townsend ionization and attachment coefficients
with E/ng for electrons in SFq. The agreement between differ-
ent rescaling procedures and BOLSIG+ code is very good.
It is important to note that the agreement is very good, even
in the limit of the lowest E/ng considered in this work where
the electron energy distribution function is greatly affected
by electron attachment. The curves show expected increase
in a/ng and expected decrease in n/ng, with increasing E/ny.
The value obtained for critical electric field is 361 Td which
is in excellent agreement with experimental measurements of
Aschwanden [80].

In figure 16 we show variation of the steady-state Townsend
ionization and attachment coefficients with E/n for electrons
in CF;l. The agreement between different rescaling procedure
and BOLSIG+ code is excellent for ionization coefficient.
From the E/ng-profile of attachment coefficient, we see that
the continuous rescaling slightly overestimates the remaining
scenarios of computation. The critical electric field for CF;l
is higher than for SFe. This fact has been recently used as a
motivational factor for a new wave of studies related to the
insulation characteristics of pure CFsl and its mixture with
other gases, in the light of the present search for suitable alter-
natives to SFq. The value obtained for critical electric field
in our calculations is 440 Td which is in close agreement
with experimental measurements under steady-state [63, 81]
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Figure 15. Variation of the rate coefficients with E/n for electrons
in SFe. Monte Carlo results using three different techniques for
electron number density compensation are compared with the
BOLSIG+ results.
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Figure 16. Variation of the rate coefficients with E/n for electrons
in CFsl. Monte Carlo results using three different techniques for
electron number density compensation are compared with the
BOLSIG+ results.

and pulsed-Townsend [82] conditions, as well as with recent
calculations performed by Kawaguchi ef al [58] and Deng and
Xiao [52].

3.2. Recommendations for implementation

In this section, we discuss the main features of the rescaling
procedures and we give recommendations on how to use
them in future Monte Carlo codes. Based on our experience
achieved by simulating the electron transport in SFs, CF3l
and other attaching gases, we have observed that if correctly
implemented the procedures generally agree very well. The
agreement between different rescaling procedures is always
better for the flux than for the bulk properties. We found a
poor agreement for the bulk diffusion coefficients, particularly
for the lower E/ny while for mean energy, drift velocity and
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rate coefficients the agreement is reasonably good. For lower
E/ny when the distribution function is extremely affected by
electron attachment, the agreement between swarm duplica-
tion and discrete rescaling is also good. This is not surprising
as these two techniques are essentially the same.

In terms of implementation, the Monte Carlo codes can
be relatively easily upgraded with the procedures for swarm
duplication and/or discrete rescaling. Special attention
during the implementation of these procedures should be
given to the choice of the length of time steps after which
the cloning of the electrons is done. If the length of this time
step appears to be too long as compared to the time constant
which corresponds to the attachment collision frequency,
then the distribution function could be disturbed due to a low
statistical accuracy. In other words, depleting certain pockets
of the EEDF means that those cannot be recovered at all. On
the other hand, if the length of the time steps is too small,
the speed of simulation could be significantly reduced. The
implementation of the continuous rescaling procedure is
somewhat more complicated.

Which procedure is, the most flexible? It is difficult to
answer this question because the answer depends on the cri-
teria of flexibility. If the criterion for flexibility is associated
with the need for a priori estimates which are necessary for
setting the simulation, then the technique of continuous res-
caling is certainly the most flexible. Once implemented, and
thoroughly tested this procedure allows the analysis of elec-
tron transport in strongly attaching gases regardless of the
energy dependence of the cross section for electron attach-
ment. On the other hand, for the analysis of electron transport
in weakly attaching gases, the discrete rescaling is very con-
venient because it is easier for implementation into the codes
and less demanding in terms of the CPU time.

In terms of reliability and accuracy, the comparison of
the results obtained for various transport properties using the
rescaling procedures for Monte Carlo simulations and the
Boltzmann equation codes shows that the rescaling proce-
dures described herein are highly reliable. It should be noted
that only the multi term codes for solving the Boltzmann
equation may offer the final answer. Restrictions of the TTA
for solving the Boltzmann equation were demonstrated many
times in the past [7, 31], especially when it comes to the calcul-
ations of diffusion coefficients. Testing and benchmarking
against other Boltzmann solvers are currently ongoing.

3.3. Experiments in strongly attaching gases: difficulties
induced by non-hydrodynamic effects

It must be noted at this point that most processes scale with
pressure, so the independence on pressure would be main-
tained and so would be the equilibration of EEDFs affected
by excessive attachment. Most of the processes fall into that
category. These processes are best visualized in an infinite
uniform environment. Standard swarm experiments are built
in such a way that boundaries are not felt over appreciable
volume and thus, they mimic hydrodynamic conditions very
well. However, going to high E/n( requires operating at lower
pressures and there the boundaries may be felt over a larger
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portion of the volume. In general, whenever boundaries of any
kind are introduced selective losses resulting in very different
mean free paths of different groups of particles may lead to
selective losses. The resulting holes in the distribution may be
filled in by collisions, so when considerable selective losses
are introduced results may become the pressure dependent
(even when the cross section is not dependent on the pressure).
The same is true for temporal limitations. For example, if the
frequency of collisions is small, so that the mean free time is
comparable to the time required to accelerate to energies where
cross sections decrease with the electron energy, the runaway
effects may be developed. Similar effects may be created due
to temporal variations of the field that do not allow full equili-
bration. The pressure dependence of the results will develop
under such conditions (and so would the dependence on the
size of the vessel). The development of a non-hydrodynamic
theory for solving the Boiltzmann equation is difficult and
the best solution is a Monte Carlo simulation technique. For
that reason, rescaling procedures are essential in modeling of
the non-hydrodynamic (non-local) development of charged
particle ensembles.

Experiments in gases with a very large attachment (typi-
cally at low energies) may be difficult to carry out due to a
large loss of electrons. The fact that experiments in diluted gas
mixtures of such gases may be feasible, means that cross sec-
tions may be obtained. Yet, one should be aware of two main
problems. Even in such mixtures and depending on the size
of the experiment, attachment may be high enough to induce
depletion of the distribution function thus making results
pressure dependent or abundance dependent. If one wants to
extend the calculations to pure attaching gas for smaller ves-
sels and pressures, one needs to be aware that only techniques
that take full non-hydrodynamic description of the swarm
development, are required. Similar effects have been observed
in gases always associated with strong attachment such as
oxygen [76] and water vapor [83]. In any case, the critical
effects that include NDC for bulk drift velocity as a result of
excessive loss of electrons in attachment can be observed in
gases like SFq and CFsl based on hydrodynamic expansion
and even based on the two term theory provided that theory
takes into account the explicit and implicit non-conservative
effects of the attachment.

4. Conclusion

In this paper, we have presented the development, imple-
mentation and benchmarking of the rescaling procedures for
Monte Carlo simulations of electron transport in strongly
attaching gases. The capabilities of the rescaling procedures
have been described by systematic investigation of the influ-
ence of electron attachment on transport coefficients of elec-
trons in SFg and CF;1. Among many important points, the key
results arising from this paper are:

(1) We have presented two distinctively different methods for
compensation of electrons in Monte Carlo simulations of
electron transport in strongly attaching gases, e.g. the dis-
crete and the continuous procedures. In order to avoid the
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somewhat arbitrary choice of the fictitious ionization rate,
we have extended the continuous rescaling procedure,
initially developed by Li ef al [61], by introducing a time-
dependent collision frequency for the fictitious ionization
process.

(2) One of the initial motivating factors for this work was
to provide accurate data for transport properties of elec-
trons in SFg and CF3l which are required as input in fluid
models of plasma discharges. In this work, for the first
time, we have calculated the mean energy, drift velocity
and diffusion coefficients as well as rate coefficients for
lower E/ng for electrons in SFs and CF;l.

(3) We have demonstrated the differences which can exist
between the bulk and flux transport coefficients and the
origin of these differences. Our study has shown that the
flux and bulk transport properties can vary substantially
from one another, particularly in the presence of intensive
attachment heating. Thus, one of the key messages of this
work is that theories which approximate the bulk trans-
port coefficients by the flux are problematic and generally
wrong.

(4) We have demonstrated and interpreted physically the
phenomenon of the anomalous behavior of the mean
energy of electrons in SFg, in which the mean energy
is reduced for increasing E/ng. The phenomenon was
associated with the interplay between attachment heating
an inelastic cooling. The same phenomenon has not been
observed for electrons in CF3I indicating that the role of
the cross sections is vital.

(5) We have explained and identified a region of NDC in the
bulk drift velocity, originating from the explicit influ-
ence of electron attachment. The phenomenon has been
explained using the concept of spatially-resolved trans-
port properties along the swarm.

(6) The publicly available two term Boltzmann solver,
BOLSIG++, has been shown to be accurate for calcul-
ations of mean energy, drift velocity and rate coefficients
for electrons in SFg and CFsl. On the other hand,
significant differences between our Monte Carlo and
BOLSIG+ results for diffusion coefficients have been
observed, particularly for electrons in CF3l in the limit of
the lowest E/ng considered in this work.

Various rescaling procedures for Monte Carlo simulations
described in this work have recently been applied to modeling
of electron transport in strongly attaching gases under the
influence of time-dependent electric and magnetic fields. It
will be challenging to investigate the synergism of magnetic
fields and electron attachment in radio-frequency plasmas.
Likewise, the remaining step to be taken, is to apply the res-
caling procedures presented in this work to investigate the
influence of positronium formation on the positron transport
properties. This remains the focus of our future investigation.
Finally, we hope that this paper will stimulate further dis-
cussion on methods of correct representation of the effects
induced by electron attachment on transport properties of
electrons in strongly attaching gases.
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Recent results from studies of non-equilibrium electron transport in
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A quantitative understanding of charged particle transport processes in
gases under highly non-equilibrium conditions is of interest from both
fundamental and applied viewpoints, including modeling of non-
equilibrium plasmas and particle detectors used in high energy physics. In
this work we will highlight how the fundamental kinetic theory for solving
the Boltzmann equation [1] and fluid equations [2,3] as well as Monte
Carlo simulations [3], developed over many years for charged particle
swarms are presently being adapted to study the various types of non-
equilibrium plasma discharges and particle detectors.

Non-equilibrium plasma discharges sustained and controlled by electric
and magnetic fields are widely used in materials processing [4]. Within
these discharges the electric and magnetic fields can vary in space, time
and orientation depending on the type of discharge. Moreover, the typical
distances for electron energy and momentum relaxation are comparable to
the plasma source dimensions. Consequently, the transport properties at a
given point are usually no longer a function of instantaneous fields. This is
the case for a variety of magnetized plasma discharges where, before the
electrons become fully relaxed, it is likely that the electrons will be



reflected by the sheath or collide with the wall [5]. In this work we will
Illustrate various kinetic phenomena induced by the spatial and temporal
non-locality of electron transport in gases. Two particular examples of
most recent interest for the authors are the magnetron and ICP discharges.
The magnetron discharge is used in the sputtering deposition of in films [6]
where magnetic field confines energetic electrons near the cathode. These
confined electrons ionize neutral gas and form high density plasma near
the cathode surface while heavy ions and neutrals impinge on the solid
surface ejecting material from that surface which is then deposited on the
substrate. Within these discharges the angle between the electric and
magnetic fields varies and thus for a detailed understanding and accurate
modeling of this type of discharge, a knowledge of electron transport in
gases under the influence of electric and magnetic fields at arbitrary angles
Is essential. In this work we will investigate the electron transport in N,-O,
mixtures when electric and magnetic fields are crossed at arbitrary angles
for a range of pressures having in mind applications for low-pressure
magnetized discharges and discharges at atmospheric pressure. Special
attention is placed upon the explicit effects of three-body attachment in
oxygen on both the drift and diffusion in low energy range [7]. The duality
of transport coefficients arising from the explicit effects of non-
conservative collisions will be discussed not only for vectorial and low-
order tensorial transport coefficients but also for the high-order tensorial
transport properties. The errors associated with the two-term
approximation and inadequacies of Legendre polynomial expansions for
solving the Boltzmann equation will be illustrated and highlighted.

In addition to magnetron discharges, we focus on the time-dependent
behavior of electron transport properties in ICP discharges where electric
and magnetic fields are radiofrequency. We systematically investigate the
explicit effects associated with the electric and magnetic fields including
field to density ratios, field frequency to density ratio, field phases and
field orientations. A multitude of kinetic phenomena were observed that
are generally inexplicable through the use of steady-state dc transport
theory. Phenomena of significant note include the existence of transient
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negative diffusivity, time-resolved negative differential conductivity and

anomalous anisotropic diffusion. Most notably, we propose a new
mechanism for collisional heating in inductively coupled plasmas which
results from the synergism of temporal non-locality and cyclotron
resonance effect. This mechanism is illustrated for discharges in pure CF,
and pure O,.
As an example of fluid modeling of plasmas, we will discuss the recently
developed high order fluid model for streamer discharges [2,3]. Starting
from the cross sections for electron scattering, it will be shown how the
corresponding transport data required as input in fluid model should be
calculated under conditions when the local field approximation is not
applicable. The temporal and spatial evolution of electron number density
and electric field in the classical first order and in the high order model are
compared and the differences will be explained by physical arguments. We
will illustrate the non-local effects in the profiles of the mean energy
behind the streamer front and emphasize the significance of the energy flux
balance equation in modeling. We consider the negative planar ionization
fronts in molecular nitrogen and noble gases. Our results for various
streamers properties are compared with those obtained by a PIC/Monte
Carlo approach. The comparison confirms the theoretical basis and
numerical integrity of our high order fluid model for streamers discharges.
In the last segment of this talk we will discuss the detector physics
processes of resistive plate chambers and time-projection chambers that are
often used in many high energy physics experiments [8]. For resistive
plate chambers the critical elements of modeling include the primary
lonization, avalanche statists and signal development. The Monte Carlo
simulation procedures that implement the described processes will be
presented. Time resolution and detector efficiency are calculated and
compared with experimental measurements and other theoretical
calculations. Among many critical elements of modeling for time-
projection chambers, we have investigated the sensitivity of electron
transport properties to the pressure and temperature variations in the
mixtures of Ne and CO,. In particular, we have investigated how to reduce



the transverse diffusion of electrons by calculating the electron trajectories
under the influence of parallel electric and magnetic fields and for typical
conditions found in these detectors.
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THIRD-ORDER TRANSPORT
COEFFICIENTS FOR ELECTRONS I.
STRUCTURE OF SKEWNESS TENSOR

I. Simonovié, Z.Lj. Petrovi¢ and S. Dujko

Institute of Physics, University of Belgrade,
Pregrevica 118, 11080 Belgrade, Serbia

Abstract. Third-order transport properties are calculated through a Monte
Carlo simulation for electrons moving in an infinite gas under the influence
of spatially homogeneous electric and magnetic fields. The structure of the
skewness tensor and symmetries along individual elements are studied by
means of a group projector technique.

1. INTRODUCTION

Electron transport in gases under the influence of electric and mag-
netic fields has long been of interest, with many scientific and technological
applications. These applications have been usually modeled assuming hy-
drodynamic conditions, in which the electron flux was analyzed in terms of
drift and diffusion terms. The truncation of the electron flux to low order
transport coefficients, e.g., to the drift velocity and diffusion tensor, may be
invalid for a number of reasons, such as the presence of sources and sinks
or physical boundaries. Before applying the strict non-hydrodynamic treat-
ment, it is desirable to analyze the high-order transport coefficients and it
is important to develop methods for their calculations. This issue has been
addressed by several authors in the context of an electric field only case.
The semi-quantitative momentum transfer theory developed by Vrhovac et
al. [1] and Monte Carlo simulation performed by Penetrante and Bards-
ley [2] were used to analyze the skewness tensor for electrons in rare gases.
A three-temperature treatment of the Boltzmann equation and molecular
dynamics simulation were used by Koutselos to calculate the third order
transport coefficients of ions in atomic gases [3].

In this work we apply the group projector method [4] to investigate
the structure of the skewness tensor and symmetries along its individual
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elements when both the electric and magnetic fields are present. Using a
Monte Carlo simulation technique, the longitudinal and transverse skewness
coefficients are calculated for the ionization model of Lucas and Saelee [5].

2. THEORETICAL METHODS

The starting point in our analysis is the flux gradient relation
L(r,t) =Y T*(1) 0 (-V)*n, (1)
k=0

and diffusion equation

w =S (1) ® (=), (2)

k=0

where n(r, t) is the electron density while T'(r, t) is the electron flux. T'(+1)(¢)
are time dependent tensors of rank k and ® denotes a k-fold scalar product.

As pointed out in [1] one should make a difference between micro-
scopic and macroscopic transport coefficients. Microscopic bulk transport
coefficient of an order k, w®)(t), is a tensor of rank &, which multiplies the
k-th gradient of concentration, in (2). Microscopic flux can be obtained
from microscopic bulk by subtracting the term associated with the explicit
effects of non-conservative collisions. Macroscopic flux transport coefficient
of order k, T(F) (t), is a tensor of rank k, which in the flux gradient relation
(1), multiplies the (k — 1)-th gradient of concentration. These tensors are,
starting from rank 3, symmetric by every permutation of indices, that does
not change position of the first index, because all indices, except the first,
are contracted with partial derivatives of concentration.

In this work, we consider a co-ordinate system in which the z-axis
is defined by the electric field E while the magnetic field B lies along the
z-axis (parallel field configuration) or along the y-axis (an orthogonal field
configuration) or makes an angle ¢ with E and lies in the y — z plane (an
arbitrary field configuration). Using the method based on group projectors
and identifying the symmetries along the individual elements of the skewness
tensor we have determined the following structures of the tensor depending
on the field configuration:

1. Electric field only configuration (E = Fe,):

0 0 Quu: 0 0 0
Qzlij = 0 0 0 ], Quz=1(0 0 Quu |,
waz O O O Q.’sz O
Qzzz 0 0
Q.lij = 0 Qi O . (3)

0 0 QZZZ
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2. Parallel field configuration (E = Fe,, B = Be,):

Qx\L] = 0 0 mez ) Qy|ij = 0 0 Qzzz )
Q$zz Qxyz 0 _szz waz 0
Qz\ij = 0 sza: 0 . (4)

0 O QZZZ

3. Crossed field configuration (E = Fe,, B = Bey):

Qmmm 0 Qmmz 0 Qymy 0

Q:v\ij = 0 Qxyy 0 ) Qy\zj = an:y 0 nyz y
QZ.’L‘I 0 QZ(L‘Z

Qzlij = 0 Qzyy 0 ) (5)
QZ(EZ 0 QZZZ

where i,j = x,y,2. For an arbitrary field configuration, Q;;r = Qx; for
any individual element of the skewness tensor.

3. RESULTS AND DISCUSSIONS

In the hydrodynamic regime the skewness tensor is given by

1d

Quic = 53 rami 7). (6)
where (a, b, ¢) take values from the set {x,y, z} while the angular brackets
() denote ensemble averages in configuration space and r* = r — (r). From
(3) it is clear that @ has seven non-vanishing elements, three of which are
independent, Q..., Q.zc = szy and Quzz = Quazz = Qyzy = nyz Due
to direct sampling of swarm dynamic properties in our Monte Carlo code
only two independent components of the skewness tensor can be isolated,
the longitudinal skewness coefficient Q7 = @... and transverse skewness

coefficient QT = szm + Q:czac + Qxxz = szy =+ Qyzy + nyz~
In Fig. 1 we show the variation of nZQ with E/ng for the ion-
ization model of Lucas Saelee. We see that n@Q monotonically decreases
with increasing E/ng and/or with increasing parameter F. For the con-
servative case (F = 0) gas model is reduced to elastic and excitation cross
sections and no ionization occurs while for non-conservative case (F = 1)
the gas model consists of elastic and ionization cross sections and no exci-
tation occurs. In this model, for increasing E/ng the collision frequency for
inelastic collisions is also increased while the collision frequency for the mo-
mentum transfer in elastic collisions remains unaltered. This suggests that
for increasing E/ng inelastic collisions tend to reduce nZQr. A decrease
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in nZQr with increasing F is a clear sign that the skewness coefficients
are more sensitive than the lower order transport coefficients with respect
to small variation in the distribution function induced by the ionization
cooling.

0 20 40 60 80 100
Em, [Td]

Figure 1. Variation of the longitudinal skewness coefficient with E/ng for
three different ionization models as indicated on the graph.
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Abstract. A Monte Carlo simulation technique is used to calculate the
third-order transport coefficients for electrons and positrons in molecular
gases. Values and general trends of the longitudinal and transverse skew-
ness coefficients as a function of the reduced electric field in Ny, CHy and
CF4 are reported here. We investigate the way in which the skewness trans-
port coefficients are influenced by the energy dependence of cross sections
for electron/positron scattering. Correlations between the skewness and
diffusion coefficients have been found and studied.

1. INTRODUCTION

Studies of third-order transport coefficients for charged particles in
gases are very useful under conditions when transport is greatly affected by
non-conservative collisions and/or under conditions when the truncation of
the charged particle flux to low order transport coefficients is not sufficient
for accurate description of transport phenomena. There is a huge body of
data for electrons (and ions), and since recently even for positrons, when it
comes to low order transport coefficients, including the drift velocity and
diffusion tensor, and rate coeflicients. In contrast, little is known about high-
order transport coefficients, particularly for electrons and positrons. This
is understandable having in mind that the traditional swarm experiments
have been interpreted without the consideration of high order transport [1],
though it has been suspected to influence the motion of the electrons [2] and
ions [3]. Third-order transport coefficients are most likely to be measured
in the near future and hence it is of great importance to develop methods
for their theoretical calculations. Such information can help in the design
of future experiments as well as in the interpretation of their results.
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The aims of this work are (1) to provide Monte Carlo calculations of
the skewness transport coefficients for electrons and positrons in molecular
gases, (2) to investigate the correlations between skewness and low order
transport coefficients (e.g., the drift velocity and diffusion tensor), and (3)
to study the explicit and implicit effects of non-conservative collisions on
the skewness transport properties. In section 2 we give a brief discussion of
our Monte Carlo method while in section 3 we present a few examples of
our results for electrons in No.

2. THEORETICAL METHODS

The Monte Carlo code applied in this work follows a large number
of particles (usually 107 and sometimes even more) moving in an infinite
gas under the influence of spatially homogeneous electric field. Particles
(positrons or electrons) gain energy from the electric field and dissipate this
energy through binary collisions with background neutral particles. The
charged particle interactions are neglected since the transport is considered
in the limit of low charged-particle density. All calculations are performed
at zero gas temperature. For more details about our Monte Carlo simulation
code see recent reviews [4, 5.

Skewness transport coefficients are determined after relaxation to
steady state. The bulk values are calculated using the following formulas:

B 1 d
() = 22 (25 = 302 +2(2)9), 1)
AP = 52 (o)~ (), @)
while the corresponding flux components are determined as follows:
1) = 5 BV =306 — 6 (V) + 60, )
() = 2 (WPV2) + 2y — WAV) — 22 03) 0

where indices B and F' refer to bulk and flux. We consider a coordinate
system in which the electric field lies along the z-axis.

3. RESULTS AND DISCUSSIONS

In figure 1 we show the variation of the longitudinal and transverse
skewness coefficients, n2Q, and n2Qr, respectively, with E /ng for electrons
in Ns. In order to understand the correlation between skewness and diffusion
coefficients, on the same figure we show the variation of the longitudinal and
transverse, noDy, and ngDy, diffusion coefficients with E/ng. For lower
E/ngp, less than 40 Td, we observe that noDy is a decreasing function
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of E/ng. For the same E/ng, n3Qr decreases markedly. For E/ng >
40 Td, noDy, is a monotonically increasing function of E/ng while n3Qy,
increases with increasing E/ng, reaching a peak, and then it starts first
to decrease and then again to increase. If we take a careful look, we see
that after reaching the peak, n2Q is decreased when the profile of n2Qy,
is changed from a typical convex to a more concave profile. This illustrates
high sensitivity of n2Qr, with respect to the collisional process that control
the behavior of diffusion along the field direction. For E/ny > 400 Td both
noDy, and n%Q 1, are monotonically increasing functions of E/ng. From the
profile of n2Qr, we see that the transverse skewness coefficient is correlated
very well with both ngDy and ngDy. This applies for electrons in Ny; for
electrons in CF, we have identified the regions of E/ng where n3Qr exhibits
better correlation with ngDr than with respect to ngDyp.
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8 8.0+ % P 8.0 o7
& —o—n,"Q [10" ms’] —o_nOZQT[m“ m3s™]
0 |
2
8 6.0+ 6.0
(8]
c
Ke]
B 4.0 4.0
E
©
2
@ 2.0 2.0
2 o~
0C> é{dj{mm}_ﬁ—_‘j":j
2 i i i ;
2 0.0 a 0.0 b
w T T T T T T T T T T T T
0 200 400 600 800 1000 0 200 400 600 800 1000

E/no [Td] E/r'l0 [Td]
Figure 1. Variation of the longitudinal skewness and longitudinal diffu-
sion coefficients with E/ng (a) and variation of the transverse skewness and
transverse diffusion coefficients with E/ng (b) for electrons in Nj.

Figure 2 displays the variation of the bulk and flux values of n3Qr,
(a) and nZQr (b) with E/ng for electrons in Na. Increasing F/ng results in
a more pronounced distinction between bulk and flux values. The explicit
effects of ionization on the skewness properties become clearly evident for
E/ng > 150 Td. For both n2Qr and n3@Qr the bulk values overestimate
the corresponding flux values and this is exactly what has been previously
observed for the drift and diffusion in Ny [6]. The differences between bulk
and flux values do not exceed 60% for both n3Q. and niQr for E/ng
considered in this work. Better understanding of the explicit effects of
ionization on the skewness transport properties requires knowledge of the
spatially resolved data along the swarm, particularly those associated with
the high-order variations of the average energy.
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Figure 2. Variation of the bulk and flux longitudinal (a) and transverse (b)
skewness coefficients with E/ng for electrons in Na.
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MONTE CARLO SIMULATIONS OF
ELECTRON TRANSPORT IN CF;I AND SF; GASES

J. Miri¢, D. Bosnjakovié, 1. Simonovi¢, Z. Lj. Petrovi¢ and S. Dujko

Institute of Physics, University of Belgrade,
Pregrevica 118, 11080 Belgrade, Serbia

Abstract. Electron transport coefficients in CF;1 and SF¢ gases are calculated
using Monte Carlo simulations for a wide range of reduced electric field
strengths. In order to compensate for the loss of electrons in simulation due to
strong attachment, three different rescaling techniques are considered and
applied. Among many observed phenomena, in case of SFs we highlight the
reduction of mean electron energy with increasing electric field. In addition, we
observe that for both gases bulk drift velocities exhibit negative differential
conductivity which is not present in the flux drift velocity.

1. INTRODUCTION

Electron attachment in strongly electronegative gases, such as CF;I and
SFe, has many industrial applications. For example, in high-voltage circuit
breakers, it is the most significant process for the prevention of electric
breakdown [1]. Electronegative gases are also used for plasma etching and
cleaning in semiconductor fabrication [2].

On the other hand, electron attachment imposes practical difficulties in
experiments for measurement of transport coefficients [1,3]. Considerable
difficulties also appear in Monte Carlo simulations of electron transport in
strongly electronegative gases at low electric fields where electron attachment is
the dominant process. Due to this process, the number of electrons in a
simulation can reach extremely low values leading to poor statistics or complete
loss of electrons in the simulation [4,5]. In order to compensate for this loss of
electrons, some sort of rescaling techniques must be used.

In this work, we discuss the existing rescaling techniques for Monte
Carlo simulations of electron transport in strongly electronegative gases.
Furthermore, we introduce our modified rescaling procedure and demonstrate
how these techniques affect the calculated transport data for CF;I and SF¢ gases.
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2. RESCALING TECHNIQUES

The following rescaling techniques, applicable for Monte Carlo
simulations, can be found in the literature:
1. Duplication of electrons randomly chosen from the remaining swarm at
certain discrete time steps [6];
2. Duplication of the entire electron swarm (one or more times) at certain
time steps [5] or at certain distance steps [7];
3. Introduction of an additional fictitious ionization [4] or attachment
process [8] with a constant collision frequency.
An unaltered electron distribution function and its evolution are a common
objective for all these techniques. In this work, the first technique will be
referred to as discrete rescaling, the second as swarm duplication and the third as
continuous rescaling. However, we introduce a modification to the third
procedure where the fictitious ionization process is dynamically adjusted during
the simulation in such way that the fictitious ionization rate is chosen to be equal
to the attachment rate. Therefore, it is not necessary to define a fictitious
ionization rate in advance and as a benefit, the number of electrons is kept nearly
constant during the simulation.

3. RESULTS

In this section, we present the transport data for CFs;l and SF; gases,
calculated using our Monte Carlo code [6,9] with three different rescaling
techniques. The cross section set for electron scattering in SF¢ is taken from Itoh
et al. [10]. In case of CF;l, we use our modified cross section set [11] which is
based on cross sections of Kimura and Nakamura [12]. This modification of the
CF;l set was necessary in order to provide a better agreement between the
calculated data and the reference data measured in a pulsed Townsend
experiment for pure CF;l and its mixtures with Ar and CO,.

Figure 1(a) shows the variation of mean electron energy with E/ngy in
CF;l. Calculations are performed assuming the three rescaling techniques.
Excellent agreement between the cases of discrete rescaling and swarm
duplication can be understood, having in mind that these two techniques are
essentially the same. The only difference between the two is the fact that in case
of discrete rescaling, the probability for duplication of an electron is determined
by the ratio of current number and desired number of electrons, while in case of
swarm duplication technique, this probability is set to unity i.e. the duplication is
performed for all electrons. Continuous rescaling is also in a good agreement
with the other two techniques.

In case of mean electron energy for the SF¢ gas, Figure 1(b) shows
excellent agreement between the three rescaling techniques. Furthermore, one
anomalous behavior is observed — a decrease of mean energy with increasing
electric field. This phenomenon is associated with mutual influence of
attachment heating and inelastic cooling. Since it is observed only in case of SFs,
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Figure 1. Mean electron energy in (a) CFsl and (b) SF¢ gases as a function of
reduced electric field. The profiles are calculated using three different rescaling
techniques.

it is evident that the specific cross sections for electron scattering are essentially
responsible for the occurrence of this phenomenon.

Figure 2 shows flux and bulk drift velocities in (a) CF;I and (b) SFq
gases, obtained with three rescaling techniques. For electrons in CF;l, the drift
velocities calculated using discrete rescaling and swarm duplication are again in
excellent agreement while continuous rescaling at low electric fields gives
slightly lower values than the other two techniques. For drift velocities in the SF
gas, all three rescaling techniques are in good agreement over the entire range of
reduced electric fields considered in this work. We can conclude that the nature
of the cross sections for electron scattering in CF;l and SF4 and their energy
dependence are responsible for the differences between the results obtained using
different rescaling techniques.

Two interesting phenomena are also observed in Figure 2. First, for
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Figure 2. Variation of the drift velocity with E/ny for electrons in (a) CF;I and
(b) SFs gases. The profiles are calculated using three different rescaling
techniques.
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both gases the bulk drift velocity is higher than the flux drift velocity. In low
energy range, this is a consequence of strong attachment heating (the
consumption of slow electrons due to attachment) while in higher energy range
the explicit effect of ionization is responsible. As a result, new electrons are
preferentially created at the front of the swarm and/or slow electrons are
consumed at the back of the swarm resulting in a forward shift of centre of mass
of the swarm which is observed as an increase of bulk drift velocity over the flux
drift velocity. The other phenomenon is a very strong NDC effect (negative
differential conductivity) which is noticed for both gases, but only in case of
bulk component drift velocity. This behavior appears to be common for all
strongly electronegative gases since it is induced by explicit effects of electron
attachment.
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Abstract. Transport coefficients for electron swarms in mercury vapor in the
presence of electric and magnetic fields are calculated and analyzed using a multi
term theory for solving the Boltzmann equation and Monte Carlo simulation
technique. Particular attention is paid to the occurrence of negative differential
conductivity (NDC) at higher gas pressures and temperatures. It is shown that the
correct representation of the presence of mercury dimers and superelastic
collisions plays a key role in the analysis of NDC. When both the electric and
magnetic fields are present, another phenomenon arises: for certain values of
electric and magnetic field, we find regions where swarm mean energy increases
with increasing magnetic field for a fixed electric field. Spatially-resolved
electron transport properties are calculated using a Monte Carlo simulation
technique in order to understand these phenomena.

1. INTRODUCTION

In this work we discuss the transport of electrons in mercury vapor and
its mixtures with argon under conditions relevant for metal vapor lamps. Current
models of such lamps require knowledge of transport coefficients as a function of
electric field strengths, gas pressures and temperatures. Recently developed
inductively coupled plasma light sources require the knowledge of transport
coefficients when both the electric and magnetic fields are present and crossed at
arbitrary angles [1]. These transport coefficients can be either measured in swarm
experiments or calculated from transport theory. To date, no experiments exist
that can measure all the required transport coefficients, including rate coefficients,
drift velocities, and diffusion coefficients for electrons in gases in the presence of
electric and magnetic fields.

In the present work we solve the Boltzmann equation for electron
swarms undergoing ionization in mercury vapor and its mixtures with argon in the
presence of electric and magnetic fields crossed at arbitrary angles. For the E-only
case we discuss the occurrence of negative differential conductivity (NDC) for
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higher gas pressures and temperatures in the limit of lower electric fields. NDC is
a phenomenon where the drift velocity decreases with increasing electric field.
For electrons in mercury vapor this behavior of the drift velocity is attributed to
the presence of mercury dimers.

In the second part of this work we investigate the electron transport in
varying configurations of electric and magnetic fields. In particular, we discuss
the following phenomenon: for certain values of electric and magnetic fields, we
find regions where swarm mean energy increases with increasing magnetic field
for a fixed electric field. The phenomenon is discussed using spatially-resolved
transport data calculated in Monte Carlo simulations.

2. CROSS SECTIONS AND SIMULATION TECHNIQUES

The cross section for momentum transfer in elastic collisions is made as
follows. For lower electron energies, we use a cross section from [2] while for
higher energies, we use a cross section tabulated in MAGBOLTZ code [3]. Cross
sections for electronic excitations for levels Py, *P; and °P; are retrieved from [4]
while electronic excitations to 'S, and 'P, states as well as a cross section for
higher states are also taken from MAGBOLTZ code. For electron-impact
ionization, we have used a cross section from [5]. The effective cross section
which describes vibration and electronic excitations of mercury dimers is derived
using the experimental measurements of Elford [6]. Cross sections were slightly
modified during the calculations to improve agreement between the calculated
swarm parameters and the experimental values [6].

Electron transport coefficients are calculated from the multi term
solution of Boltzmann's equation. A Monte Carlo simulation technique is used to
verify the Boltzmann equation results and also for the calculations of spatially-
resolved transport data.

3. RESULTS AND DISCUSSIONS

In Figure 1 (a) we show the variation of the drift velocity with E/n, for a
range of gas pressures, as indicated on the graph. Calculations are performed in a
wide range of pressures, from 20.2 to 108.4 Torr. The temperature of the
background gas is 573K. The same range of pressures and temperatures was
considered by Elford in his experiments [6]. We extend his measurements by
considering the drift of electrons for six additional gas pressures. For E/n, less
than approximately 2.5 Td the pressure dependence of the drift velocity is clearly
evident. For higher E/n,, however, the drift velocity does not depend on the
pressure. For pressures higher than approximately 200 Torr, we see that the drift
velocity exhibits a region of NDC, i.e. over a range of E/ny values the drift
velocity decreases as the driving field is increased. The conditions for the
occurrence of NDC have been investigated previously [7]. For electrons in
mercury vapor, NDC arises for certain combinations of elastic cross sections of
dimer-free mercury vapor and inelastic cross sections of mercury dimers in
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which, on increasing the electric field, there is a rapid transition in the dominant
energy loss mechanism from inelastic to elastic. For pressures lower than 200
Torr the elastic cross section of dimer-free mercury vapor dominates the effective
inelastic cross section of mercury dimers. Thus, the conditions for the occurrence
of NDC are not set. For higher pressures, the phenomenon is promoted by either
or both of (i) a rapidly increasing cross section for elastic collisions and (ii) a
rapidly decreasing inelastic cross section. It is clear that the presence of dimmers
plays a key role in the development of NDC in mercury vapor.

In Figure 1 (b) we show a comparison between our calculations and
experimental measurements of the drift velocity for a range of pressures. Our
Monte Carlo results (figure 1 (b)) agree very well with those measured in the
Bradbury-Nielsen time-of-flight experiment [6]. The agreement is achieved only
after careful implementation of superelastic collisions in our calculations. Cross
sections for superelastic collisions are calculated directly in our code from the
principle of detailed balance.

@ 350 —
800
increase in pressure
3004
6007 708.0 Torr —rodimers G
%) 202Tor ==
R -..403Tor £
é =-=60.4 Torr ~
77.5 Torr
= 400+ = | @ 93.0 Torr =
................ 108.4 Torr 2504
~:=-= 208.0 Torr
308.0 Torr 7 - 60.4 Torr
——408.0 Torr / 77.5 Torr
2004 - ——508.0 Torr - 93.0 Torr
608.0 T
e 708.0 TZCC — 108.4 Torr
T T 1 200 : : . T T
0 1 2 3 0.0 0.2 0.4 0.6 0.8 1.0
E/n, (Td) E/n, (Td)

Figure 1. Variation of the drift velocity with E/n, for a range of pressures (a) and
comparison between our Monte Carlo results and experimental measurements.
Calculations are performed for electrons in mercury vapor. The temperature of
the background gas is 573K.

In the last segment of this work we discuss the impact of a magnetic
field on the electron transport in mercury vapor. The pressure and temperature of
the mercury vapor are set to 1 Torr and 293K, respectively. As an example of our
study, in figure 2 we show the variation of the mean energy with E/n, for a range
of the reduced magnetic fields B/ny, in a crossed field configuration. In the limit
of the lowest E/n, the electrons are essentially in the quasi-thermal equilibrium
with the mercury vapor, independent of the strength of the applied magnetic field.
In this regime, the longitudinal and transverse drift velocity components are
dependent on both E/ny and B/ny while the diagonal diffusion tensor elements
along the E and ExB directions are dependent on B/ny only. The diffusion
coefficient along the magnetic field direction is reduced to its thermal value as
magnetic field only affects the diffusion in this direction indirectly, through the
magnetic field’s action to cool the swarm. Certainly one of the most striking
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properties observed in the profiles of transport coefficients is an increase in the
swarm mean energy with increasing magnetic field for a fixed electric field. The
phenomenon is evident in the range E/ng=5-200 Td for B/ny considered in this
work. This behavior is contrary to previous experiences in swarm physics as one
would expect the mean swarm energy to decrease with increasing B/n, for a fixed
E/ng. The phenomenon could be associated with the interplay between magnetic
field cooling and inelastic/ionization cooling, although the role of the cross
sections in both phenomena is of course vital. The electron energy distribution
function and spatially-resolved mean energy, rate coefficients and other properties
are calculated using a Monte Carlo simulation technique in order to explain this
phenomenon.
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Figure 2. Variation of the mean energy with E/ny for a range of B/n,.
Calculations are performed for electrons in mercury vapor.
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Abstract. We have developed a Monte Carlo code for the calculation of transport
coefficients for electron swarms in non-polar liquids. Transport coefficients for
electron swarms in liquid argon and liquid xenon are calculated for 107<
E/ne<10° Td. Effects caused by fluctuations of density are neglected. Calculated
transport coefficients in liquid phase are compared with those in the gas phase and
differences are addressed using physical arguments.

1. INTRODUCTION

Transport of charged particles in liquids is a growing field of research,
which addresses some fundamental questions and has many important
applications. One of the most attractive applications is the interdisciplinary field
of plasma medicine, which requires a detailed description of the behavior of
electrons in liquid water and structures found in the living tissue. Additional
applications are found in the technology behind the liquid argon and liquid xenon
time projection chambers which are designed for detection of cosmic radiation,
and search for dark matter particles.

Knowledge of transport coefficients in the liquid phase is also necessary
for modeling of electrical discharges in liquids. There were many attempts to
calculate transport coefficients of electron swarms in liquids. Cohen and Lekner
calculated cross sections for electrons in the liquid phase argon which include
coherent scattering effects [1,2]. In addition, they solved the Boltzmann equation
using the two term approximation. Atrazhev and lakubov [3] developed effective
cross sections for electrons in liquid argon, krypton and xenon, which, for small
energies, depend on density only. Numerical values of these cross sections, at
low energies, must be found empirically. They subsequently had performed
calculations in the framework of Cohen-Lekner theory and they obtained good
agreement with experiment. Boyle et al [4,5] have recently determined ab initio
differential cross sections for the gas phase argon and xenon by solving Dirac-
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Fock scattering equations. Their cross sections are in a good agreement with
experiment. They have derived liquid phase cross sections from those for the gas
phase. In their work, the Cohen-Lekner procedure was extended to consider
multipole polarizabilities and a non-local treatment of exchange. The calculation
of transport coefficients in their work was performed using a multi term solution
of Boltzmann's equation.

2. THEORETICAL EVALUATION

We have developed a Monte Carlo code for the calculation of transport
coefficients of swarms of electrons and positrons in the liquid phase. Elastic
scattering is treated in a way which is similar to the method described in the
paper by Tattersall et al [6]. This method uses the fact that in the liquid phase
mean free paths for the transfer of energy and momentum are different, due to
structure effects. This allows the correct representation of the net transfer of
momentum and energy, by including additional collisional processes in which
only momentum/energy are exchanged. The mean free paths for the transfer of
energy and momentum are given by the following equations,

-1
A, = nOZﬂJ‘dzsin Z(l—cos;()asp (e,2)] . (1)
0

-1

A= n02ﬂjd;(sin;((l—cos;()asp(g,)()S(Al;) , )
0

where O, (6, ;() is the differential cross section for electron scattering on a

single molecule, and S (A/; ) is the static structure factor. The validity of our

code is verified by comparison with benchmark calculations for the Percus
Yevick model liquid [6]. Due to the lack of an adequate theory for the treatment
of inelastic collisions in liquids, we have implemented the following strategy.
For electron-impact ionization, we applied the gas phase cross sections, with
thresholds which are reduced to the values suggested in the literature. For
excitations, however, we apply two different scenarios. In the first scenario, the
excitations are completely neglected. This is the so-called two-level model in
which only ground state and conduction band are present [7]. In the second
scenario, the gas phase excitations, with thresholds which are lower than the
reduced threshold for ionization, are included in our set of cross sections. The
remaining excitations are neglected. Fluctuations of density, and effects which
are produced by interaction of swarm particles with polar background molecules
are not included. Therefore, the applicability of our code is limited to non-polar
liquids in which bubble/cluster formation is not appreciable.
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3. RESULTS AND DISCUSSIONS

In figure 1 we show the variation of ionization rate coefficient with E/n,
for electrons in liquid and gas xenon. We see that the ionization rate coefficients
for electrons in both liquid scenarios are significantly greater than the
corresponding rate coefficient for electrons in the gas phase. This is in part due
to the cooling action associated with the inelastic collisions in the gas system,
and also due to the modifications of the scattering potential between the gas and
liquid phases. Comparing the two liquid scenarios, the ionization rate is greater
without excitations. The reason is obvious: the competitive processes that lead to
electronic excitation in which electrons lose energy are removed. It should be
noted that the difference between ionization rate coefficients for different liquid
scenarios is more pronounced for electrons in liquid argon than for electrons in
liquid xenon.
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Figure 1. Variation of the ionization rate coefficient with E/n, for electrons in
liquid and gas xenon.

In figure 2 we show the variation of the bulk drift velocity with E/n, for
electrons in liquid and gas xenon. In the profile of the bulk drift velocity for
electrons in the liquid phase, we observe negative differential conductivity
(NDC). NDC is characterized by a decrease in the drift velocity despite an
increase in the magnitude of applied electric field. While NDC has been
demonstrated in the past to be a consequence of inelastic or non-conservative
processes [8], its occurrence here is purely a result of including structure effects.
The same effect has been already reported in the literature [3,4], and an analytic
prescription for its occurence has been presented [9,10]. For electrons in liquid
Xe, NDC occurs for 0.01 < E/ng < 1 Td. The corresponding range of mean
energies is between 0.5 eV and 1.9 eV. In these field (energy) regions an
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increase in the field leads to a sharp increase in the momentum-transfer cross
section and hence a decrease in drift velocity. Structure induced NDC will be
further investigated in our work, by simulating the spatially-resolved transport
properties for electron swarms in liquid argon and liquid xenon.

—=— | iquid: Without excitations
—e— Liquid: With Excitations
—a— Gas

W (mis)

E/n, (Td)

Figure 2. Variation of the bulk drift speed with E/n, for electrons in liquid and
gas xenon.
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Abstract. In this work we investigate transition of an electron avalanche into a
streamer, in liquid argon and liquid xenon, using 1.5 dimensional first-order fluid
model. Electron transport coefficients used as input in fluid equations are
calculated by our Monte Carlo simulation code. Streamer results in the liquid
phase are compared to those in the gas phase.

1. INTRODUCTION

Electrical discharges in liquids have many important applications
ranging from plasma medicine and water purification to transformer oils and
miniaturized chemical analysis of liquid composition. However, detailed
understanding of these discharges, which is necessary for their better stabilization
and control, remains elusive, due to their complexity and diversity. Bubble
formation and evolution, presence of impurities and solvation of electrons in polar
liquids can all have significant impact on discharge dynamics in the liquid phase.
Moreover, it is not possible to set up some experiments in liquids, the equivalent
of which have been very useful for the study of gas discharges. Experiments
which investigate electron avalanches in plane parallel geometry, in order to
determine electron impact ionization coefficient, are one such example. In the
case of liquids, high electric fields necessary for electron impact ionization, would
lead immediately to breakdown [1]. This hinders the possibility to experimentally
observe the gradual transition of an electron avalanche into a discharge, in a
uniform external field. The presence of such experimental difficulties increases
the importance of theoretical studies, both for the purpose of developing insight
into the relevant physical phenomena, and for designing the future experiments.
However, theoretical investigation of the behavior of charged particles in liquids
also faces many problems. Many of those problems are related to accurate
description of interaction between charged particles and the background
molecules. The most recent advancement in the theoretical description of
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transport of electrons in the liquid phase is presented in the papers by Boyle et al
[2,3].

In this work we study the transition of an electron avalanche into a
streamer in liquid argon and liquid xenon, in the presence of a constant external
electric field, by employing 1.5 dimensional first-order fluid model. A similar
study has been recently performed by Naidis [4] for electrons in liquid
cyclohexane, although his simulations were done in point to plane geometry.

2. THEORETICAL EVALUATION

In this work we apply the first-order fluid model which is based on the
drift-diffusion equation for electrons (1) and number balance equations for ions

(@)

on, :i Dane—wne +ne(vl.—va), (1)
ot Ox Oox
on , on
=ny, —=ny,, )
ot Ot

where 7., n, and n. are number densities of electrons, positive and negative ions,
respectively, while w, D, v; and v, are drift velocity, longitudinal diffusion
coefficient, and rate coefficients for ionization and attachment. The electric field
produced by the space charge effects is given as follows

x—x'

d
E(x,t)z%j sgn(x—x‘)—\/ L(xLdx'. (3)
00

(x — x')2 + RO2

Here we assume the cylindrically symmetric 2D charge distribution, where Ro is

a parameter of the model. The equations are solved numerically using 4th order
Runge-Kutta method for the integration in time and 2nd order central differences
for the spatial derivatives in 1 dimension. This corresponds to the so-called 1.5D
dimensional model. Ions are considered stationary, since their velocity is
negligible compared to the velocity of electrons for the time scale considered in
this work.

Our fluid model is based on the local field approximation and requires
the tabulation of electron transport coefficients as a function of the reduced
electric field. We have used our Monte Carlo simulation code to calculate electron
transport coefficients in both the gaseous and liquid systems. The code we use is
similar to the Monte Carlo code developed by Tattersall et al [5]. We apply two
scenarios regarding cross sections. In the first scenario excitations are completely
neglected (No Excitation scenario) while in the second scenario, they are
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approximated by the gas phase excitations (Excitation scenario). A more detailed
introduction to our Monte Carlo code, and calculations of transport coefficients is
given in our accompanying paper in the Proceedings of this conference.
Comparison of the results, obtained by using these two scenarios, gives a rough
estimate of the importance of accurate representation of excitations for modeling
of streamer dynamics.

3. RESULTS AND DISCUSSION

In figures 1 and 2 we show the temporal evolution of the electron
density in gas argon and liquid argon, respectively, for the several instants. The
initially Gaussian electron density grows due to the ionization processes; then
charge separation occurs in the electric field due to the drift of oppositely
charged particles in opposite directions, and the initially homogeneous electric
field is distorted; and finally, when the field in the ionized region becomes more
and more screened, the ionization is reduced and the typical ionization front
profiles of electron and ion densities and of the electric field are established. The
initial ionization avalanche is then said to have developed into a streamer.
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Figure 1. Transition of an electron avalanche into a streamer in the gas phase
argon. Time moments tl, t2 and t3 correspond to Ons, 9.2ns and 12ns
respectively. The electric field vector is oriented to the right.

We observe that the transition of an electron avalanche into a streamer
occurs much faster, and in a much smaller spatial range, in the liquid than in a
gas system. It can also be seen that streamer dynamics is significantly different in
the two scenarios regarding the treatment of excitations in the liquid phase. The
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transition of an electron avalanche into a streamer is much faster in scenario
without excitations, due to the absence of inelastic losses, which would decrease
the rate for ionization. Thus, different estimations of the inelastic cross sections
could yield great differences in the streamer properties. This suggests that
accurate representation of the cross sections for excitations, in the liquid phase, is
essential for modeling of discharges in liquids. The same holds for accurate
description of cross sections for ionization.
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Figure 2. Transition of an electron avalanche into a streamer in the liquid argon.
Time moments t1, t2 and t3 correspond to Ops, 2.3ps and 2.9ps respectively. The
electric field vector is oriented to the right.
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Synopsis An understanding of electron and positron transport in gases and soft-condensed matter under non-equilibrium
conditions finds applications in many areas, from low-temperature plasmas, to positron emission tomography, radiation dam-
age and particle detectors in high-energy physics. In this work we will highlight how the fundamental kinetic theory for solv-
ing the Boltzmann equation and fluid equation models are presently being adapted to study the various types of non-

equilibrium plasma discharges and positron-based technologies.

The transport theory of electrons and posi-
trons in gases and soft-condensed matter is of
interest both as a problem in basic physics and
for its potential for application to modern tech-
nology. For electrons, these applications range
from low-temperature plasmas to particle detec-
tors in high energy physics and to understand-
ing radiation damage in biological matter. For
positron based systems, the emission of back-
to-back gamma rays resulting from annihilation
of a positron and an electron is a fundamental
process used as a tool in many areas, ranging
from fundamental atomic and molecular phys-
ics, particle and astrophysics, to diagnostics in
biological and material sciences.

In this work we explore analytical frame-
work and numerical techniques for a multi term
solution of Boltzmann's equation [1], for both
electrons and positrons in gases and soft-
condensed matter, and associated fluid equation
models [2,3]. Together with the basic elements
of our Monte Carlo method, the particular atten-
tion will be placed upon the rescaling proce-
dures for compensation of electrons for losses
under conditions when transport is greatly af-
fected by electron attachment in strong electro-
negative gases.

For electrons, we will highlight recent ad-
vancements in the determination of the high-
order transport coefficients in both atomic and
molecular gases. Then we will discuss the ele-
mentary physical processes of electrons in the
mixtures of gases used to model planetary at-
mospheric discharges. In particular, we will
present the results of our theoretical calculations
for expected heights of occurrence of sprites
above lightning discharges in atmospheres of
planets in our Solar system.

' E-mail: sasa.dujko@ipb.ac.rs

As an example of fluid equation models, we
will discuss the recently developed high order
fluid model for streamer discharges [3]. The
balance equations for electron density, average
electron velocity, average electron energy and
average electron energy flux have been obtained
as velocity moments of Boltzmann’s equation
and are coupled to the Poisson equation for the
space charge electric field. Starting from the
cross sections for electron scattering, it will be
shown how the corresponding transport data
required as input in fluid model should be cal-
culated under conditions when the local field
approximation is not applicable. We will illus-
trate the non-local effects in the profiles of the
mean energy behind the streamer front and em-
phasize the significance of the energy flux bal-
ance equation in modeling. Numerical examples
include the streamers in N, and noble gases.

In the last segment of this talk we will dis-
cuss the interaction of primary positrons, and
their secondary electrons, with water vapor and
its mixture with methane using complete sets of
cross sections having bio-medical applications
in mind [4]. We will also highlight recent ad-
vancements in the testing/validation of com-
plete cross section sets for electrons in biologi-
cally relevant molecules, including water vapor
and tetrahydrofuran [5].
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Synopsis Structure and symmetries along individual elements of the skewness tensor (transport coefficient of the
third order) are determined by the group projector technique. Skewness components are calculated using a Mon-
te Carlo simulation technique and multi term solutions of Boltzmann's equation for electrons and positrons in
model and real gases. A strong correlation between longitudinal skewness and longitudinal diffusion coefficients

is observed.

Third order transport coefficients have been
systematically ignored in the interpretations of
traditional swarm experiments. However, recent
Monte Carlo studies [1,2] have revealed that the
spatial distributions of electrons are not well
described by a perfect Gaussian. It was also
shown that the third order transport coefficients
are much more sensitive with respect to the en-
ergy variations of cross sections for elementary
processes than those of lower order, including
drift velocity and/or diffusion tensor [3,4].

Third order transport coefficients have been
addressed by several authors for magnetic field
free case. The semi-quantitative momentum
transfer theory developed by Vrhovac et al. [3],
and Monte Carlo simulation and solutions of
Boltzmann's equation by Penetrante and
Bardsley [4] were used to analyze the behavior
of skewness tensor for electrons in rare gasses.
A three-temperature treatment of the Boltzmann
equation and molecular dynamic simulation
were used by Koutselos to calculate the third
order transport coefficients for ions in atomic
gases [5,6].

In this work we extend previous studies by
considering the explicit and implicit effects of
non-conservative collisions (e.g. electron at-
tachment and ionization for electrons and
Positronium formation for positrons) on various
skewness components when both the electric
and magnetic fields are present. In addition, the
sensitivity of the skewness components to post-
ionization energy partitioning is studied by
comparison of three ionization energy partition-
ing regimes for a range of electric fields. Calcu-
lations are performed by a Monte Carlo simula-
tion technique [1,2] and multi term theory for
solving Boltzmann's equation [7].

Among many important points, we found a
strong correlation between longitudinal skew-
ness nonL and longitudinal diffusion noDy coef-

ficients for both model and real gasses. If ngDp
decreases, or increases as a concave function,
with increasing electric field E/ng, then nonL
decreases. On the other hand, when n¢D; in-
creases as a convex function with increasing
E/ng, nonL also increases. This is illustrated in
figure 1 for positrons in N,. It is generally ob-
served that skewness coefficients vary more
markedly than diffusion coefficients with E/n,.
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Figure 1. Correlation between flux longitudinal
skewness and flux longitudinal diffusion for posi-
trons in N,. MT and MC refer to Multi Term and
Monte Carlo results, respectively.
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Often swarms are regarded as idealized ensembles of charged particles that may be realized in
specialized experiments to provide accurate transport coefficients, which after some analysis, yield
"complete" sets of cross sections and accurate representations of non-equilibrium electron energy
distribution function (EEDF) for a given E/N. Generally it is believed nowadays that swarms are just a
tool for modeling non-equilibrium (low temperature) plasmas, as some kind of an interface through
which atomic physics enters plasmas. In this review we shall show some new results that extend that
picture into several directions:

* New results for the cross sections in systems where information from beam experiments and
binary collision theories are insufficient such as C,H,F, that is commonly used as a cooling
gas in modern refrigerators and air conditioners, but also it is used in particle detectors and has
a potential for plasma processing applications.

* Jonized gases where swarms are exact representation of the system. Those include weakly
ionized gases such as atmosphere, gas breakdown, afterglow (after the breakup of the
ambipolar field), steady state Townsend regime of discharges, conduction of electricity
through gases, interaction of secondary electrons produced by high energy particles with the
gas or liquid background and many more. A special example will be modeling of Resistive
Plate Chambers, the most frequently used gas phase detectors of elementary particles in high
energy experiments.

* Swarm studies provide best insight into non-hydrodynamic (or as plasma specialists call it
non-local) development of the ionized gas. It is not only that simulations are simple but also
some of the accurate experiments operate in such conditions and thus allow testing of such
theories. One such example are the Franck Hertz oscillations. Temporal and spatial relaxation
of properties of ensembles to the final distribution belong to this group as well and are of
interest for a number of positron applications and trapping in general.

* Fluid models when applied to swarms provide a good way to test the fluid models as used in
more general plasmas. This has yielded the need to generalize fluid equations and extend
them to a one step further while using a higher order transport coefficients.

* Finally we shall address the open issues for transport theorists and atomic and molecular
collision population in the attempt to represent transport of electrons, positrons and other
particles in liquids, especially in water that has a strong dipole moment. Hydrated electrons
and positrons are the actually particles of interest for modeling these particles in the human
tissue.

As an interface between atomic and molecular collision physics on a lower phenomenological (but
deeper) level and plasmas on a higher (but less fundamental) level swarm physics has the
responsibility of providing plasma physics with its intellectual basis and fundamental importance. It is
how we combine the building blocks of atomic and molecular physics, transport theory and other
relevant elementary processes that will define generality of the conclusions about non-equilibrium
plasmas that are all different and require a special approach.

The models that we provide here are simple, yet realistic and real systems that may be described by
swarm models and that may be regarded as low ionization limits of some more complex non-
equilibrium plasmas.
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Higher order transport coefficients usually have not been included in the interpretations of traditional
swarm experiments where it is assumed that electrons have a Gaussian profile in space. However,
recent application of a Monte Carlo simulation technique has revealed that the spatial distribution of
electrons is not well described by a perfect Gaussian [1,2]. It has also been demonstrated that third
order transport coefficients are generally required for conversion of hydrodynamic transport
coefficients to those measured under steady-state Townsend (SST) conditions [3]. Finally, it has been
shown in [4,5] that third order transport coefficients are much more sensitive with respect to the
energy dependence of cross sections for elementary processes than transport coefficients of lower
order, including drift velocity and diffusion coefficients.

The behavior of third order transport coefficients for electrons under the influence of electric field
only was analyzed by several authors. Solutions of the Boltzmann equation and Monte Carlo
simulation by Penetrante and Bardsley [4] and momentum transfer theory developed by Vrhovac et al
[5] were used to study the behavior of skewness tensor for electrons in atomic gases. A molecular
dynamic simulation and a three-temperature treatment of Boltzmann's equation were used by
Koutselos to evaluate the third order transport coefficients for ions in rare gases [6,7].

In this work we extend these previous studies by addressing the structure of skewness tensor when
both electric and magnetic fields are present and by considering the effects of inelastic and non-
conservative processes (e.g. ionization and electron attachment for electrons and Positronium
formation for positrons) for electrons and positrons in model and real gases. A group projector
technique is employed to determine the structure and symmetries along individual elements of the
skewness tensor. Calculations are performed by a multi term theory for solving the Boltzmann
equation [8] and Monte Carlo simulation technique [1,2]. Various aspects in the behavior of skewness
tensor elements are investigated, including the existence of correlation with low-order transport
coefficients, sensitivity to post-ionization energy partitioning and errors of two-term approximation for
solving Boltzmann's equation. Special attention is paid to the comparison between skewness tensor
elements for electrons and positrons in H,, N, and CF,.
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Transport of a swarm of light charged particles, including electrons or positrons, in neutral
gases under the influence of spatially homogeneous electric and magnetic fields has been
studied thoroughly in the past, primarialy through the investigation of the drift and diffusion.
Third-order transport properties have not been measured systematically so far, and
consequently have been ignored in the interpretations of the traditinal swarm experiments.
However, recent Monte Carlo studies [1] have revealed that the spatial distributions of
electrons are not well described by a perfect Gaussian, particularly under conditions when
charged particle transport is greatly affected by non-conservative collisions. Moreover, it has
been demonstarted that the knowledge of third-order transport properties is required for the
conversion of hydrodynamic transport properties to those found in the steady-state Townsend
(SST) experiment [2].

In this work we investigate the structure and symmetries along individual elements of
the skewness tensor (transport coefficient of the third order) by applying the group projector
technique. Skewness components are calculated using a Monte Carlo simulation technique
and multi term solutions of Boltzmann's equation for electrons and positrons in model and
real gases. We extend previous studies [3] by considering explicit and implicit effects of non-
conservative collisions (e.g. electron attachment and ionization for electrons and Positronium
formation for positrons) on various skewness components when both electric and magnetic
fields are present. In addition, sensitivity of the skewness components to postionization
energy partitioning is studied by comparison of three ionization energy partitioning regimes

for a range of electric fields.
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Abstract
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In this article we show three quite different examples of low-temperature plasmas, where one
can follow the connection of the elementary binary processes (occurring at the nanoscopic
scale) to the macroscopic discharge behavior and to its application. The first example is on
the nature of the higher-order transport coefficient (second-order diffusion or skewness);
how it may be used to improve the modelling of plasmas and also on how it may be used to
discern details of the relevant cross sections. A prerequisite for such modeling and use of
transport data is that the hydrodynamic approximation is applicable. In the second example,
we show the actual development of avalanches in a resistive plate chamber particle detector
by conducting kinetic modelling (although it may also be achieved by using swarm data).
The current and deposited charge waveforms may be predicted accurately showing temporal
resolution, which allows us to optimize detectors by adjusting the gas mixture composition
and external fields. Here kinetic modeling is necessary to establish high accuracy and the
details of the physics that supports fluid models that allows us to follow the transition to
streamers. Finally, we show an example of positron traps filled with gas that, for all practical
purposes, are a weakly ionized gas akin to swarms, and may be modelled in that fashion.
However, low pressures dictate the need to apply full kinetic modelling and use the energy
distribution function to explain the kinetics of the system. In this way, it is possible to
confirm a well established phenomenology, but in a manner that allows precise quantitative
comparisons and description, and thus open doors to a possible optimization.

Keywords: charged particle swarms, non-equilibrium plasma, skewness, resistive plate
chambers, positron traps, Monte Carlo simulations, Boltzmann equation

(Some figures may appear in colour only in the online journal)

1. Introduction

The idea of thermodynamic equilibrium (TE) is one of
the most widely used ideas in the foundations of plasma
physics. Not only is TE used as a background gas, but it is
also used as the plasma itself, and, further, TE is implicitly
incorporated in most theories through application of the
Maxwell Boltzmann distribution function. On the other
hand, the idea of local thermodynamic equilibrium (LTE) in

0741-3335/16/000000+9$33.00

principle means that TE is not maintained, and that energy
converted into the effective temperature is being used as
a fitting parameter, but also that all the principles of TE
still apply for the adjusted (local) temperature. It is often
overlooked that TE implies that each process is balanced
by its inverse process. It is difficult to envisage just exactly
how this condition could be met under circumstances where
most of the energy that is fed into the non-equilibrium, low-
temperature discharges comes from an external electric field.

© 2016 IOP Publishing Ltd  Printed in the UK
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The notion of non-equilibrium is implemented very well in
a wide range of plasma models, starting from fluid models
and hybrid models, all the way to fully kinetic codes such as
particle-in-cell (PIC) modelling.

At end of a field of ionized gases, opposite to the fully
developed plasma, at the lowest space charge densities,
electrons are accelerated (gain energy) from the external
electric field and dissipate in collisions with the background
gas. This realm is known as a swarm (swarm physics), and
is often described by simple swarm models. We shall try to
illustrate how and where one may employ concepts developed
in low-temperature plasmas for problems that are not
traditional non-equilibrium plasmas such as positrons in gases
and gas-filled traps, gas breakdown and particle detectors.

The three selected examples are: the use and properties of
higher-order transport coefficients (skewness) and how they
may be implemented to close the system of equations for
modeling of atmospheric plasmas; modeling of resistive
plate chamber (RPC) particle detectors with a focus on the
development of avalanches, and prediction of the current and
deposited charge; and, finally, modeling of a generic repre-
sentation of the three stage gas-filled positron trap, where
the same models as for electrons may be employed in a full
kinetic description to calculate the temporal development of
the energy distribution function, and, through that, to describe
how and when individual elementary processes affect the per-
formance of the trap.

This is a review article as it covers three different topics
that will (or have been) be presented in detail elsewhere. Yet
the majority of the results will be developed in this paper.
Necessarily, as it is a broad review, some finer points will be
omitted in pursuit of the bigger picture, however, all will be
covered elsewhere and the relevant literature is cited.

2. Higher-order transport and plasma modeling

The fluid equations often employed in plasma modeling are a
part of an infinite chain, and whenever the chain is broken one
needs a higher-order equation and related quantities to close
the system of equations (Dujko et al 2013). That is why a
closing of the equations is forced, sometimes labeled as ansatz,
although the closure is not quite arbitrary. It is often based on
some principles or simplifying arguments (Robson er al 2005)
involving higher-order equations and related transport coef-
ficients. Robson et al (2005) claimed that some serious errors
have been incorporated into fluid equations that are com-
monly used in plasma modeling, and suggested benchmarks
to test plasma models.

Equations (1) and (2) shown below, are the flux gradient
equation and generalized diffusion equation, respectively,
truncated at the contribution of the third order transport
coefficients (also known as skewness). The terms, including
Q ® and Q ®) are terms that represent the contribution of the
skewness tensor:

A~ F

0E 0 =wE 00— D - va@E, o+ 0" (Ve VnE, o+ ...

ey

MED 5 ® G i, 1) — D

ot

L(VRVnEn+ 0" (Ve Ve VnF,0 + ...

= Rn(#,1) (2)
where f‘(?, 1), n(#, 1), W(F), D (F), Q (F), W(B), D (B), Q (B), R are

the flux of charged particles, charged particle number density,
flux drift velocity, flux diffusion tensor, flux skewness tensor,
bulk drift velocity, bulk diffusion tensor, bulk skewness tensor
and rate for reactions, respectively. If equations (1) and/or (2)
are coupled to the Poisson equation for an electric field then
the system of corresponding differential equations might be
closed in the so-called local field approximation. This means
that all transport properties are functions of the local electric
field. The skewness tensor has been systematically ignored
in previous fluid models of plasma discharges, although its
contribution may be significant for discharges operating at
high electric fields, and in particular for discharges in which
the ion dynamics play an important role.

As for experimental determination of the higher-order dif-
fusion of electrons, there have been some attempts, but those
were mostly regarded as unsuccessful due to the end effects
(Denman and Schlie 1990). In other words, those experiments
may have failed to comply with both the requirements for neg-
ligible non-hydrodynamic regions and for lower pressures. An
estimate was made that reliable skweness experiments would
have to be up to 10 m long with pressures that are at least ten
times smaller than those in standard swarm experiments. It
seems that the only reliable yet very weak result was observed
for H, in time of flight (TOF) emission experiments of Blevin
et al (1976, 1978), as described in the PhD thesis by Hunter
(1977). This is because the measurement was made away from
the electrodes, thus providing a hydrodynamic environment.

At the same time some calculations were performed based
on the avpt=hle cross sections either by using a Monte Carlo
simulatio CS) and two term solutions of the Boltzmann
equationy (Penetrante and Bardsley 1990) or by using the
momentum transfer theory (Vrhovac et al 1999). Whealton
and Mason (1974) were the first to determine the correct
structure of the skewness tensor in the magnetic field free case.
For ions there have been more general studies and in particular
theoretical studies. Koutselos gave a different prediction of
the structure and symmetry of the tensor (Koutselos 1997)
but those results were challenged (corrected) by Vrhovac et al
(1999), who confirmed the structure of the skewness tensor
previously determined by Whealton and Mason. Subsequently
Koutselos confirmed the structure of the skewness tensor
obtained by previous authors (Koutselos 2001).

Finally, having in mind the need for data in fluid modeling
and the poor likelihood of experimental studies in the near
future, a systematic study has been completed by Simonovi¢
et al (2016) dealing with the symmetry by using the group
projector method (Barut and Raczka 1980, Tung 1984),
multi-term Boltzmann equation solutions and MCS results in
general terms. It should be noted that the third-order transport
coefficients are often called skewness, but in principle it is the
term that was to be applied only for the longitudinal diagonal
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Figure 1. The longitudinal component of the skewness tensor
calculated for electrons in methane.

term, which defines most directly the (departure from the)
shape of the moving Gaussian. We will, however, use the term
skewness for the entire tensor and all its terms.

The structure of the skewness tensor is the following
(Whealton and Mason 1974, Vrhovac et al 1999, Koutselos
2001, Simonovi¢ et al 2016):

0 0 Q. 0 0 0

Oxab = 0o 0 0} anb =[0 © Qi
Qu: 00 0 Qu: O
Qe 0 0

Qear = 0 Quw 0|
0 0 QO

where a,b € {x,y,z} and Q. are the independent, non-
zero terms in the tensor (although some of them may be
identical if they are established for different permutations
of the same derivatives). The components of the tensor
may be grouped as longitudinal Qp = Q.;; and transverse

QT = %(szx + Qxxz + sz,r)

In this paper, we present results for skewness of electron
swarms in methane. Methane is known for producing
negative differential conductivity (NDC) and in this work
we will demonstrate the unusual variation of the longitudinal
and transverse components of the skewness tensor for E/N
(electric field over the gas number density) regions in which
NDC occurs. NDC is characterized by a decrease in the drift
velocity despite an increase in the magnitude of the applied
reduced electric field. Cross sections for electron scattering
in methane are taken from Sagi¢ et al (2004). For the purpose
of this calculation we assumed a cold gas approximation:
T = 0K, which is justified as we covered mostly the E/N
range where mean energies are considerably higher than
the thermal energy. The initial number of electrons in the
simulations was 107 and those were followed for sufficient
time to achieve full equilibration with the applied field before
sampling was applied. Sampling in an MCS is performed either
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Figure 2. The transverse component of the skewness tensor
calculated for electrons in methane.
for the flux (velocity space) 0 = L{ L+ or for the
y p abc 31\ dr a'b'c
bulk (real space) Q) = %%(ri‘,rirﬁ) components (Simonovi¢

et al 2016) where rl, = r, — {r,).

Uncertainties are established as the root mean square devi-
ations. Statistical fluctuations in MCSs are more pronounced
for skewness than for the lower-order transport coefficients.
Thus, it is very important to present statistical uncertainties
(errors) associated with the results. In addition to Monte Carlo
results, the skewness tensor is calculated from the multi-term
Boltzmann equation solution. The explicit formulas for skew-
ness tensor elements in terms of moments of the distribution
function will be given in a forthcoming paper (Simonovié
et al 2016).

In figures 1 and 2 we show the variation of the longitudinal
and transverse skewness tensor components with E/N for elec-
trons in CHy, respectively. In figure 3 we show the variation
of independent components of the skewness tensor with E/N.
The independent components of the skewness tensor have
been calculated from a multi-term solution of the Boltzmann
equation.

The first observation that is very important is that the multi-
term Boltzmann equation results agree very well with those
obtained in MCSs. This is an important cross check and it
means that the techniques to calculate the skewness are inter-
nally consistent, although two very different approaches are
implemented (having said that we assume that the solution to
the Boltzmann equation and the MC are both well established
and tested (Dujko ef al 2010)).

We see that Ot becomes negative in the same range of E/N
where NDC occurs. At the same time Q remains positive.
Q. and the sum of Q,,, and Q,;, are negative in different
regions of E/N.

Comparing the second- and third-order longitudinal
transport coefficients we noticed that if diffusion decreases
with increasingw then the skewness also decreases,
but even faste, When it comes to the effect of the cross
sections (or inversely to the ability to determine the cross
sections from the transport data) it seems that skewness has a
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Figure 3. All independent components of the skewness tensor
calculated for electrons in methane.
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Figure 4. Comparison between longitudinal diffusion and skewness
for electrons in methane (the scale for the two different transport
coefficients are provided in the legend).

more pronounced structure, and thus is more useful in fixing
the shape and absolute values of the cross sections. If the
diffusion increases, then we are able to distinguish between
the two scenarios: if diffusion increases as a concave function,
then the skewness decreases, while if the diffusion increases
as a convex (or linear) function then the skewness increases.

We have observed that the transverse skewness is also in a
good, if not better, correlation with the longitudinal diffusion,
This is a good example that illustrates that the skewness tensor
represents directional motion.

Different transverse components have different E/N
profiles. Q... follows the behavior of the drift velocity while
the remaining components change their trends of behavior
near the end of the NDC region, For different gases we have
seen different trends and a clear correlation was not found
(Simonovi€ et al 2016).

Furthermore, but without illustrating it with special figures,
the explicit effect of non-conservative collisions (ionization
in this case) has been observed. However, in many cases the
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Figure 5. Comparison between longitudinal diffusion and
transverse skewness for electrons in methane (the scale for the two
different transport coefficients are provided in the legend).
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Figure 6. Off-diagonal components of skewness compared to

the drift velocity for electrons in methane (the scale for the two
different transport coefficients are provided in the legend).

0.1

agreement between multi-term BE results and those obtained
in MCSs is better than what would be expected based on
the estimated errors. At the same time it turned out that
discrepancies between a two-term and multi-term (MCS)
results may be quite large, ranging up to a factor of 10.
Possible measurements of higher-order transport coef-
ficients seem possible and also profitable for the sake of
determining the cross sections. Nevertheless the difficulties
and possible uncertainties may outweigh the benefits. Thus,
calculation of the data seems like an optimum choice for
application in higher-order plasma models. The behavior of
higher-order transport coefficients provides an insight into
the effect of individual cross sections (their shape and mag-
nitude), and their features such as the Ramsauer Townsend
effect or resonances on the overall plasma behavior. The
transport coefficients as an intermediate step give a guidance,
especially when they develop special features (kinetic effects

AQ7
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Figure 7. The spatio-temporal development of electron avalanches
((a) and (b)) in an RPC device. The number of electrons per cell
(1D integration of a 3D simulation) is shown where the cells

(1 cell = 1 pm) are along the discharge axis x. The cathode
corresponds to x = 0 while the anode corresponds to x = 300 um.
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Figure 8. The time development of (a) electron induced current and
(b) induced charge in the RPC device.

(Petrovi€ et al 2009)) that may also be easily implemented in
the determination of the cross sections.

3. Avalanches in resistive plate chambers

The next example of the connection of the elementary
processes to plasma behavior through intermediate swarm-
like phenomenology modeling will be modeling of RPC
detectors. These devices are used for timing and triggering
purposes in many high-energy physics experiments at CERN
and elsewhere (The ATLAS Collaboration 2008, Santonico
2012). RPCs may be both used for spatial and temporal
detection while providing large signal amplifications.
They are usually operated in avalanche (swarm) or plasma
(streamer) regimes depending on the required amplification
and performance characteristics. Numerous models have been
developed to predict RPC performance and modes of operation
(Lippmann et al 2004, Moshaii et al 2012). We have studied
systematically the swarm data (BoSnjakovi¢ er al 2014a) and
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Figure 9. Schematic drawing of a generic Surko trap consisting of
three equal potential drops. The composition of the background gas,
its pressure and geometry are given in table 1.

Table 1. Parameters for simulation of a generic positron Surko trap.

Parameters Stage I  Stage II  Stage III
Radius (mm) 5 20 20
Length (m) 0.5 0.5 0.5
Pressure (Torr) 1073 1074 1073
Background gas N, N, Ng-i + CFg'S
Magnetic field (G) 530 530 530
Voltage (V) 20 10 0

The initial parameters
Potential of the entrance 30
electrode (V)
Potential of the source (V) 0.1
Width (FWHM) of the initial 1.5

energy distribution (eV)

then the model of RPCs (Bosnjakovi€ et al 2014b) where RPC
efficiency and timing resolution have been predicted by MCS
without any adjustable parameters, and were found to agree
with experiment very well. Here we show some of the data
not presented in Bosnjakovi¢ er al (2014b), which focuses on
avalanche development and furthermore the induced current
and charge.

Calculations of the development of the Townsend
avalanche have been performed for a timing RPC gas mixture
of C,H,F4:i-C4H:SF¢ = 85:5:10 with realistic chamber
geometry (gas gap = 0.3mm) at E/N =421 Td. We show
in figure 7 the development of an avalanche in the gap with
three initial clusters of charges (first generation secondary
electrons indicated by arrows at 0 ps) formed by an incoming
high-energy particle. The first cluster (from the left) has one
electron, the second has nine and the third has 983 initial
electrons. The distribution over a small group of cells has been
randomly selected according to well-established distributions.
At the beginning, the initial condition shapes the profile of
the ensemble, but eventually a Gaussian is formed that drifts
under the influence of an electric field and diffuses due to
numerous collisions.
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Figure 10. The mean energy of the positron ensemble (swarm) as a
function of time. Averages for each stage and for the entire volume
(total) are provided. The energy distribution function is plotted in
figure 11 for the times marked by the points (a)—(f) in this figure.

We will first follow the development of the cluster closest
to the anode (at 270 pm), as indicated by spatial electron pro-
files at different times in figure 7(a). The largest initial group,
which is also the closest to the anode, develops the fastest:
from the initial very sharp profile it quickly establishes a
Gaussian shape that also very quickly gets absorbed by the
anode. The second peak (from the right) is quick to follow but
it is very small and cannot be observed clearly due to interfer-
ence from the first pulse. In figure 7(b), we show the develop-
ment of the first cluster (at 100 pm) for longer times. This
cluster is the furthest from the anode and it takes the most
time to reach the anode, again as a well developed moving
Gaussian. It develops, however, a well-separated and defined
current pulse (unlike the second cluster of charged particles).
The induced current and the corresponding induced charge are
shown in figure 8.

The predictions in figure 8, extended to provide impor-
tant information on the temporal resolution, may be used to
optimize the device by changing gas composition, field and
geometry, and also may be extended to allow for the forma-
tion of the plasma in later stages when a streamer discharge
may be generated at atmospheric pressure (BoSnjakovic¢
et al 2016). Trial and error development of such devices is
simply too costly to allow for an empirical learning curve.
Nevertheless, one could argue that it could be possible to
develop a model based on a standard swarm description of a
moving Gaussian with drift and diffusion plus the benefit of
multiplication through ionization. All of these processes have
their swarm coefficients. However, the very short times of the
formation of the initial cluster, it being inhomogeneous and a
very nonlinear growth with a possible separation of faster and
slower electrons, dictate the need to perform an MCS in order
to achieve the required accuracy. Thus, this example allows for
the use of transport coefficients, but is better accomplished by
full kinetic modeling. Transport coefficients are better taken
advantage of in fluid modeling of the possibly developing
streamer (BosSnjakovié et al 2016). In any case, the ionized gas
and the developing plasma channel are both represented very

accurately (qualitatively and quantitatively). Here we have
used kinetic swarm modeling, although using transport coef-
ficients may also be an option, albeit a less accurate option.

4. Gas-filled positron (and electron) traps

While it is often assumed that keeping the antimatter away from
the matter is a way of preserving it longer, the introduction of
background gas to the vacuum magnetic field trap led to the
birth of the so-called Penning Malmberg Surko traps (often
known simply as Surko traps). These devices take advantage
of the very narrow region of energies, where in nitrogen
electronic excitation can compete and even overpower the
otherwise dominant (for almost all other gases and inelastic
processes) positronium (Ps) formation (Murphy and Surko
1992, Cassid 2006, Clarke et al 2006, Sullivan et al 2008,
MarjanoviéLeZ al 2011, Danielson et al 2015). To be fair, the
principles of the trap have been worked out in great detail, but
mostly based on beam-like considerations (Murphy and Surko
1992, Charlton and Humberston 2000). However the device
consists of a charge being released in a gas in the presence
of electric and magnetic fields, and thus it is an ionized gas
that is exactly described by a swarm model until the space
charge effects begin to play a significant role, and then it is
best described by a plasma model (again with a significant
reference to collisions and transport). Thus, for quantitative
representation and accurate modeling of traps, a swarm-like
model is required and recently two such models were used to
explain the salient features of Surko traps (Marjanovi¢ et al
2011, Petrovi€ et al 2014, Natisin et al 2015). An explanation
and quantitative comparisons will be the subject of a
specialized publication (Marjanovi¢ and Petrovi¢ 2016). Here
we only focus on the development of the energy distribution
function, which is the primary medium connecting the large-
scale behavior of the trap with microscopic binary collisions.

As pressures used in the gas-filled traps are very low, and
the mean free paths become comparable to the dimensions of
the trap, one may be assured that the description at the level
of transport coefficients and fluid models would fail. This
example thus requires a full kinetic level of description.

The generic (model) trap consists of three stages, each with
a 10 V potential drop and each of the same length (figure 9).
The properties, the pressures and other features are listed in
table 1. A standard, well-tested (for electron benchmarks—
Lucas and Saelee 1975, Reid 1979, Ness and Robson 1986,
Raspopovi¢ et al 1999) Monte Carlo code has been used here.
Realistic geometry was included along with the boundary con-
ditions (potentials, energy distributions and losses). Special
care was given to the testing of the modelir@ trajectories in
magnetic fields (Raspopovi¢ et al 1999).

First results are shown in figure 10 where we plot mean
energies as a function of time in three separate stages
(chambers) and also averaged for the entire volume. The
energy steps provided by the potential drops are observable
for the mean energies in stages II and III. The overall increase
in energy is also observed in the total volume average. The
initial plateau of the mean energy is extended mainly due to
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Figure 11. Positron kinetic energy distribution of the entire swarm sampled at different times (indicated in figure 10). Calculations were
performed for the Surko trap as shown in figure 9 with the conditions listed in table 1.

the logarithmic nature of the plot. Following another plateau
due to inelastic energy losses, the mean energy falls to the
thermal value for the final thermalization.

The voltage drop in the initial stage is used to accelerate
the positrons coming from the moderator into the energy
range where electronic excitation of nitrogen is as efficient
as Ps formation. Thus the initial distribution in figure 11 is
a mono-energetic beam at 10eV. Upon development of the
group of positrons that have lost energy in excitation (figure
11(b)), positrons leave the stage I and pass into stages II and
IIT so the two new peaks develop at 20eV and 30eV (figure
11(c)). The positrons that have collided form a group peaking
at around 2eV. During the next period two processes are
obvious. The first is the quenching of the initial beams into
the group, peaking at around 2eV but extending up to 7eV,
where Ps formation removes the particles. The second is the
process that uses vibrational excitation of CF, and thermal-
izes the 2eV group into a low-energy group peaking at around
0.07eV (figures 11(d) and (e)). It is interesting to see that the
peak at around 2 eV is the first to disappear, leaving a group at
around SeV to thermalize more slowly. At this point the low-
energy positrons are also mainly localized in the third stage.

The final stage is characterized by two processes, the
disappearance of the higher-energy group at around 5eV and
the gradual thermalization of the low-energy group at around
70 meV towards the thermal energy (f) of around 40 meV. At
that point a quasi-thermal Maxwellian is developed. The trans-
ition appears to be rapid but, by the virtue of a logarithmic plot,
it is the longest transition in the process of thermalization and

involves bouncing between the potential boundaries of the
third stage many times. At the same time one should see that
the properties of the trap are adjusted so that in the first bounce
across the three stages most particles suffer electronic excitation/
Ps formation collisions and either disappear or are trapped.

The simulation provides many different properties of the
positron ensemble (swarm) but the point of this paper is to
show a direct connection between binary collision processes
and the macroscopic behavior. Using the energy distribution
one can easily see the dominant processes and predict
which aspects of the processes are promoted by the clever
design of the Surko trap. It may also be used to optimize its
characteristics (Marjanovi¢ et al 2016). Nevertheless, the
principles of the trap were properly understood from the
initial concepts but in this case we have detailed representation
of the energy distribution, allowing accurate quantitative
comparisons. For example, one may now adjust the details of
the cross section in order to fit the measured properties (such
as sampled mean energy that may be somewhat skewed by the
sampling process). In that respect the measured observables
from the trap may play a role in the swarm data that need
to be fitted in order to tune the cross sections so that the
number, momentum and energy balances may be preserved.
As analysis of the positron swarm data led to a number of
complex kinetic effects (Bankovié et al 2009, 2012) it would
be interesting to see whether similar effects may be observed
or even affect the operation of the traps.

These results are akin to the well-established initial
equilibration for electrons in gases (Dujko er al 2014) with
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temporal and spatial Holst Oosterhuis luminous layers
(Hayashi 1982, Fletcher 1985) that are strongly related to the
well-known Frank Hertz experiment (White ef al 2012, Robson
2014). In addition, it must be noted that even if we were to start
simulation with a Maxwellian distribution and try to follow
the thermalization, due to the sharp energy dependence of
the processes non-Maxwellian distribution function, it would
develop immediately making it necessary to employ a full
kinetic treatment. While fluid equations will not work well
under the circumstances, and while transport coefficients may
be difficult to define and even more difficult to implement in
modeling, kinetic (Monte Carlo) modeling is still a typical
swarm-like model that needs to be employed. Once we fill the
trap with sufficient charge to allow for plasma effects, then
we may need to add-in true plasma modeling based on fluid
equations and on the calculation of the effective fields.

5. Conclusion

In this review we address three recent examples on how
swarm based modeling may connect the microscopic binary
processes to the macroscopic behavior of ionized gases, even
plasmas. The necessary prerequisite for this approach to
be effective is that the systems belong to the so-called col-
lisional plasmas (also known as the non-equilibrium or low-
temperature plasmas). The examples are chosen to reveal
three different aspects of swarm modeling: (a) that based on
transport coefficients and fluid models and how they may be
improved, (b) a system that may be described by both fluid
models and simulations where simulations are used here to
verify the more basic modeling, while the fluid modeling is
allowing us to extend predictions further to plasma conditions,
and, finally, (c) for the situation where full kinetic modeling is
required. Thus, these examples should be viewed as confirma-
tion of the validity and usefulness of the swarm models that
are often overlooked by plasma modelers. Swarm models are
sometimes regarded as a limit that is unrealistic and useful
only to describe well-designed experiments that provide
swarm data. One subscribing to that view would then need to
reply to why the use of swarm data and also swarm data based
fluid equations is so successful. In fact, we believe that often
an ‘overkill’ is performed by using plasma models to describe
inherently swarm-like conditions. One such example is the
popular modeling of breakdown by PIC of hybrid codes. If
done properly, it is all fine, although less transparent due to a
more complex nature of the codes. However, at the same time
such complexity does not allow us to add special tests or sam-
pling that may reveal more insight into the pertinent physical
processes. Examples may include details of the energy dis-
tribution function, adjusting boundary conditions to include
detailed representation of surface processes and observation
and inclusion of the kinetic phenomena.

In doing modeling of low-temperature plasmas that may
need to go both more towards the swarm-like and plasma
conditions we would strongly recommend that all the plasma
codes need to be verified against swarm benchmarks and
include sampling of relevant data. It all may become more

and more difficult as one develops codes for inhomogeneous
systems with complex geometry, but in the limit of a simple
geometry and simple swarm conditions all swarm benchmarks
should be satisfied to the highest of accuracy.

This article may be viewed as an extension of an article that
has been recently submitted for a special issue on plasma mod-
eling covering physical situations where swarm type models
are valid and useful and accurate. There is no overlap of the
two papers, although a common idea of the need to present the
usefulness of the swarm model is obvious. The focus here is
more on how elementary processes are producing an interme-
diate realm of phenomenology (swarm models and properties)
that then clearly point at the macroscopic behavior. Be it sprite
propagation or positron traps these connections not only reveal
relevant physics, but also provide a means to tailor applications
based on elementary processes and low-temperature plasmas,
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