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We investigate light propagation along one-dimensional quasi-periodic Fibonacci waveguide array optically
induced in Fe:LiNbOj crystal. Two Fibonacci elements, A and B, are used as a separation between waveguides.
We demonstrate numerically and experimentally that a beam expansion in such arrays is effectively reduced

compared to the periodic ones, without changing beam expansion scaling law. The influence of refractive index

variation on the beam expansion in such systems is discussed: more pronounced diffraction suppression is

observed for a higher refractive index variation.
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1. INTRODUCTION

The discovery of quasi-crystals in condensed matter by
Shechtman et al. [1] and their theoretical analysis by Levine
and Steinhardt [2] has inspired a new field of research in optics
and photonics.

Examples in the field of optics are photonic quasi-crystals
with dielectric multilayers forming the Fibonacci sequence as
proposed by Kohmoto ez al. [3], and realized in [4—0], as well
as other deterministic aperiodic structures with long-range
order [7,8]. Photonic quasi-crystals have peculiar optical prop-
erties. Namely, they lie between periodic and disordered struc-
tures and exhibit unique and rich symmetries in Fourier space
that are not possible within periodic lattices. The large variety
of aperiodic structures is very important and could provide sig-
nificant flexibility and richness when engineering the optical
response of devices [9].

The localization of waves is a ubiquitous phenomenon ob-
served in a variety of classical and quantum systems [10-12],
including light waves [13-16], Bose—Einstein condensates
[17,18], and sound waves [19]. Although stated more than
50 years ago [11], Anderson localization is still one of the most
appealing approaches in optical wave manipulation. In this re-
gard, a transverse localization of light in waveguide lattices turns
out to be a particularly interesting concept [13,14]. As the
transverse expansion properties in periodic photonic lattices
[20-23], as well as in disordered ones [14,24-26], have been
investigated extensively, the quasi-periodic photonic lattices
emerged as a further attractive research field. The light locali-
zation in the Aubry—André model of a quasi-periodic lattice is
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observed [27], but the transverse expansion in many other
models of photonic quasi-crystals [28] is still an open question.

In this paper, we extend these concepts to the beam expan-
sion in quasi-periodic Fibonacci waveguide arrays, considering
light propagation along waveguides. We fabricate the array of
identical waveguides (identical refractive index profile). The
distance between successive waveguides is modulated in the
Fibonacci manner. This means that the sequence of separations
consists of two elements, A and B, lined in such a way to make a
Fibonacci word. We consider how various input beam posi-
tions (incident positions) influence diffraction, and compare
them with appropriate periodic waveguide arrays. In general,
we find the beam expansion is slowed in quasi-periodic
Fibonacci waveguide arrays. Increasing the refractive index
variation, the effect is more pronounced.

2. EXPERIMENTAL SETUP AND THEORETICAL
BACKGROUND

For the experimental realization of the Fibonacci waveguide
array we use LINbOj crystal, doped with 0.05% of iron.
Dimensions of the crystal are 3 mm x 0.5 mm x 10 mm, with
the optical axis along the z direction (10 mm). Waveguides are
fabricated using an in-house developed laser writing system
with a CW laser at 473 nm and a precise two-axis positioning
platform. The platform can move the crystal in the x—z plane.
The laser beam propagates along the y axis and it is focused by
the 50x microscope objective slightly below the upper surface
of the crystal. In this way, the laser makes a controllable local
change of the refractive index. By moving the sample along the
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z direction, a uniform modification of the refractive index pro-
file is achieved [Fig. 1(a)]. The width of the waveguide obtained
in this way is approximately 5 pm with a maximum refractive
index variation of Az~ 1 x 1074, estimated from numerical
simulations. The distances between the centers of the adjacent
waveguides are # = 10 pm and 4 = 16.18 pm, and follow the
Fibonacci word rule, with the golden ratio /2 = (1 + +/5)/2
in our case [Fig. 1(d)].

A scheme of the experimental setup is shown in Fig. 1(b).
A beam from He:Ne laser, after appropriate preparation, is
focused on the front face of the crystal and propagates along
the z direction. The beam waist is around 10.5 pm and the
power is 10 nW. The light is polarized linearly in the y direc-
tion. The crystal is situated in a holder which can be moved in
the x direction in small steps. In this way, we can launch the
beam into appropriate position in the waveguide array. The in-
tensity pattern appearing at the exit face of the crystal is
observed by means of an imaging system which consists of a
microscope objective and CCD camera.

To theoretically model light propagation in quasi-periodic
Fibonacci waveguide arrays, along the propagation distance
z, we consider the paraxial wave equation for the slowly varying
electric field amplitude E:

oF 10°E
ZE = _EW - V(X)E, (1)

where V(x) = n, + An SN | ¢o)°/27" is the quasi-periodic
refractive index profile of the array, 7 is a bulk material
refractive index, and Az is an optically induced refractive
index variation. The two Fibonacci elements, A and B, are
used as a separation between the waveguides @ and & [see
Fig. 1(c)]. An array of N waveguides modeled with
Gaussian functions centered at x; is spaced to follow some
Fibonacci word. For example, we experimentally realized a
waveguide array that represents the following Fibonacci word:
ABAABABAABAABABAABA (the first 20 elements) [see
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Fig. 1. Setup for an investigation of light propagation in Fibonacci
waveguide arrays. (a) Scheme of the laser writing waveguide arrays proc-
ess in an Fe:LINbOj crystal. (b) Schematic of the experimental setup:
He:Ne laser at 632.8 nm; L, lens; PH, pinhole; VNDF, variable neutral
density filter; M, mirror; HWP, half-wave plate; MO, microscope ob-
jective; CCD, camera. (c) A schematic of a refractive index profile used
in numerics (V (x)), with two separations between waveguides, a and b.
Arrows with numbers show incident beam positions inside waveguides
(black) and between waveguides (gray). (d) Schematic geometry of
Fibonacci lattice with Gaussian probe beam.
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Fig. 1(c)]. For solving our model equation, we use the split-step
method with the parameters of our experiment.

3. LIGHT PROPAGATION IN FIBONACCI
WAVEGUIDE ARRAYS: EXPERIMENT VERSUS
THEORY

We consider beam propagating in Fibonacci waveguide arrays
fabricated in our crystal, launched at different incident posi-
tions. The propagation characteristics are obtained numerically
and experimentally; Fig. 2 summarizes our results. We choose
three typical incident positions inside waveguides marked by
numbers 1, 2, and 3 in Fig. 1(c). Propagations from these
positions are represented in the first, second, and third row
in Fig. 2. The first column presents intensity distribution along
the propagation distance observed numerically, with output
profiles in the second column. Experimental results for the
same incident positions are presented as intensity distributions
at the exit face of the crystal (the forth column) with corre-
sponding profiles in the third column. One can see a very good
agreement with numerically obtained profiles.

The main reason for more pronounced diffraction suppression
for incident beam positions 1 and 2 [Figs. 2(b) and 2(f)], in com-
parison with position 3 [Fig. 2(j)], is the separation between in-
cident and neighboring waveguides. While propagating in the
medium, the beam displays slowing of beam expansion, compared
to the appropriate periodic waveguide arrays [Fig. 4(b)].

Next, we study beam propagating characteristics for incident
positions berween waveguides marked by numbers 4, 5, and 6
in Fig. 1(c). Figure 3 summarizes our numerical and experi-
mental results for these cases. The layout of this figure is the
same as in Fig. 2: incident positions 4, 5, and 6 in Fig. 1(c)
correspond to the results in the first, second, and third row
in Fig. 3, respectively. Beam diffraction for incident positions

Numerical results

Experiment
w/\\JJ\:
JJ\AM |

X[um]

Fig. 2. Light propagation in Fibonacci waveguide arrays. Incident
positions of the beam are inside certain waveguides, marked with num-
bers in Fig. 1(c): the first row corresponds to the position 1; the second
row corresponds to 2; and the third row corresponds to 3. Intensity
distributions of the beam in longitudinal direction during the propa-
gation: (a), (e), and (i) observed numerically. Corresponding intensity
profiles at the exit face of the crystal observed numerically: (b), (f),
and (j) and experimentally (c), (g), and (k). Experimentally measured
intensity distributions at the exit face of the crystal (d), (h), and (I).
Physical parameters: the crystal length L =1 cm, refractive index
variation Az = 1 x 104, and Gaussian beam width 10 pm.
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Fig. 3. Light propagation in Fibonacci waveguide arrays with inci-
dent positions of the beam berween certain waveguides, marked with
numbers in Fig. 1(c): position 4 corresponds to the first row, 5 to the
second row, and 6 to the third row. Intensity distributions of the beam in
longitudinal direction during the propagation: (a), (e), and (i) observed
numerically. Corresponding intensity profiles at the exit face of the crys-
tal observed numerically (b), (f), and (j) and experimentally (c), (g), and
(k). Experimentally measured intensity distributions at the exit face of
the crystal (d), (h), and (I). Physical parameters are as in Fig. 2.

between waveguides is more pronounced than for incident po-
sitions inside waveguides (Fig. 2), but again less pronounced
then in periodic waveguide arrays [Fig. 4(b)]. One can see a
more pronounced tendency toward diffraction suppression
for incident beam position 5 [Fig. 3(g)], compared with 4
[Fig. 3(c)] and 6 [Fig. 3(k)]. We want to stress that these con-
clusions are relevant only for the distance of propagation in our
experiment (1 cm). More general conclusions are drawn in the
next chapter, where numerical simulations are performed on
longer propagation distances.

4. LIGHT PROPAGATION IN WAVEGUIDE
ARRAYS: PERIODIC VERSUS FIBONACCI

We study numerically the beam propagation in Fibonacci
waveguide arrays considering longer propagation distances
(L =10 cm). To characterize the level of beam expansion,
we use the effective beam width @ = P/, where P =
J1E|4(x, L)dx/{ [ |E|*(x, L)dx}? is the inverse participation
ratio. In such a system, it is useful to perform averaging over
different incident beam positions to remove the effects of the
local environment, i.e., the influence of the neighboring wave-
guides. Averaged effective beam width is calculated along the
propagation distance, and compared for the Fibonacci wave-
guide array and three different periodic waveguide arrays.
Separations # and 4 in Fibonacci waveguide arrays are used
as periods d = 16.18 pm and 4 = 10 pm for two periodic
waveguide arrays. The third periodic array is produced in such
a way that the same number of waveguides as in quasi-periodic
is arranged in periodic manner in the same space (in our geom-
etry, its lattice period is & = 12.38 pm), aimed as the most
appropriate for comparison with Fibonacci waveguide array.
Figure 4(a) presents the averaged effective width (averaged
over incident positions) along the propagation distance for
Fibonacci lattice and refractive index variation Az = 1 x 1074,

Research Article

— = Periodic d-10 um (b)
- P ic d=16.18 um

Periodic d-12.38 jm

——  Fibonacei -
a=10 pm b-16.18 pm

z[cm]
50|

Og{um]

z[cm]

Fig. 4. Comparison between beam diffraction in periodic and
quasi-periodic waveguide arrays. (a) Averaged effective beam widths
versus the propagation distance, for refractive index variation
Az =1x 10", (b) Field intensity of the beam in longitudinal direc-
tion (z) during the propagation for periodic lattice with
d =12.38 pm. (c) Averaged field intensity distribution for
Fibonacci lattice. Crystal length is L = 10 cm.

with the effective beam width for all previously mentioned
periodic lattices for the same value of refractive index variation.
It should be stressed that the beam width increases more slowly
in a Fibonacci lattice compared to the periodic lattices. Clearly,
the beam propagation in periodic lattice with 4 = 10 pm
displays the strongest discrete diffraction, followed by other
periodic lattices and then quasi-periodic. We also observe that
the Fibonacci lattice follows the same beam expansion scaling
law [29]. For shorter propagation distances (up to 1.5 cm),
beam diffraction in the periodic lattice with 4 = 16.18 pm is
slightly less pronounced than in quasi-periodic because of the
weaker coupling between adjacent waveguides in that lattice.
Figure 4(b) presents a typical beam spreading along the
propagation distance, for a periodic lattice with 4 = 12.38 pm,
simulated for 10 ¢m of propagation. The averaged intensity
distribution for hundreds of different incident positions in a
Fibonacci lattice is presented in Fig. 4(c). Compared with the
appropriate periodic latdce [Fig. 4(b)], a tendency of
Fibonacci lattice to suppress diffraction is evident [Fig. 4(c)].

5. DEPENDENCE OF LIGHT PROPAGATION ON
THE REFRACTIVE INDEX VARIATION

At the end, we study the influence of various refractive index
variations (A7) on the beam propagation in Fibonacci wave-
guide arrays. Again, we calculate the averaged effective width
along the propagation distance for each value of Az The in-
crease of refractive index variation makes diffraction suppres-
sion more pronounced [Fig. 5(a)]: the broadening of the
beam becomes almost completely suppressed for longer propa-
gation distances. These curves show a transition from ballistic
spreading (normal diffusion) to anomalous diffusion. In addi-
tion, a higher refractive index variation changes the anomalous
diffusion behavior. The averaged intensity distribution, for
hundreds of different incident positions, is presented for An =
2x 10" in Fig. 5(b), and An = 4 x 104 in Fig. 5(c). These
should be compared with the corresponding distribution in
Fig. 4(c) for Az = 1 x 107*. The tendency to suppress diffrac-
tion is evident as for a higher refractive index variation; a larger
portion of the beam is confined between adjacent waveguides.

Typical averaged intensity distribution profiles in longitudinal
direction for propagation lengths of 2, 3, and 4 cm are presented
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Fig. 5. Light propagation in Fibonacci lattice for a higher refractive
index variation. (a) Comparison between propagation in waveguide
arrays with different refractive index variation: averaged effective
beam widths versus the propagation distance. Averaged field intensity
distributions for (b) Az = 2 x 107% and (c) Az = 4 x 1074, Intensity
distribution profiles for the same values of Az at different propagation
distances: (d) 2 cm, (e) 3 cm, and (f) 4 cm.

for three values of refractive index variation: Az = 1 x 1074,
An=2x10"% and An=4x10" [Figs. 5(d)-5(f)]. Again,
one can see a transition toward stronger diffraction suppression
with a higher refractive index variation.

6. CONCLUSIONS

In summary, we have observed the beam expansion is slowed
down in optically induced Fibonacci waveguide arrays. We
have analyzed experimentally and numerically how various in-
cident positions influence propagation characteristics. The ex-
perimental results fully agree with the theoretical analysis.
Diffraction suppression is observed with Fibonacci waveguide
arrays, compared to the appropriate periodic waveguide arrays.
We have investigated the influence of refractive index variation
on the beam spreading in Fibonacci waveguide arrays. More
pronounced diffraction suppression is observed for higher re-
fractive index variations.

Funding. Ministty of Educaton, Science and
Technological Development, Republic of Serbia (OI 171036,
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Abstract. We describe a method for dual-view biomechanical strain measurements of highly asymmetrical bio-
logical objects, like teeth or bones. By using a spherical mirror, we were able to simultaneously record a digital
hologram of the object itself and the mirror image of its (otherwise invisible) rear side. A single laser beam was
sufficient to illuminate both sides of the object, and to provide a reference beam. As a result, the system was
mechanically very stable, enabling long exposure times (up to 2 min) without the need for vibration isolation. The
setup is simple to construct and adjust, and can be used to interferometrically observe any object that is smaller
than the mirror diameter. Parallel data processing on a CUDA-enabled (compute unified device architecture)
graphics card was used to reconstruct digital holograms and to further correct image distortion. We used
the setup to measure the deformation of a tooth due to mastication forces. The finite-element method was
used to compare experimental results and theoretical predictions. © 2014 Society of Photo-Optical Instrumentation
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1 Introduction

It is commonly perceived that a hologram records the full, three-
dimensional (3-D) image of an object. In reality, the size and the
position of the holographic plate relative to the object determine
the content of the hologram. In this sense, a hologram is a fixed
“window” onto the virtual, 3-D world. The holographic plate is
an aperture through which to observe an object from a limited
angular range perspective, without the possibility of “walking
around” the hologram to observe its more distant side. The prob-
lem is even more pronounced in digital holography, which is
limited by the small dimensions of CCD/CMOS chips (com-
pared to classical holographic plates) and an inability to display
a true 3-D image on the computer monitor.

The ability to see an object (especially a very asymmetrical
one) from all directions can be important for some applications.
Holographers have tried to record “walk-around” holograms,
particularly for display holography. That involved bending the
holographic film so as to surround the object, thereby widening
the observation “window”. Cylindrical’? (e.g., Cross Lloyd’s
famous “kiss” h010gram3), conical,* alcove,” and disk—type6
holograms are well known in this context.

The problem of observation from multiple-viewpoints was
also tackled by other means, usually involving a finite number
of viewpoints. One approach uses additional computer processing
in digital holography.” Another approach uses several observation
angles with appropriate processing for use in a digital holographic
microscopy® or holographic particle image velocimetry.’

The problem of viewing an object from several perspectives
also exists in holographic interferometry. Unfortunately, the
above approaches are not readily applicable and other techniques
have been used so far. Transparent objects have been successfully

*Address all correspondence to: Dejan V. Panteli¢, E-mail: pantelic@ipb.ac.rs
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analyzed using scatter plates or by probing with several beams. '°

A dual-channel holographic interferometer, with holographic
optical elements, was proposed for the study of phase objects.'!
Opaque objects have been surrounded by flat mirrors to achieve
separate views.'> However, the typical distances between the
images and the object in such arrangements are problematic for
digital holography because of the spatial-frequency limitation of
the charge-coupled device (CCD) detectors.

Full-view observations are also problematic in the field of
biomechanics, where objects of interest are often very asymmet-
rical. Numerous techniques have been used such as moiré, 3
speckle interferometry,'* and holography.'> Usually, they reveal
surface deformations while internal stresses remain hidden and
require mathematical modeling using the finite-element method
(FEM). Holography has been extensively used to observe
minute tissue deformations under mechanical stress.'®!” We pre-
viously described a dual-beam off-axis holographic interferom-
etry method that used a single spherical mirror to simultaneously
observe the front and rear of a tooth model.'® The mirror pro-
duced a real, strongly distorted, image of the object placed at
the center of curvature.

Here, we present a digital holographic method that uses a
spherical mirror and a single expanded laser beam to observe
and to illuminate an object from both sides while also generating
the reference beam. The setup has excellent mechanical stability,
because all the necessary beams are generated from the same
input beam as in the local-reference beam configuration.'® Our
proposed technique can also be regarded as an extension and
improvement of single-beam holography,® one of the simplest
holographic methods. The digital nature of the method enables
correction of image distortion and avoids wet chemistry. The
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technique is generally applicable and can be used for holo-
graphic interferometry on any object of dimensions that are lim-
ited by the diameter of the spherical mirror.

To demonstrate the capabilities of the proposed technique,
we present an interferometric measurement of tooth deformation
resulting from mastication. A tooth is inherently asymmetrical,
and we reveal the deformation-field asymmetry in the holo-
graphically generated interference images. We used a digital
tooth model and the FEM to calculate the resulting deformation
and for comparison with experiments.

2 Experimental Technique

The paraxial image of an object placed in front of a concave
spherical mirror is formed according to a well-known spherical
mirror equation. In particular, if the object is positioned at the
center of curvature the image appears at the same distance from
the mirror. The image is inverted, real, and has unit magnifica-
tion. This configuration was used throughout our experiments.

As an illustration, Fig. 1(a) shows several rays incident on a
tilted concave spherical mirror (M). An arbitrary object (O) is
positioned at the center of curvature (R). Rays 3 to 6 clearly illu-
minate the front surface of the object and the scattered radiation
can be directly captured by an observer (or detector ). Some of

Spherical
mirror

(b)

Fig. 1 (a) An object (O) is placed at a distance 2f from the spherical
mirror (M) (f— focal distance) and its image is formed at O’. R is the
center of curvature, F is the focal point of the beams reflected from the
mirror, and S is observation (detection) direction; (b) the experimental
setup.
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the rays (7 to 10) that miss the object and are reflected from the
mirror illuminate the object from the rear. The scattered radiation
is again reflected by the mirror, and produces an image (O") of the
back side of the object. The rays that miss both the front and the
rear side (i.e., 1, 2, and 11 to 20) continue to propagate, and are
used as a reference beam in a holographic experiment.

In our experiment, we used a CW diode-pumped Nd-YAG
laser operating at the second harmonic (532 nm wavelength,
100 mW power) to illuminate the object. The coherence length
of the laser was 100 m, but a short-coherence laser (e.g., He-Ne)
can also be used, because the path length difference between the
object and the reference beams is of the order of several centi-
meters. The laser beam was expanded by a diverging lens and
used to fill the aperture of the spherical mirror (aperture diameter
75.3 mm, radius of curvature 46 mm, and focal length 23 mm).
Mirror quality is not very important; in fact, we used a mirror
from an old projection device. The short focal distance strongly
distorts the mirror image, as seen in the photograph (Fig. 2). For
small objects (of the order of 1 cm), the distortion is weak and the
setup is adequate. Larger objects require computer-based com-
pensation of the aberration to yield meaningful measurements.
This procedure will be described in detail in the next section.

A digital single-lens reflex camera (Canon EOS50d, with
an APS-C CMOS sensor with 14-bit dynamic range, 25.1 X
16.7 mm dimensions, and a 4752 X 3168 image size) recorded

Mirror
image
Spherical
g mirror
Reference
beam
Object

(b)

Fig. 2 (a) Photograph of a test object: a flat plate, checkered on both
sides (down), its mirror image (up), and the reference beam (left).
(b) Holographic reconstruction of the test object.
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the holograms, in either RAW or JPG format, before further
processing by computer. The setup is schematically presented
in Fig. 1(b).

The object is positioned as previously described [Fig. 1(a)],
but with a slight displacement from the optical axis to avoid
blocking its own image (i.e., O and O’ do not overlap).
Finally, an observer simultaneously sees the object O, its mirror
image O’, and a reference beam, produced by the laser beam
being focused by the mirror [see photograph in Fig. 2(a)].

Several other factors must be taken into account when gen-
erating the hologram. The most important is the distance
between the object and the CCD camera, which should be
such that the spatial frequencies of the hologram can be resolved
by the CCD chip (e.g., a 4.7-um inter-pixel distance for an EOS
50d camera). In our setup, the distance must be larger than
approximately 0.7 m. Another issue is the reference-to-object
beam ratio for achieving a deep modulation of the holographic
interference pattern. In our experience, this is not critical as the
dynamic range of a detector is high (14 bit). If necessary, we
placed an additional neutral density filter in the reference beam
to better adjust the reference-to-object beam intensity ratio.
Most of the time, we used the setup without additional optical
components.

The final holograms, having 4752 x 3168 pixels, were
transferred to a computer and numerically processed on a
CUDA-enabled graphics card (NVidia GeForce 560Ti) using
a computational wave optics (CWO) software package®' (under
the computer physics communications program library CPC
nonprofit use license agreement,)®® for parallel processing. A
holographic reconstruction of the test object in Fig. 2(a) is
shown in Fig. 2(b). The zeroth diffraction order is in the middle
and the useful orders are visible on the left and right. A shifted
Fresnel algorithm® was mainly used, allowing the efficient
separation of the useful diffraction order from the other two.
This kind of algorithm enables shifting of the reconstruction
window with respect to the hologram, while the window size
can be arbitrarily chosen. The algorithm is applicable to long
propagation distances. For distortion correction, in addition to
the shifted Fresnel algorithm, we had to use the convolution-
type (angular frequency®') algorithm, which is valid for short
propagation distances.

3 Computational Correction of the Image
Distortion

Aberration correction is most usually directly performed in an
optical system using additional optical components, and making
it complicated and costly. On the other hand, digital holography
is an ideal ground for digital aberration correction, since both the
phase and the amplitude of the optical field are known.>* In our
case, the image is sharp, but distorted. We solved the problem by
digitally backpropagating the image through the spherical mir-
ror all the way to the object location.

The simplified geometry of the spherical mirror imaging sys-
tem is shown in Fig. 3. As explained above, spherical mirror M
produces an image I of the object backside Og [Fig. 3(a)]. The
hologram was recorded and reconstructed to simultaneously
reveal the image of the front (Op) and the distorted image
(Iy) of the back. The distortion of image Iz was corrected by
reversing the propagation direction of the corresponding
wave field and reflecting it off the mirror [Fig. 3(b)].

The exact calculation of the distortion compensation is more
complicated than it seems. This is a consequence of the variable
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(b)

Fig. 3 (a) The backside (Og) of an object produces a distorted image
(Ig) after reflecting from the spherical mirror. (b) The aberration is
software-compensated by backpropagating the reconstructed
wavefront.

magnifications across the field of an imaging system.? To dem-
onstrate this in our particular case, we consider an annular sec-
tion of the mirror, as shown in Fig. 4. A light field propagates
and reflects from the annulus. The process is mathematically
described as a multiplication of the field with a corresponding
phase factor. Generally speaking, the phase factor is compli-
cated®® but can be approximated to a spherical wavefront.
Within this approximation, the annulus focuses the wavefront
to the point F in Fig. 4. Considering the annulus as a simple
spherical mirror with radius of curvature R, it follows that its
focal distance f (equal to the radius of the reflected spherical
wavefront) varies with height & as

2
_VR-p-—% 1
f N (L

Thus, the required phase factor is a spherical wavefront with
radius f.

7 b

7

>

=
222%

L

Fig. 4 The focal length f of an annular section of the mirror depends
on the height h and the mirror radius of curvature R.
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Mirror sectioning

Hologram Reconstruction

Masking

Mirror
reflection Scaling

Stacking

Fig. 5 Schematic of the distortion-correction procedure. A mirror is divided into annular sections, and
the wavefront is backpropagated through each section.

To solve the complete problem, a given mirror is divided into
a set of annular sections and the problem is analyzed section by
section. The hologram is reconstructed and a wavefront propa-
gates to each section. The field is masked by the corresponding
annular aperture and is multiplied by the appropriate spherical
phase factor before propagating back to the image plane. The
whole procedure is summarized in Fig. 5, and mathematical
details are given in the Appendix.

We verified the method by using the test object shown in
Fig. 2: a plate, checkered on both sides with 1 mm squares. A
hologram was recorded as described in Sec. 2, and a single-dif-
fraction order was extracted [Fig. 6(a)], where the object and its
(distorted) mirror image are seen one above the other. The image
resulting from the distortion correction is shown in the upper
part of Fig. 6(b). The final result is a set of two images that con-
tain the complete dual-view information on the object [red
squares in Figs. 6(a) and 6(b)].

It is important to note that the complete phase information is
preserved during distortion correction. This means that distor-
tion correction can be applied to holographic interferograms.
To verify this possibility, we used another test object [a rectan-
gular aluminum block with a blind hole—Fig. 7(a)] that could
be mechanically loaded using a brass tool with a spherical tip
(sphere diameter 5.5 mm). Two holograms were recorded for
the unloaded and loaded objects. The resulting interferogram is
shown in Fig. 7(b). Its distortion-corrected version is shown in
Fig. 7(c).

The distortion-correction process is notably time consuming,
as the Fresnel transform must be performed several times. A
high-quality reconstruction requires the reconstructed image to
be divided into 40 to 80 circular sections (as described in Sec. 3).
The Fresnel transform must be performed twice for each section:
the first transform is of the “shifted Fresnel” type, and the sec-
ond transform is of the “angular spectrum” type.>! We used par-
allel computing on a graphics card, and the image reconstruction
from a hologram (2048 x 2048 pixels) lasts 2.5 s, without dis-
tortion correction. The correction process is more time consum-
ing and lasts up to 2 min, depending on the number of sections
used through the process.
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4 Finite-Element Modeling of Dental Tissue

Our aim was to use the holographic technique (described in
Secs. 2 and 3) to measure deformations in dental tissue due
to mastication forces. In order to calculate internal stresses,
we had to develop a realistic FEM model of a tooth.

We used a human upper second premolar that had been
extracted for orthodontic reasons. The tooth was scanned using

Distorted image Corrected image

(a) (b)

Fig. 6 (a) Single-diffraction order of a reconstructed digital hologram,
containing an object (bottom) and its spherical mirror image (top).
(b) Distortion-corrected diffraction order. The red squares contain
the complete dual-view information about the object.
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Brass pin

Test object Test object'__%

t
'

(@) (b)

Mirror image
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(€)

Fig. 7 (a) Diagram of a test object (aluminum block with a blind hole) and a brass loading tool, (b) digital
holographic interferogram of the test object, (c) distortion-corrected interferogram. Due to high dynamic
range of the resulting image, the intensity scale is logarithmic.

a 64-slice CT scanner (Sensation 64 Cardiac CT, manufactured
by Siemens, Germany). Forty-two slices were sufficient to
acquire the whole tooth with a 0.5 mm resolution between con-
secutive slices. Within each slice, we were able to resolve 110 x
88 pixels with a 0.1 mm resolution.

This set of slice images was the starting point for creating a
3-D solid model. All images were segmented by applying an
intensity threshold to identify the boundaries among the enamel,
dentin, and pulp regions. One of the slices and its corresponding
segmented image are given in Figs. 8(a) and 8(b), respectively.
The result was saved as a series of data files in drawing
exchange format in order to facilitate importing into a 3-D solid
modeling program.

The 3-D solid model was constructed by first defining con-
tours using splines, and then building the 3-D solid body from
the set of splines. The procedure was repeated for each tooth
structure: the enamel, the dentin, and the pulp. The resulting
3-D solid model of the whole human maxillary premolar is
displayed in Fig. 9.

(@)

Fig. 8 (a) One CT slice of a human upper second premolar tooth.
(b) The corresponding segmented image.
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In order to calculate the various types of stress and strain
using the FEM, the fixture, the load, and the mesh had to be
defined. The exterior nodes on the dentin surface were fixed
in all directions and could neither translate nor rotate. A load
was applied at the two points on the cusps indicated by
green arrows in Fig. 9(b). Parabolic tetrahedral solid elements
(defined by four corner nodes, six mid-side nodes, and six
edges) were used for meshing, as they more accurately represent

(@) (b)

Fig. 9 Three-dimensional (3-D) solid model of a human maxillary
premolar: (a) a meshed model and (b) its cross section (red—enamel,
gray—dentine, white—pulp, green arrows indicate application points
mechanical forces).
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(@)

(b)

Fig. 10 Interferograms of an artificial tooth under (a) 100 N and (b) 250 N loads applied by a brass tool.
The red arrows indicate the load directions. Due to high dynamic range of the resulting image, the inten-

sity scale is logarithmic.

curved boundaries. The final 3-D model had 174,196 nodes and
118,126 elements.

5 Dual-View Measurement of Masticatory
Effects Using Holographic Interferometry

We analyzed a problem of stress and strain acting on a single
tooth during mastication. The results, obtained by dual-view
holographic interferometry (as described in Secs. 2 and 3), were
compared with the FEM (see Sec. 4).

Experiments were performed using a physical model of a
tooth obtained by rapid prototyping (one possible method for
fabricating a substitute for a human tooth in dental research).”’
The digital 3-D model was used as the input for a 3-D printer to
generate a plastic copy of a real tooth. The mechanical proper-
ties of the resulting model certainly do not match those of the
original (the elastic modulus of dentin is 7 to 46 GPa, that of
enamel 80 to 1800 GPa,?® compared with 2.5 GPa for the plastic
model), but can be used to assess correspondences between the
numerical FEM model and experimental results. An additional
advantage is the availability of many samples with no medical or
ethical implications.

The tooth model was mounted in a hollow aluminum cylin-
der and permanently fixed with dental gypsum. The root was
completely embedded in the gypsum, while the entire tooth
crown was visible and accessible to holographic measurements.
A brass tool with a spherical head (shown schematically in
Fig. 7(a), similar to that in Ref. 29) was used to controllably
apply force to the tooth. The force was directed along the long
tooth axis (red arrow in Fig. 10) and its magnitude was measured
with a force gauge. The tooth was positioned in front of a spheri-
cal mirror, as previously described. A reference hologram
was recorded with no force applied. As the force was then
varied between 20 and 250 N, corresponding holograms were
recorded, and interferograms were calculated (two examples
shown in Fig. 10). We would like to note that the phase differ-
ence information could be useful in some instances, such as con-
touring. In our case, classical interferograms were enough to test
the correspondence between the experiment and FEM modeling.

From the computational point of view, the digital tooth
model has uniform mechanical properties [as shown in
Fig. 11(a)], corresponding to the physical model manufactured

Journal of Biomedical Optics

127005-6

by 3-D printing. The loading configuration is shown in
Fig. 11(b), where the tool orthogonally acts to tooth cusps, imi-
tating the experimental configuration. The force was varied
within the experimental range (20 to 250 N). The computational
results are shown in Figs. 12(a) and 12(b), where the deforma-
tion on both sides of a tooth can be seen, encoded by pseudo-
colors. It is not possible to completely replicate the intricate
shape of a tooth and determine the position of contact points
between the tooth and the pressing tool, as well as the direction
of the force. Taking all that into account, FEM modeling repro-
duces reasonable experimental results.

(a) (b)

Fig. 11 (a) Cross section of a finite-element model (FEM) with uni-
form mechanical properties corresponding to a physical tooth model
manufactured by rapid prototyping. (b) A tooth model mounted in a
holder (H), with a spherical-tip loading tool (F is an externally applied
force).
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UZ (micron)

2500
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Fig. 12 Simulated deformation of an artificial tooth, calculated using
FEM: (a) front side, (b) back side.

6 Discussion and Conclusions

The technique described in this study is universally applicable,
but several points should be taken into account. First, we found
that the method can be used without aberration correction if the
object is smaller than approximately one-third of the mirror
aperture. Under this condition, distortion is negligible and no
corrections are needed. The image of larger objects becomes
strongly distorted near the edge of the aperture (see Fig. 2)
and requires numerical compensation as previously described.
By using larger mirrors (of 15 to 20 cm diameter), objects
with a size of the order of 5 cm could be investigated.

The mechanical stability of the whole system is excellent, since
the reference and object beams are generated from the same
illuminating beam. Therefore, moving the illuminating beam sim-
ilarly affects both the reference and object beams. Consequently,
the interference pattern is negligibly perturbed provided the beam
deviation is not too large. In practice, holograms were recorded on
an optical table without any vibration isolation and the camera was
mounted on a tripod placed on the ground (away from the table);
yet, the holograms produced were of excellent quality. To directly
test the stability more, we deliberately reduced the laser beam
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Fig. 13 Sensitivity vectors Sg and S, of an object and its mirror
image, respectively. M is the spherical mirror, P, an illumination
source, W, the corresponding wavefront, P; the conjugate mirror
image of Py, and W, the corresponding wavefront. O and Og are
the front and back sides of the object, respectively, and /g is the mirror
image of the back side Og. C is the camera detector.

Enlarged
image

Fig. 14 Enlarged back side of an object.

intensity in order to increase the exposure. We were able to record
high-quality holograms even for an exposure time of 2 min.

Interpreting fringes requires an estimation of the sensitivity
vector.” This is simple in the case of the object itself (its front
side Of in Fig. 13), because the sensitivity vector (Sp) simply
bisects the angle between the illumination and observation
directions. This vector is fairly constant since the object is
small, the curvature radius of the object beam is large, and the
observation direction is fixed by the position of the camera chip
(C). The situation is more complicated with the mirror image Iy
and its associated sensitivity vector. First, we have to note that
the back-side Og is illuminated with the wavefront W,. It is gen-
erated by the point source Py, which is conjugate to the illumi-
nating source Py. The conjugate mirror images of Oy, W/, and
P, are Iz, Wy, and P, respectively, and this is what we observe
in reality. We conclude that the sensitivity vector Sy of the mirror
image is defined by the illumination direction Py/g and the
observation direction Clg. Again, the sensitivity vector Sy is
constant, for the same reasons as for vector Sq.
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An additional benefit of the method is the possibility to
enlarge the image by simply moving the object closer to the mir-
ror. Even though the distortion will be larger, it can be corrected
by the algorithm described in Sec. 3. This allows more details to
be observed, albeit on only one object surface (Fig. 14).

There are also small experimental issues. The illumination
level of the object and its image should be approximately the
same. By properly aligning and positioning the Gaussian illumi-
nating beam, we achieved a sufficiently even illumination. If
necessary, the part of the beam that illuminates the front can be
easily filtered with a neutral density filter. It is required to mask
stray radiation, as in almost any holographic setup. If more than
two separate views are needed, additional spherical mirrors can
be used.

In conclusion, we have simultaneously described a simple
technique for observing the front and back sides of an object
by holographic interferometry. Only one spherical mirror and a
single laser beam are needed to illuminate the object from both
sides and to produce a reference beam. The setup is mechani-
cally very stable because it resembles that used in local reference
beam techniques. The proposed method is versatile and can be
adapted to many experimental situations, providing that the
object is smaller than the mirror. We illustrated the benefits of
the proposed scheme by performing holographic interferometry
of the dental model manufactured by rapid prototyping.

Appendix: Mathematical Procedure and
Algorithm for Distortion Correction

The principle of aberration correction is explained in Sec. 3 and
schematically presented in Fig. 5. The mathematics discussed in
this Appendix refers to Fig. 15.

For simplicity, all the following equations are one-dimen-
sional, but can be straightforwardly rewritten in the proper
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i
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h Y
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two-dimensional form. Our calculations use a Fresnel integral
defined as

U(xy) = exp(i%)exp (i”x2> /_°° u(x,)

iAz Az 2 o0

2
X exp ilx% exp —i—”xlxz dx;. )
Az Az

Propagation (distance z) from the hologram plane to the
plane of the mirror section S; is approximated by the following
Fresnel integral (as the propagation distance is largely compared
to the hologram dimensions)

. - : 5
uo(x,)=exp <%x§> / u(x)exp (%ﬁ) exp (—iTszx) dx.

3

This equation can be described as the product
LT,
ug(x,) = exp % P(x.), 4)

of a quadratic (oscillatory) phase factor and an integral expres-
sion

© T 2
P(x;) = /_oo u(x) exp (t Z) exp (—lzxzx) dx. (5)

The resulting equation accurately describes the resulting
field, except for the fact that the quadratic phase factor quickly
oscillates and is aliased during computation (because of finite
sampling). Therefore, the field distribution defined by u, [Eq. (4)]
cannot be numerically propagated further without introducing

M

Fig. 15 Two orthogonal views (side view is on the left and front view is on the right) of the spherical mirror
divided into a set of annular sections. H— a hologram (CCD chip), /- aberrated image, O- corrected
image, R— mirror radius, X, X4, and x, are the hologram-plane, image-plane, and intermediate-plane
locations, respectively. Ms— side view of the mirror, Mg— front view of a mirror, divided into a set of sec-
tions S;. Symbols z, d, T, zy, dy and are the geometrical dimensions and the propagation distances used
in the calculations. The red arrow shows the order of wavefront calculations, starting from the hologram
plane x, propagating to the intermediate plane x, (containing the section S;), and then backpropagating

to the image plane xg.
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artifacts.?!

oscillate.

The wave is further reflected from the mirror and the field
distribution, defined by Eq. (4), must be multiplied by the cor-
responding spherical phase factor

However, the integral itself [Eq. (5)] does not

) = exp (17522 () ©

where f is the focal length of the mirror section. The reflected
field, Eq. (6), further propagates a distance d to the image plane,
and is then described by

n o T
uy(xz) = exp < ldxd> / uy(x,) exp (lwxf)

2
X exp (—l mxdxz> dx,. @)

By substituting u; [Eq. (6)] into Eq. (7) and using the relation
between u, and P(x.) [Eq. (4)], we get

z2=25-T

d=do-T

\4

Propagate wavefront from hologram
plane x to intermediate plane x,.
Use shifted Fresnel algorithm
Propagation distance —z.

!

Mask reconstructed wavefront with
annular aperture.

Multiply with spherical wave due to
mirror reflection.

!

z=z+A Backpropagate wavefront to image
d=d+A plane.
1 Use angular frequency Fresnel
algorithm.

Propagation distance —d.

Mirror vertex reached.

no
Z=12.

yes

@play the final composite im@

Fig. 16 A flow chart of a distortion-correction algorithm.
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We define an equivalent propagation distance z, with
1 1 1 1
=4 9
z, d f z ©)

The diffraction integral [Eq. (8)] is then written more com-
pactly as

o] /1
ur(xz) = exp ( 2d 7 ) / P(x;) exp (zzxf)
2
X exp (—1 dexz> dx,. (10)

Observe that the final integral is slightly different from
the standard Fourier form of the Fresnel diffraction integral
(1). The difference is in the exponential terms in the integrand,
which should have the same constant factor z/Az. To reduce the
integral in Eq. (8) into a standard form [as in Eq. (2)], we scale
the variable x,; as

Ze
deE ) (11)

and finally obtain the integral

(&) = exp ( = §2> / " Pl G%ﬂ)

27
X exp (—z Efxz) dx,. 12)

e

By separating the quadratic phase factor and the integral, we
get

(©) = e (12552 ) (@) 3
where
P(&) = /_: P(x.) exp (i%)@) exp (—i%éxz) dx

(14)

The result of the above integral must be scaled from & back to
the physical coordinates x, using Eq. (11). During the calcula-
tions only the integrals need to be calculated [P in Eq. (5) and P,
in Eq. (14)]; the quadratic phase factor in Eq. (13) may be sub-
sequently included if necessary.

From the numerical point of view, we started the process by
calculating the integral in Eq. (5). In effect, we reconstructed the
hologram at a distance z, but omitted the quadratic phase factor.
The propagation distance was large and a Fourier form of
the Fresnel transform algorithm was used.?! The resulting far-
field was masked with an annular mask, and was further propa-
gated using Eq. (14), which includes three quadratic phase
factors (combined into an equivalent propagation distance z,
[Eq. (9)]. In this step, the propagation distance was short and
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a convolution-type (angular frequency?') algorithm was used.
Finally, the resulting ring-like image was rescaled according
to Eq. (11). The whole process was repeated for all the mirror
sections, and a set of ring-like images was obtained. These were
coherently summed to produce a final distortion-corrected
image (with a correction applied to both the phase and ampli-
tude). The whole procedure is visualized in Fig. 5, and the
appropriate algorithm flow chart is shown in Fig. 16.

The software was written in C++, based on a previously
described algorithm. The CWO library?! was used to speed up
the computation by using parallel processing on a graphics card.
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Abstract

We report on an optical system capable of detecting backscattering cones within a wide
angular range—from less than mrad up to 500 mrad. It is based on an intermediate optical
system placed between the sample and the CCD camera equipped with a 5x zoom objective.
The theory of operation is explained and experimental results are presented.

PACS numbers: 42.25.Fx, 42.25.Dd, 42.25.Kb

(Some figures may appear in color only in the online journal)

1. Introduction

Coherent backscattering is a process observed in physical
systems with a certain amount of disorder. Systems can be
either completely random (like clouds or milk) or regular
with slight randomness. This is an interference phenomenon
inherent for any type of wave—from electrons and sound to
light. It is characterized by increased intensity in the exact
backscattering direction. Coherent backscattering has been
observed in many optical materials (artificial or natural) and
gives important information about the mean free path of light,
the density of scatterers and their dimensions.

Devices for the measurement of backscattering are simple
in principle, but rather demanding from the experimental
point of view [1]. The main problem is that the width of
the backscattering cone is inversely proportional to the mean
free path length of light. For materials with path lengths of
the order of several micrometers (as in biological tissues) the
cone is very narrow (of the order of microradians), while
for nanostructured materials the backscattering cone can be
quite wide (several hundreds of milliradians). In that respect,
present systems are constructed for the observation of either
wide [2] or narrow backscattering cones [3].

There are several experimental techniques for the
detection of backscattered radiation. One of them is based
on the angular scanning of a detector around the scattering
sample. The technique is accurate but rather slow. An
improvement is based on using many discrete detectors,

0031-8949/13/014020+03$33.00 1

in which case there is no need for mechanical scanning.
However, the cost of such a system is high and there is the
problem of achieving the same electrical response from all
detectors. Another method is to use CCD array detectors and
imaging optics, where the detection speed is significantly
improved. However, a calibration procedure is needed to
correct for variation of Fresnel losses inside the imaging
system. None of those systems are capable of detecting
both wide and narrow backscattering cones, thus significantly
reducing their general utility.

Here we report on the universal system that can be used
for both low and high backscattering angles. The system is
based on imaging the scattering surface using an additional
lens system. The image is directly projected into the entrance
pupil of a zoom lens that is focused at infinity. In this way,
the angular spectrum of scattered light is focused on the
detection surface, making observation of the backscattering
cone possible. In this configuration, the variable magnification
of a zoom lens changes the angular field of view, depending
on whether the backscattering cone is large or small. Light is
detected on a 15.1 mega pixel resolution CMOS camera.

2. Principle of operation

In a classical imaging system for detection of backscattered
radiation, the scattering sample is far from the entrance
pupil of the imaging lens. Therefore, the angular range
of scattered radiation is severely limited by the aperture

© 2013 The Royal Swedish Academy of Sciences Printed in the UK
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Figure 1. Schematic representation of (a) a classical imaging
system for detection of backscattered radiation and (b) a zoom
system for detection of backscattered radiation.

Principal

Enfrance
planes

pupil

a) Zoom position I

Image of
a scatterer

b) Zoom position II

Focal

Principal plone

planes

Image of
a scatterer

Figure 2. Imaging of the scatterer by a zoom system approximated
with its principal and focal planes and entrance pupil: (a) long focal
length and (b) short focal length.

diaphragm (figure 1(a)). Also the magnification of the system
is constant.

The solution is to produce a real image of the scatterer (by
an additional optical imaging system) and project it directly
into the entrance pupil (figure 1(b)) of a lens in front of the
detection plane. If a zoom lens is used before the detector then
we have a variable magnification system, whose operation
can be best understood by replacing a zoom lens by a set of
principal and focal planes and an entrance pupil (figure 2).

Two zoom positions are presented in figure 2. The first
zoom position is one with long focal length (figure 2(a))
in which a small angular range is observed on the whole
detection area. The second zoom position is one with short
focal length (figure 2(b)) in which a large scattering cone is
projected on the detector surface. As can be seen, no matter
how we change the focal length of a zoom lens, the image
of a scatterer always stays close to the entrance pupil, thus
significantly increasing the angular acceptance of the system.

o)

(2]
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Beam
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D
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<)

Large NA
objective

CCD
camera

Figure 3. Experimental realization of a zoom system for detection
of backscattered radiation.

Figure 4. Typical backscattering pattern observed on a camera.

In this way, we have a system capable of observing both large
and small scattering cones.

3. Experimental realization

The experimental configuration is schematically presented in
figure 3. A helium—neon laser (10 mW at 633 nm) was used
as the light source in a polarization preserving configuration.
The laser beam was expanded, and its polarization changed
to circular, before entering the non-polarizing beam splitter.
Scattered radiation was collected by placing an additional
objective that projected a real image of the scatterer into zoom
objective (Canon EF-S 17-85 mm 1:4-5.6 IS USM) of a CCD
camera (Canon EOS 50D). All ghost reflections from optical
components were blocked and we were able to observe a
clear backscattering pattern. The sample was mounted on a
motorized rotation stage, which was used to slightly move the
sample during exposure in order to average the speckle.
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It was necessary to correct the detected intensities for
Fresnel losses inside the optical system preceding the CCD
chip. This was done by replacing the scattering sample with
a mirror. Its angular position was controlled by a motorized
rotation stage. Thus, we were able to record correspondence
between the angle of incidence and the detected intensity. This
was further used to correct the backscattering measurement
results.

We observed and measured the backscattering cones
(both wide and narrow) of a range of samples: milk, skin,
Teflon, barium sulfate, artificial photonic structures, butterfly
and moth wings, etc. A typical backscattering pattern is shown
in figure 4.

4. Conclusions

We have described, constructed and tested a zoom system for
backscattered radiation detection. It was used to observe both

wide and narrow backscattering cones of various biological
and artificial samples. The system is easy to construct and use,
under the condition that ghost reflections are eliminated.
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Defect-guided Airy beams in optically induced waveguide arrays
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We demonstrate both theoretically and experimentally that a finite Airy beam changes its trajectory and shape
in optically induced waveguide arrays consisting of different kinds of defects. The propagation dynamics and
beam acceleration are controlled with positive and negative defects, and appropriate refractive index change. An
additional class of discrete beams and Airy defect modes are demonstrated.

DOI: 10.1103/PhysRevA.88.063815

I. INTRODUCTION

Self-accelerating Airy beams were first demonstrated in
quantum mechanics [1] as a dispersion-free solution of the
Schrodinger equation. By means of an important link between
quantum mechanics and paraxial wave optics, Airy beams
have been recently transferred into an optical field [2,3]. They
remain invariant along parabolic trajectories and attract a great
deal of interest because of their unique properties, including
transverse acceleration [4,5], nondiffraction [6,7], and self-
reconstruction [8,9]. Such features make these beams useful
for applications ranging from guiding and manipulation of
microparticles [5] and producing curved plasma channels [10]
to dynamically routing surface plasmon polaritons [11,12] and
frequency generation [13].

One reason for interest in these beams is their potential
application in nonlinear optics regimes: nonlinear interaction
of light with some material and a study of accelerating beam
dynamics inside nonlinear media. The behavior of Airy beams
propagating from a nonlinear medium to a linear medium was
studied in Ref. [ 14]. Formation of self-trapped accelerating op-
tical beams is demonstrated with different self-focusing non-
linearities [15], ranging from Kerr and saturable to quadratic
[16,17], and also with an optically induced refractive-index
gradient [18]. Recent experimental realization of electron
Airy beams [19] opens a novel ways of manipulating Airy
beams with various magnetic or electric potentials. Although
nondiffracting beams are not stationary solutions of the
Schrodinger equation with introduction of uniform waveguide
arrays, their modified counterparts are shown to exist and
remain nondiffracting [20]. Similarly asymptotic preservation
of a free accelerating property is observed [21] with Airy
beam introduced in uniform waveguide arrays. This gave us
motivation to study the impact of defects in waveguide arrays
on uniform waveguide array counterparts of Airy beams.

In this paper, we investigate and analyze both theoretically
and experimentally the active control of self-accelerating Airy
beams with an optically induced waveguide array consisting
of different kinds of defects. Various laser-written waveguide
arrays are produced in Fe:LiNbOj crystal, with periodic refrac-
tive index change and appropriate defect guides. We consider
how the positive and negative defects [22] influence the beam
self-bending as well as reduction of the beam acceleration.
In general, we find that with a modification of the refractive
index change, Airy beam acceleration can be reduced to the
discrete beams. However, close to the defect guides, the beam

1050-2947/2013/88(6)/063815(4)
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dynamics changes completely: the beams experience a strong
repulsion from the negative defect, while in the presence of
the positive defect they form simple localized waves.

II. EXPERIMENTAL REALIZATION AND THEORETICAL
MODELING OF AIRY BEAM PROPAGATION IN
WAVEGUIDE ARRAYS

We use an iron-doped (0.05%) Fe:LiNbOj3 crystal with
0.5 x 3 x 10 mm® dimensions. Waveguides are fabricated
using the laser-writing system at a laser wavelength of 473 nm,
which induces an appropriate structure change in the material
[see the schematic diagram in Fig. 1(a)]. By moving the sample
with respect to the perpendicular laser beam, a continuous
modification of the refractive index is obtained enabling light
guiding. The beam is focused by the 50 x microscope objective
with a numerical aperture (NA) of 0.55. Our sample has
waveguides of approximately 10 um width, with spacing
between the centers of the adjacent waveguides of d = 20 um.
We fabricate various one-dimensional waveguiding systems
with a refractive index change of An ~ 1 x 10~*, while two
of the guides are fabricated with either a lower (negative defect)
or higher refractive index change (positive defect), achieved
by a variation of the writing velocity. Experimental setup for
the investigation of Airy beam propagation in such waveguide
arrays is shown in Fig. 1(b). For the creation of the Airy beam,
an initial Gaussian beam from a 532 nm laser is projected
through a cubic phase mask onto a spatial light modulator
(SLM). The beam is then Fourier transformed and the 8 uW
input Airy beam, roughly 10 um wide in the main lobe, is
launched to the front face of the crystal. The output intensity
pattern, appearing at the end face of the crystal, is real time
observed by means of a charge-coupled-device (CCD) camera.
The intensity pattern evolution along the propagation direction
(z axis) through the crystal is obtained with another CCD
camera mounted above the sample, parallel to the x-z crystal
plane. The camera records scattered light from the crystal, with
the integration time of about 2 min.

To theoretically model Airy beam propagation in a waveg-
uide array, along the propagation distance z, we consider the
nonlinear Schrodinger equation

OE  10°E
"9z T 20x
where E is a slowly varying envelope, V(x)=n; —
An cos’(rx/d) is the periodic refractive-index profile of the

—V)E, (1)
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FIG. 1. (Color online) Experimental setup for an investigation
of Airy beam propagation effects in waveguide arrays. (a) Scheme
of the laser-writing waveguide arrays process in LiNbOj; crystal.
(b) Schematic of the experimental setup. Light from a 532 nm laser is
expanded and phase modulated by a spatial light modulator (SLM).
The beam is Fourier transformed and input into an LiNbOj; crystal,
and imaged into a CCD camera. L-lens, PH- pinhole, M-mirror,
O-objective, PC-computer.
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LiNbO,

array with the lattice period d, n; is a bulk material refractive
index, and An is the optically induced refractive index change.

We investigate the propagation dynamics of Airy beams
in optically induced waveguide arrays, with emphasis on
the competition between the acceleration and self-bending
propagation properties of Airy beams, and the trend of waveg-
uide arrays to form discrete wave filaments. The propagation
characteristics of Airy beams in waveguide arrays with and
without defects are considered both theoretically and experi-
mentally. We compare our experimental results to numerical
simulations, carried out by the split-step Fourier method
with the parameters of our experiment. All theoretical results
are confirmed experimentally. First, to compare appropriate
effects we test the Airy beam propagation in our crystal
with no waveguide arrays fabricated. There is a typical Airy
beam bending with a transverse displacement at the output,
with no diffraction evident in the main lobe, observed both
experimentally [Figs. 2(a) and 2(b)] and theoretically Fig. 2(c),
after 10 mm of propagation.

Next, keeping all conditions unchanged, the Airy beam
is launched in the waveguide arrays fabricated in our

Homogeneous

Waveguide arrays

FIG. 2. (Color online) Airy beam propagation in homogeneous
LiNbOs; crystal (top row) and waveguide arrays optically induced in
the same crystal (bottom row). Intensity plots of Airy beam structures
in longitudinal direction during the propagation: (a), (d) experiment;
(c), (f) theory. (b), (e) Corresponding intensity distributions at the
back face of the crystal. Physical parameters: the crystal length L =
10 mm, lattice constant d = 20 um, width of the main Airy lobe
10 pm.
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crystal, with the main lobe positioned in one waveguide (an
incident waveguide). When refractive index change is optically
induced, the Airy beam, which remains self-similar during
propagation and has a ballistic trajectory, can interact with
the neighboring waveguides. One can see that the bending of
the main lobe of the Airy beam is weaker [Figs. 2(d)-2(f)],
in comparison with the uniform case [Figs. 2(a)-2(c)]. Also,
the presence of the waveguide arrays leads to a creating beam
that propagates similar to the discrete waves. With appropriate
refractive index change the output position of the Airy beam
moves downward, indicating suppressed acceleration of the
Airy beam, and it forms the various kinds of discrete structures.
A series of numerical investigations are also performed to
manipulate Airy beam acceleration with different refractive
index change (see Sec. IV, Figs. 4 and 5).

III. DEFECT-CONTROLLED AIRY
BEAM ACCELERATION

We also study the influence of various defect guides on the
Airy beam propagation, and active control and manipulation
of the beam acceleration with such defects. We show that
the balance between self-acceleration properties and defect
plays an important role in the evolution of the Airy beam. Our
results are shown in Fig. 3, obtained with the same Airy beam
as before, but using two different classes of waveguide arrays:
containing a single defect with a lower refractive index defect
guide (negative defect) and with a higher refractive index
defect guide (positive defect). In both cases the main Airy
lobe is positioned into the defect guides, at the input. First, we
consider waveguide arrays with negative defects and observe
strong beam repulsion from such defects [Figs. 3(a)-3(c)].
But, shifting the main lobe position to the waveguide close to
the defect channel, one can observe a typical discrete surface
waves (not shown). However, the Airy beam propagation is
drastically changed in the presence of a positive defect guide
so the formation of simple localized waves is possible with
appropriate positive defects [Figs. 3(d)-3()].

Negative defect

Positive defect

FIG. 3. (Color online) Airy beam propagation in waveguide
arrays with negative (top row) and positive (bottom row) defects.
Intensity plots of Airy beam structures in longitudinal direc-
tion during the propagation: (a), (d) experiment; (c), (f) theory.
(b), (e) Corresponding intensity distributions at the back face of the
crystal. Defect refractive index change is O for negative and 2An for
positive defect. Other parameters are as in Fig. 1.

063815-2
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FIG. 4. (Color online) Dependence of the percentage of the Airy beam power in the incident waveguide (P, ) on refractive index change
An and propagation distance for (a) waveguide array, (b) negative defect, and (c) positive defect. Physical parameters are as in Fig. 3.

IV. DEPENDENCE OF AIRY BEAM PROPAGATION
ON THE REFRACTIVE INDEX CHANGE

Finally, we study numerically the dynamics of Airy beam
propagation in waveguide arrays with various refractive index
changes An. Again, we compare three cases with positive
and negative defects and with no defects. We show that
beams exhibit shape-preserving acceleration inside a low
refractive index change, but discrete diffraction and formation
of various discrete beams occur with an increasing refractive
index change, and very rich beam dynamics and amplitude
modulations are seen with further increasing of An. We
monitor a percentage of the Airy beam power in incident
waveguide (P,y), as the ratio between the power of the beam
in the incident waveguide (or defect channel in the case with
defect waveguides) and the total power of the Airy beam,

waveguide array
06 — — — negative defect
P e —— —— positive defect
w Pl -
0.4 p N - N
7 = '\‘ﬂ
/
0.2 /
74 ’ -~ — B“ N—— ~

— 2
il ———

0 1x10-4 2x104 3x104 4x104 5x10-4

FIG. 5. (Color online) Airy beam propagation dynamics in
different waveguide arrays. Typical intensity distributions of Airy
beam structures in longitudinal direction during the propagation
for waveguide arrays with (a), (d) no defects; (b), (e) negative
defect; and (c), (f) positive defect. (a)~(c) An =3 x 107*; (d)—(f)
An =5 x 107*. (g) Airy beam power in incident waveguide (P,,)
at the crystal exit as a function of refractive index change An.
A vertical dotted line shows experimental refractive index change.
Physical parameters are as in Fig. 4.

at appropriate propagation distance. A dependence of P,
on the refractive index change An and propagation distance
is presented in Fig. 4 for all three cases: (a) waveguide
array, (b) negative defect, and (c) positive defect. Figure 4
clearly demonstrates the impact of waveguide arrays on the
formation of discrete beams [Fig. 4(a)]. Also, it demonstrates
the impact of the defect inclusion on the acceleration beams,
the shape-preserving nature of these beams, and the refractive
index change caused with the defect inclusion [Figs. 4(b) and
4(c)]. One can see that discrete beam diffraction is more visible
in the case of waveguide arrays without defects. However,
an energy localization in the incident waveguide is more
pronounced in the waveguide arrays with the negative defect
[Fig. 4(b)], and the most with the positive defect [Fig. 4(c)].

Figure 5 presents some typical examples of the Airy beam
propagation along the longitudinal direction for An higher
than in our experimental sample. Intensity distributions for
two values of refractive index change are shown: An =
3 x 10~* (first row) and An =35 x 10~* (second row) for
waveguide arrays [Figs. 5(a) and 5(d)], negative defects
[Figs. 5(b) and 5(e)], and positive defects [Figs. 5(c) and 5(f)].
In the case without defects, discrete beam formation starts
at shorter propagation distance while the refractive index
change is increased. With the negative defect guide, increasing
An, amplitude modulations take place, and they are more
pronounced with higher An. The beam repulsion from defect
guide is also visible. At last, inclusion of a positive defect
leads to a more localized energy in the defect guide, but also
with some kind of amplitude modulations for higher refractive
index change. We monitor Airy beam power in the incident
waveguide (P;y,) at the crystal exit as a function of refractive
index change An [Fig. 5(g)]. For waveguide arrays with no
defects, P, after 10 mm propagation distance is slightly
changed, decreases with lower, but increases with higher An.
In the case of a negative defect, P, has maximal values at
An ~ 3 x 107%. The percentage of the Airy beam power in
incident waveguide is higher for positive defect guides, and
for parameters we used in our investigation it has maximum
at An ~ 1.3 x 107*. Also, we investigate defect guides with
different refractive index change, as well as different defect
size (not shown). Our analysis provides a very good tool for
manipulation and controlling of Airy beam acceleration and
self -ending properties, as well as appropriate conditions for
the formation of discrete, surface or localized waves produced
using Airy beams.
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V. CONCLUSIONS

In summary, we have demonstrated the propagation dynam-
ics of Airy beams in optically induced waveguide arrays. We
have analyzed experimentally and numerically how various
waveguides modify acceleration and self-bending properties
of such beams, resulting in the discrete beams or Airy defect
mode formation. We have demonstrated that the presence of
various defect types, their sizes, as well as the refractive index
change could drastically change the initial Airy beam shape.
The experimental results fully agree with the theoretical

PHYSICAL REVIEW A 88, 063815 (2013)

analysis. A similar method can be used for control of other
accelerating beams, such as parabolic beams. While we
performed all our analysis in one-dimensional waveguide
arrays, all our findings should also hold in two-dimensional
photonic lattices.
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Abstract

Holography is a technique that enables us to permanently record three-dimensional (3D)
colour pictures. Owing to their sub-micron structure, holograms are remarkable safety devices
that are very difficult to counterfeit. Dot-matrix technology, which is one of the commonly
used methods, is a substantial obstacle to all types of fraudulent activities. This kind of
hologram is mainly used for the purpose of protection against forgery of cheques, cards,
passports, etc. Such a high-resolution technique also enables the engineering of 2D and 3D
structures, potentially leading to the construction of metamaterials. In this paper, we describe
high-resolution holographic structures obtained by dot-matrix devices of novel construction.

PACS numbers: 42.40.Ht, 42.40.Eq

(Some figures may appear in colour only in the online journal)

1. Introduction

A dot-matrix hologram is composed of a large number of
micron-sized diffraction grating dots [1]. The fringe period
and orientation of each diffraction grating can be controlled
by a computer. These diffraction dots are recorded onto a
photosensitive material capable of forming a surface relief.
The resulting hologram (the so-called master) is used as a first
step in the process of mass production (with the embossing
technique). Today, the anti-counterfeiting industry uses this
technology and provides very high-resolution systems of up
to 24 000 dpi.

Because of its high efficiency, large visual angle and
kinetic visual effects, dot-matrix holograms are widely used
in printing, packing and decoration. They provide a higher
degree of security than conventional holograms and can be
easily combined with conventional holograms. In this paper,
we present the experiential results of our research.

We have developed a device for the generation of
dot-matrix holograms with colour images. This system
(shown in figure 1) comprises mechanical, electrical and
optical components. The whole process is controlled via
software, written in Microsoft Visual Studio C++, Express
edition. The source of coherent light is a diode pumped solid
state (DPSS) laser at a wavelength of 473 nm and an output
power of 50 mW.

0031-8949/12/014021+03$33.00 1

A motorized XY table was used for positioning the
photosensitive material with a step resolution of up to 25 nm
and a position repeatability of 2 um. The interference pattern
of laser beams was formed on the photosensitive material
placed at the focus of a microscope objective (50x0.55 NA).
Diffraction gratings obtained this way were 15 um in diameter
and 1 um in periodicity. The hologram was recorded dot by
dot using software for hologram calculation.

2. Generation of dot-matrix holograms

As shown in figure 2, a dot-matrix hologram is composed of
small diffraction grating dots [2]. Each dot is a grating whose
period and orientation can be modified (under computer
control). Grating dots are formed by two-beam interference
on the photosensitive material (producing a sinusoidal profile
grating pattern). The standard two-beam writing system
includes translation and rotation stages to control the period
and orientation of grating dots [3]. The photosensitive plate
is placed in the focal plane of a microscope objective and the
plate is recorded dot by dot. A relief pattern of dot gratings
is obtained after proper exposure and chemical development.
The final hologram is illuminated with a light beam. The
resultant visual effect depends on the diffraction behaviours
of all the dots. A well-designed dot-matrix hologram will give

© 2012 The Royal Swedish Academy of Sciences Printed in the UK
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Figure 1. Apparatus for the generation of dot-matrix holograms.

a wonderful visual effect. It is coloured with dynamical effects
due to the change of observation direction.

3. Experimental setup

Figure 3 is a schematic diagram of the system developed for
the fabrication of dot-matrix holograms. The device consists
of a laser and a beam splitter used to generate two light
beams of equal intensity. Beams are directed through the
plane parallel plate (mounted on a rotation stage) in order
to change their mutual distance. In this way, we were able
to control the diffraction grating period. Two beams pass
through the dove prism (mounted on another rotation stage),
which is used to change the diffraction grating orientation.
Finally, beams are focused by a microscope objective onto the
photosensitive material mounted on a computer-controlled XY
table.

¥

chhes

OOBOD A,
DB
, SOVOD e
RESOS,

Figure 2. Grating dots on a dot-matrix hologram with five variable
parameters: the coordinates T, and Ty, the grating pitch p, the
grating orientation 6 and the dot size D.

dot center
(x.y)

Ty

Holograms are recorded on a Shipley 1813 photoresist
plate mounted on the XY translation stage. The substrate
was a 20mm x 20 mm glass slide with a thickness of 1 mm.
The photoresist layer coated on the slide was about 2 um
thick. The exposure time for every grating dot was 500 ms.
After exposure, the plate was developed in a Shipley 303
developer. The developing time was 15s. The software
(developed in Microsoft Visual Studio) reads an image file
and sends the control data to the programmable controllers
which coordinate the translation stage, two rotation stages and
the shutter. The hologram was recorded dot by dot using a
program which determines the parameters for the hologram
from the image file. Diffraction gratings obtained this way are
shown in figure 4.

All dot-matrix holograms can be designed to create
interesting kinetic effects that are brighter and have a broader

DPSS Diode Pumped Solid State Laser [

SH Shutter

PPP Planeparallel Plate

VNDF Variable Neutral Density Filter

BS Beam Splitter

M1,M2,M3 Mirrors

PD Photodiode

P Prism

DP Dove Prism

CCD Camera

0 Focusing lens

XY XY translation stage

M Photoresist plate

PC Personal Computer

DG1, DG2 Diffracting grating with diferent
Grating pitch

ccb

DG 2

Figure 3. The device setup used for the fabrication of dot-matrix holograms.
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Figure 4. Recorded grating dots on the hologram.

viewing angle when compared with other types of holograms.
Higher resolution is needed for microtext and other security
features. On the other hand, larger images increase the costs
as a result of an increase in the number of pixels that have to
be generated.

4. Conclusion

In this work, we have presented a device for the fabrication
of computer-generated holograms using the dot-matrix
technique. This device consists of mechanical, electrical and
optical components that are driven via control and customized
recording software. As the source of coherent light emission,
we used a DPSS laser with a wavelength of 473 nm and an

output power of 50 mW. A motorized XY table was used for
positioning the photosensitive material. By using mirrors and
prisms, we separated two parallel laser beams to the desired
distance and introduced them into the microscope objective.
We places different photosensitive materials such as pullulan
and photoresist in the objective focus in order to obtain the
interference patterns of coupled laser beams. Each 15 um
diameter elliptical dot recorded in this way corresponds to a
microscopic diffraction grating with 1 yum periodicity.

With such a sophisticated device we have obtained
high-resolution safety holograms and we will be able to
generate novel metamaterial structures.
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Prakti¢ne primene digitalne holografije
Dejan Panteli¢. Du3an Grujié, Darko Vasiljevic
Institut za fiziku, Pregrevica 118, 11080 Zemun, Beograd, Srbija
Kontakt: D. Panteli¢ (pantelic@ipb.ac.rs)

Apstrakt. Sa razvojem kompjutera i tehnologije digitalne registracije slike holografija je i
sama zakoracila u digitalnu eru. Umesto klasi¢nog filma, poceo je da se koristi CCD (ili CMOS)
¢ip kao holografski fotoregistruju¢i materijal, a analogni proces rekonstrukcije holograma je
zamenjen digitalnom obradom. Na taj nain je proces registracije i rekonstrukcije holograma
postao jednostavniji (jer ne postoji hemijska obrada holograma) i fleksibilniji (jer je hologram
sada podloZan razli¢itim digitalnim tehnikama obrade slike). Zbog visoke foto-osetljivosti CCD
&ipa, i mehanicki zahtevi su znacajno redukovani te je holograme moguce snimati i bez posebnih
antivibracionih tehnika.

Ovde c¢e biti prikazani eksperimentalni rezultati primene digitalne holografske
interferometrije za merenje malih deformacija i pomeraja. Eksperimentalni uredjaj je specifican u
tom smislu 3to se predmet nalazi smesten ispred sfernog ogledala, koje stvara realan lik zadnje
strane objekta. Koristi se samo jedan laserski snop, koji istovremeno, sa obe strane, osvetljava
predmet, a preostali deo snopa biva fokusiran ogledalom i sluZi kao referentni snop. Time se
omogucava istovremeno posmatranje objekta i sa prednje i sa zadnje strane, 3to daje kompletnu
informaciju o ispitivanom predmetu. Holografska slika se registruje na standardnoj SLR kameri
Canon EOS 50d, koja ima visoku rezoluciju od 4752 x 3168 piksela. Obrada registrovanog
holograma se vr3i primenom Frenelovog transforma na racunaru sa nVidia (CUDA enabled)
karticom, ¢ime je omoguceno paralelno procesiranje. Kao rezultat, vreme obrade holograma
veli¢ine 2048 x 2048 piksela je oko 5 sekundi.

Slika 1. Digitalni hologram deformacije zuba izazvane polimerizacionom kontrakcijom.

U uredjaju smo ispitivali mehanitke deformacije zubnog tkiva izazvane polimerizacijom
zubne ispune. Proces polimerizacije je pracen kontrakcijom koja se prenosi na zubno tkivo.
Holografska interferometrija nam je omogucila da odredimo maksimalnu defomaciju zubnog
tkiva. Uredjaj je koriiCen i za ispitivanje mehanickih procesa u zubu tokom dejstva spoljasnjih
sila (mastikacija). Stereolitografijom je formiran model zuba koji je zatim mogao da bude
opterecen u realnom, holografskom, eksperimentu, ali i da se opterecenja proratunavaju metodom
konaénih elemenata. Dobijeni interferogrami omoguéavaju proratun mehanickih opterecenja, kao
i dinamicko pracenje Citavog procesa.
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Ogo ce YBEPCILE MOIKE _\'IIOTpCﬁHTI{ 34 peryiuncamse BD_jI[C obagese, H3aaBaibe B3¢, NpaBa Ha ,'_lt“ll'ljl'l A0IATAK, [IOPOAUYHE
IlEll'IlljB, HHBAUTHACKOr 101aTKa, ,'.!061[_iﬂlhﬁ SAPABCTBCHE KIbHIKIIILC, J'[Ul"i'l‘l‘lm-lﬂl_[l'lje 3a IIOBﬂﬂlthf:Hy BOKHY I C‘Tllﬂt‘,l'[ﬂll_ie.
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IIpersien HayuyHe aKTUBHOCTH

VY Toky 2011. u 2012. rogure Jyman ['pyjuh je Ouo aHra’)koBaH Kao MCTpakuBaud Ha
peanmsanmju ypehaja 3a Qgopmupame T3B. JOT-MATPUKC Xoyiorpama. 300r crernupuIHOCTH
HauyMHa YIHCHBamka OBAaKBUX XoJiorpama Ha (oropeructpyjyhu wmartepujan mnoTrpedOHa je
KOOpJWHAIIMja CBUX elieMeHara Ha ypehajy, TO jecT ycariamieH paj MEXaHHYKHUX U ONTHYKHX
eneMeHara, Te¢ je jocra paheHo Ha yHampehewmy KoMyHuUKamnuje codTBepa ca ompeMoM Koja
CIIy’)KH 3a TIO3UIMOHHpAkE OAroBapajyhe omTHKe, Ka0 M caMOr MaTepujaja Ha KOME Ce BpIIH
ynucuBame aujarpama. KacHuje je oBa amaparypa HamgorpahleHa Tako Ja ce Ha O] MOTY
JIACEPCKUM CHOIIOM TE€HEPHUCATH ONTHUYKH WHAYKOBaHE (OTOHCKE CTPYKTYype Yy HEIMHEAPHOM
Menujymy. Kao HenmuHeapHu meawjyMm je KopuimheH JMTHjyM-HHOOAT OomupaH TBoxhem, y
00JIMKY TaHKOT MPaBOYTraoHOT OJIOKa (ampoKCUMaIHja jeTHOIMMEH3HOHE cTpyKType). CTpyType
Cy pealu30oBaHE y BHUAY HH3a TaJacoBOAa KOjU Cy YINUCUBAaHH HWHTECH3WBHUM JIACEPCKUM
3pauemeM HOPMAJHMM Ha TMOBPIIMHY OJOKa, NpH YEeMy C€ HCTH IOMepa ayTOMaTCKHM
JBOJMMCH3HOHUM MO3UIIMOHepoM. OBa MynTH(QYHKIIMOHATHA anapaTypa MOXKe CIYXKHTH U 3a
(abpukaimjy MUPKOCOYHBa, OMOMHUMETHYKHX CTPYKTYpa, a y IJIaHy je HAaJAO0Trpamka UCTE TaKo Ja
MOJKE CIYXHUTH U Ka0 JUTHUTATHH XOJIOrpap)CKu MUPKOCKOII.

Hayuna aktuBnoct Jlymana ['pyjuha je mpumapHo 6a3upaHa Ha eKCIEpUMEHTHMA KOjH ce
TUYY JUTUTAIHE XoJiorpaduje U BbeHe MPUMEHEe Ha MEPEHe CTPYKTypa U Jaedopmaidja Maiux
IUMeH3uja. 3a morpede OBUX eKCIIEpUMEHATa je y4eCTBOBAO y pa3BHjamy Xosorpadcke Meroe
CHMMama o0jekaTta y BUIIE TUMEH3Hja. To moapazymeBa u3paay CrelupuuHe eKCIICPUMEHTAITHE
MOCTaBKe KOjoM ce 00e30elyje KBaNuTeTHH]je IPUKYIIJbamhe HHPOpMaIija 0 CHUMaHOM 00jeKTy ,
Kao W HM3paay copTBepa KOjUM C€ BPIIM CHHUMAalkE U HyMEPUYKA PEKOHCTPYKIIMja JUTHTATHOT
xoJyorpama OperenoBoM TpaHCHOpPMAIUjOM TIe je 3a yOp3aBame LEJIOKYITHOT mpoiieca odpase
yBeneHo kopumhewe NVIDIA rpapuukux kaptuma u CUDA  nporokona mapaneaHor
nporecupama. Xonorpam ce peructpyje aupektHo Ha CCD umn kamepe Koja je moBe3aHa ca
pauyHapoM Ha KOM ce€ CKJIaJuIITe IMoJal M BeoMma Op30 M3BplIaBa oOpaja 3axBasbyjyhu
napajeTHOM Tpolecupamy. Ha oBaj HaumH je ocTBapeHa yIuTela y BpeMEHY M MaTepHjaly y
OJTHOCY Ha aHAJOTHM HayMH o0pajie Koju ce Kopuctuo panuje. Takohe, moryhe je jenan uctu
XO0JIOTpaM PEKOHCTpyHCaTH BHIIEe TyTa (IITO KOJ aHajJorHe HHUje Moryhe), ca pa3inuuuTum
HYMEpPUUYKUM TapamMeTpuMa y Wby JAoOujama ITo Oosbe pekoHcTpykiuje. Kopunthemem
Merona XxoJjorpadcke uHTEephepomeTpuje MOTYy ce a00uTh uHdpopmanuje o aehopMaiuiju,
CHMMameM U ynopehuBameM /1Ba X0JIorpaMa UCTOr 00jeKTa y pa3auuuTHM ycioBuma. O63upom
Jla C€ y MOCTaBIM €KCIIEpUMEHTa KOPUCTU c(EepHO Oriiesano, CIuKa Koja ce qobuja je y Behunu
cllyyajeBa 3aKpuBJbeHa. 3Hajyhu mapamerpe orjienana v kopuctehun MoryhHOCT mpomnaraiuje
YHa3al, 1e0 Ko/ia 32 ayTOMAaTCKy KOPEKIIH]jy CIHKE j€ YCIIEITHO NMIUIEMEHTHPaH.

Komnera I'pyjuh ce 6aBu U reHepucameM pa3IMUUTUX BpcTa T3B. Heaudparyjyhux 3paxa,
ITO TO/Ipa3yMeBa OMTHUMU3AIN]Y pajia oJroBapajyhux jacepa, MpUIIPEMOM 3pakKa 3a Mpoia3ak
KpO3 MPOCTOPHHU MOYJIATOp CBETIOCTH, TeHepUcame oAroapajyhe asHe ciuke Ha MOAYJIATOPY
U MPOCTOPHO (prITpupame Mo MpoJIacKy 3paka Kpo3 MoayiaTop. Maeja je ma ce 300r BeamKor
ryOMTKa CHare JacepcKor CHOMA YCleA MpoJiacka Kpo3 MPOCTOPHH MOJYJIAaToOp CBETIOCTH,
HaIpaBH X0JIOrpaM TPa)KEHOT 3paka, Te /1a e OH KaCHUje KOPUCTU Yy eKCIIEPUMEHTY, 3aMemyjyhu
IIPOCTOPHU MOJYJIaTOP CBETIOCTH.
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