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Abstract

We investigated the influence of grain boundaries on electronic propertiesof polycrys-

talline organic semiconductor naphthalene. Atomic structure of grain boundaries was found

using a Monte Carlo method, while electronic structure calculations were performed using the

charge patching method. We found that grain boundaries introduce trap states within the band

gap of the material. Our results show that spatial positions and energies of trap states can be

predicted solely from geometrical arrangement of molecules near the boundary. Wave func-

tions of these states are localized on closely spaced pairs of molecules fromopposite sides of

the boundary. The energies of trap states are strongly correlated with thedistances between

the molecules in the pair. These findings were used to calculate the electronic density of trap

states, which was found to exhibit a qualitatively different behavior for grain boundaries per-

pendicular to thea andb direction of the crystal unit cell.
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Introduction

Organic semiconductors are materials of great promise for electronic devices, such as organic field-

effect transistors (FET), organic light emitting diodes (LED) and organic solar cells (OSC).1–7

Their advantage over inorganic counterparts is that they are flexible and have low processing cost.

However, devices made of organic semiconductors still haverelatively low charge mobility and

low efficiency. Small molecule based crystalline organic semiconductors (such as tetracene, pen-

tacene, rubrene, etc.) exhibit the highest mobilities among organic semiconductors due to their

crystalline structures. Electronic devices based on thesematerials are typically obtained using

vacuum-evaporation technique.8–13 More recently, it became possible to use an inexpensive solu-

tion processing technique to obtain structures with high degree of crystallinity and good charge

transport properties,14–19which opens the way towards large scale applications of small molecule

based organic semiconductors. Therefore, researchers puteffort to improve properties of these

materials in order to make them competitive with inorganic semiconductors.

Thin films of crystalline organic semiconductors have a polycrystalline form, which is com-

posed of many different crystalline grains. It has been shown that the transport in a single grain

boundary device is limited by the grain boundary.9 A pronounced dependence of transistor charac-

teristics on the grain size was also established,12,15,16,20as well as a strong difference between the

characteristics of single crystal and polycrystalline transistors based on the same material.11 It was

also shown that grain boundary orientation has a large influence on the charge carrier mobility.18

All these results indicate that grain boundaries are the most limiting intrinsic factor for efficient

charge transport in small molecule based polycrystalline organic semiconductors.

However, there is still a lack of understanding of the specific mechanism by which grain bound-

aries affect the charge transport. It is typically assumed that they introduce trap states localized at

the grain boundary, with energies of these states within theband gap of the material.9,11,12,20–22

The charges in the trap states do not contribute to transportand therefore the presence of traps

reduces the effective charge carrier mobility. On the otherhand, there are some suggestions that

grain boundaries act as barriers and that charge carriers are trapped in the grains.23,24Calculations
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of electrostatic potential at molecules near the grain boundary formed from two misaligned grains

indicate the presence of trapping centers at the boundary.25 Other theoretical and computational

studies are primarily focused on the properties of single crystals.26–37

In this paper we shed light on the nature of electronic statesat grain boundaries in organic

crystalline semiconductors. We directly calculate the wave functions of electronic states and gain

microscopic insight into the origin of these states. Using these insights, we develop a simple

model for density of trap states prediction. In the following section, the method for electronic

structure calculation is introduced. We use naphthalene asa representative of crystalline organic

semiconductors based on small molecules. The results of thecalculation of electronic states at

grain boundaries are presented. We find that grain boundaries produce trap states in the band gap,

where the highest states are localized on pairs of moleculesat the grain boundary, whose mutual

distance is much smaller than the corresponding distance inthe monocrystal. Strong correlation

between the mutual distance between these molecules and theenergies of these states was found.

Such a correlation enables one to calculate the electronic density of states at the grain boundary

directly from mutual distances between molecules. Finally, the results obtained are discussed with

a particular focus on their relation to the current body of knowledge about grain boundaries in

organic polycrystals.

Method for electronic structure calculations

The method used for electronic structure calculations of grain boundaries in polycrystalline naph-

thalene is schematically described in Figure 1. The atomic structure is obtained from a relax-

ation procedure based on a Monte Carlo (MC) method,38 and is subsequently used to calculate

the electronic states using the density functional theory (DFT)39 based charge patching method

(CPM).40,41

Initial configuration for MC relaxation are two monocrystals with different crystalline orienta-

tions joined at their common boundary. Potential energy of asystem is calculated using Transfer-
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Figure 1: Schematic representation of the algorithm for electronic structure calculations.

able potentials for phase equilibria (TraPPE).42,43 Naphthalene molecules are considered as rigid

bodies, hence only interactions between carbon atoms from different molecules described by the

weak Van der Waals interaction are taken into account. Carbon- hydrogen (CH) groups are treated

as one atom with a center of mass at carbon atoms. TraPPE parameters for interactions between

CH groups are:σ = 3.695 Å, ε/kB = 50.5 K and for interaction between C atoms:σ = 3.7 Å,

ε/kB = 30 K. A MC algorithm was then used to minimize the energy of thesystem. In each step

of the MC algorithm, one molecule is randomly chosen, translated for a randomly chosen vector

and rotated by a randomly chosen angle. The decision about the acceptance of this move is made

according to the Metropolis algorithm: if the energy of the new configuration is lower than the

initial, the move is accepted; otherwise, it is accepted with a probability equal to the Boltzmann

weight of the difference of the energy of the new and the old configuration.38 The simulation is

performed until a thermal equilibrium is reached, which is evidenced by the saturation in the depen-

dence of the energy on the number of simulation steps. Simulation is performed at a temperature

of 300 K. After the thermal equilibrium is reached, the system is gradually cooled down to 0 K.

In this way, dynamic disorder (crystal disorder induced by thermal motion) effects26 are excluded.

Both the effects of dynamic disorder and grain boundaries canin principle induce localized states

and it would be very difficult to distinguish between these ifthe electronic structure calculations
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were performed for a structure obtained from a snapshot of MCsimulations at 300 K. To check

that the choice of the temperature of 300 K has only a small effect on the final atomic structure

obtained from a MC procedure, we repeated the simulations using the temperatures of 100 K, 200

K and 400 K, as well. Atomic structures obtained from these simulations were nearly identical as

the atomic structure obtained from the simulation at 300 K. Therefore, MC simulation procedure

is robust in the sense that the final structure is weakly dependent on the details of the procedure.

TraPPE empirical potentials were previously used for variety of organic materials.43–45 The

validity of the potentials used in the MC simulation was verified by comparing the naphthalene

crystal lattice constants obtained from these empirical potentials to the values from the literature.

Initial structure for the crystal lattice parameters optimization is the naphthalene unit cell with

lattice parameters and atomic structure given in Ref. 46. It is assumed that two angles of the unit

cell are 90◦, since the naphthalene unit cell is monoclinic.47 Other unit cell parameters (3 lengths

and one angle) were varied and MC relaxation was performed for each combination of the unit cell

parameters until the convergence of the potential energy was satisfied. In the same manner as for

the atomic structure of grain boundaries, the simulation was firstly performed at 300 K, followed

by gradually cooling down to 0 K. The obtained lattice constants are constants which give the

crystal lattice with minimal potential energy:a = 8.325 Å,b = 5.92 Å , c = 7.77 Å andβ = 63◦.

In the literature there are several results for naphthaleneunit cell parameters: in Ref. 48a = 8.4

Å, b = 6 Å , c = 8.66 Å andβ = 57.1◦; in Ref. 49a = 8.098 Å, b = 5.953 Å , c = 8.652 Å

andβ = 55.6◦. Therefore, lattice constants obtained with TraPPE empirical potentials are in good

agreement with previous results. Simulations were performed using temperatures other than 300

K, as well, to check the correctness of the procedure and the results. For additional evaluation of

the validity of empirical potentials, the melting temperature of naphthalene was calculated as the

temperature of the heat capacity peak.50 The calculated melting temperature is 340± 5 K, which

is close to the melting temperature of 352.5 K given in Ref. 51.

After the atomic structure is obtained, electronic structure calculations can be performed. In

principle, DFT can be used for that. However, to avoid finite size effects on the electronic states at

6
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the grain boundaries, one needs to include a sufficiently large number of unit cells in the plane of

the boundary, as well as several molecular layers nearest tothe boundary. This typically includes

several thousand atoms, which is beyond the reach of standard DFT calculations. Therefore, the

CPM was used instead of standard DFT. CPM is a strong tool by which one can directly construct

the electronic charge density instead of self-consistently solving the Kohn-Sham equations as in

standard calculations based on DFT. In the CPM, an appropriate motif is assigned to each atom

in the system. Motif is a description of the environment of anatom. It contains the information

about the types of the central atom and its neighbors. There are 5 motifs in the system that con-

sists of naphthalene molecules only: C3−C3C2C2, C2−C3C2H, C2−C2C2H, H−C2−C2C2,

H−C2−C3C2, where CX is the carbon atom connected to X other carbon atoms. Charge density

of a motif associated to an atom A is calculated using the formula:

mA(r −RA) =
wA(r −RA)

∑BwB(r −RB)
ρ(r), (1)

whereρ(r) is the charge density of a single naphthalene molecule obtained by DFT calculations,

while RA and wA are respectively the position and the weight function of theatom A. Overall

charge density is then calculated as a sum of all motif chargedensities in the system. With charge

density at hand, the single-particle Hamiltonian is given as:

H = −
h̄2

2m0
∇2 +vI +

e
4πε0

∫ ρ(r ′)
|r − r ′|

dr′ +vLDA
xc (ρ). (2)

The first term in Eq. (2) is the kinetic energy, the second termis the atomic core pseudopotential

modeled using norm-conserving pseudopotentials, the third term is the electrostatic Hartree po-

tential, while the fourth term is the exchange-correlationterm, which is modeled using the local

density approximation (LDA). The eigenvalue problem of theHamiltionian is solved using the

folded spectrum method (FSM),52 as implemented in the PESCAN code that gives the electronic

states around the desired energy, which is the top of the valence band in our case.
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Wave functions at grain boundaries
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Figure 2: The dependence of potential energy of the system per molecule on the misorientation
angle between monocrystal grains fora-boundary systems (a) andb-boundary systems (b). Each
system consists of 1000 molecules.

In this section the wave functions of states at grain boundaries are presented. We consider the

system consisting of 1000 molecules (500 at each side of the boundary) arranged in 10 layers which

are parallel to theab plane47 of the unit cell. Electronic structure calculations are performed for a

single layer of molecules, which is sufficient to describe the electronic properties of the material,

because the electronic coupling in thec direction is much weaker than in theabplane. Calculations

are performed for several misorientation angles between the grains: 5◦, 10◦, 15◦ and 20◦ and for 2

types of grain boundaries: (1) perpendicular to thea direction (a-boundary) and (2) perpendicular

to theb direction (b-boundary) of the unit cell. Only small angles are considered, because total

energy of the system increases as the angle of misorientation increases, as demonstrated in Figure

2. For each system, the energies of the 10 highest occupied states in the valence band and their

wave functions are calculated.

Results of electronic structure calculations for thea-boundary system with misorientation angle

of 10◦ are presented in Figure 3. These results indicate that thereare several states in the band

gap which energies are significantly higher than the energies of the other states. These states are

trap states for charge carriers and could strongly affect transport properties of the material. Wave

functions of the first and the second highest occupied state are localized on the two molecules
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(1) (2)

(10)(4)

Figure 3: Energies of the states at the top of the valence bandand the isosurfaces of their wave
function moduli for the system with the misorientation angle of 10◦ and the grain boundary per-
pendicular to thea direction. Isosurfaces correspond to the probability of finding a hole inside the
surface of 90%.
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at the grain boundary. Distance between these two molecules(defined hereafter as the distance

between their centers of mass) is 3.45 Å, while the distance between two nearest molecules in

the monocrystal is about 5 Å. Highest occupied states in organic semiconductors originate from

electronic coupling of HOMO (highest occupied molecular orbital) levels of different molecules.

Electronic coupling that results from the overlap of HOMO orbitals is strongest for closely spaced

molecules. As a consequence, the highest state in Figure 3 islocalized on two molecules with

smallest mutual distance. It is the bonding states of HOMO orbitals of the two molecules, while

the second state in Figure 3 is the antibonding state. At certain energies the spectrum becomes

nearly continuous and the states which are completely delocalized start to appear, such as the

10th calculated state, see Figure 3. States like this originate from delocalized Bloch states of the

monocrystal and therefore are not induced by grain boundaries.

Electronic calculations for other misorientation angles and boundary directions show similar

results. In Figure 4, the results forb-boundary system and misorientation angle of 10◦ are pre-

sented. In this case, there is only one molecule pair at the grain boundary with small mutual

distance and consequently one trap state deep in the band gap. Other states are delocalized.

The presented results indicate that grain boundaries introduce electronic states within the band

gap of the material. Hereafter, the states localized at the boundaries will be called trap states, while

delocalized states will be called valence band states. Sometrap states are very deep in the band gap,

even more than 1 eV above the valence band. As a reference, experimentally measured band gap

of naphthalene is about 5.2 eV.48 The traps with energies significantly above the top of the valence

band (more than 0.1 eV) are always localized on two molecules belonging to different grains

with mutual distance less than the distance between two nearest molecules in the monocrystal.

Such pairs of molecules will be hereafter called trapping pairs. Other localized states at the grain

boundary have energies very close to the energies of the top of the valence band (second state in

Figure 4, for example). Consequently, only pairs of molecules (trapping pairs) will be taken into

account. We find that there is a strong correlation between the distance between the molecules in

trapping pairs and the energy of the trap electronic states.This dependence is shown in Figure
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(1) (2)

(3) (10)

Figure 4: Energies of the states at the top of the valence bandand the isosurfaces of their wave
function moduli for the system with the misorientation angle of 10◦ and the grain boundary per-
pendicular to theb direction. Isosurfaces correspond to the probability of finding a hole inside the
surface of 90%.
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5. The best fit of this dependence is given by an exponential function ∆E = AeB(R−R0), where

A = 1.4064eV,B = −4.181 Å−1 andR0 = 3.2 Å.
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Figure 5: The dependence of the energy of the grain boundary induces trap states on the distance
between molecules in trapping pairs. The data obtained fromall simulated systems are presented
in the figure. Energies of the trapping states are defined withthe top of the valence band as a
reference level.

Density of trap states at grain boundaries

Electronic structure calculations can be performed for relatively small boundaries only. While such

calculations were highly valuable for understanding the origin and the degree of wave function

localization at the boundary, they do not provide sufficientstatistics to reliably calculate the density

of trap states. On the other hand, the remarkable dependence, presented in Figure 5 can be used

to predict the energy of a trap at a given boundary without anyelectronic calculation, solely based

on the distances between the molecules. This allows us to calculate the energies of all trap states

for very large grain boundaries and consequently calculatethe electronic density of trap states.

Based on the degree of scattering of the data from the fit in Figure 5, we estimate that this method

produces an error in the trap energy calculation of up to 0.1eV.

Consequently, we have demonstrated that computationally demanding electronic structure cal-

culations can be avoided using the aforementioned approach. Next, we show that even the MC
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relaxation step can be avoided without significantly compromising the accuracy of electronic den-

sity of trap states. By inspecting the atomic structure near the boundaries in Figure 3, one can

notice that it stays nearly unchanged after the relaxation.Only molecules in the vicinity of the

boundary slightly change their positions and orientations. The difference in the distance between

two molecules in trapping pairs, before and after the relaxation is below 0.1 Å, as demonstrated in

Figure 6. Consequently, both MC relaxation and electronic structure calculations can be avoided

in the calculation of electronic density of trap states.
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3.2
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3.8

4
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4.4
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d af
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Figure 6: Dependence of the distance between trapping molecule pairs after MC relaxation (dafter)
on the distance between them before MC relaxation (dbefore).

The electronic density of trap states was extracted from thecalculations of grain boundaries that

contain 100 000 molecules arranged in 100 layers. In the construction of grain boundary atomic

structure, there is an ambiguity related to the width of the void between the two monocrystals that

form the boundary. This issue was overcome by shifting one ofthe crystals in the direction perpen-

dicular to the boundary and selecting the void width in such away that the potential energy of the

system is minimal.The distribution of distances between trapping pairs of molecules is calculated

then. Next, using the previously introduced exponential fitting function, the electronic density of

trap states is obtained. The results are presented for 4 different angles: 5◦, 10◦, 15◦ and 20◦ and

for 2 orientations of grain boundaries:a-boundary andb-boundary. As can be seen from Figure

5, trapping pairs with mutual distances below 4 Å are responsible for traps which are deep in the

band gap. Other trapping pairs produce shallow traps which are close to the top of the valence
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band. The distribution of distances between molecules in trapping pairs at the grain boundaries is

shown in Figure 7. One should note that molecule pairs with distances below 3.2 Å can also exist.

However, these were not present in small systems calculatedin the previous section, hence their

energy can not be reliably calculated using the fitting function. Nevertheless, such states are rather

rare and we neglect their surface density.
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Figure 7: Trapping pair distance (d) distributions (DD) at different grain boundaries. The bound-
aries are denoted asXy, whereX is the angle between monocrystal grains andy is the direction
perpendicular to the boundary surface.

By inspecting Figure 7, one can notice that trapping pairs distance distributions fora-boundary

systems are similar for all angles. All of them are increasing functions with similar shapes. On the

other hand, the distributions forb-boundary systems largely depend on misorientation angle.In

addition, the distribution is not continuous as it is fora-boundary and some distances are preferred.

This difference can be explained by the geometry of the naphthalene unit cell. Onlya and c

directions of the unit cell are not perpendicular. Therefore, thec direction is not parallel to the

a-boundary surface. For this reason, in the case ofa-boundary, differentab planes give different

contribution to trapping pair distance distribution. By adding the contribution from differentab

planes, one obtains a continuous function. In the case ofb-boundary,c direction is parallel to the
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grain boundary surface. Consequently, molecule pairs from oneabplane have their copies in other

ab planes and eachab plane gives the same contribution to trapping pair densities. This produces

discrete trapping pair distance distributions. Difference betweena- andb-boundary is illustrated in

Figure 8, where spatial distribution of trapping pair distance is given. Each filled circle in Figure

8 represents a molecule in the layer at the grain boundary. The color of the circle indicates the

distance between that molecule and the nearest molecule from the opposite side of the boundary.

As one can notice, in the case ofa-boundary, distributions for differentab planes are different

(as evidenced by the non-periodicity of the pattern shown inFigure 8a), while distributions for

different ab planes in the case ofb-boundary are equal (as evidenced by the periodic pattern in

Figure 8b).

(a) (b)

Figure 8: Spatial trapping pair distance distribution fora-boundary (a) andb-boundary (b) sys-
tem with the misorientation angle of 10◦. Axis perpendicular to theab plane is denoted asnab.
Spatial trapping pair distance distribution is calculatedusing radially symmetric weight function53

calculated at position of molecular center of mass with cut-off radius of 14.8 Å .

With trapping pairs distance distributions at hand, the electronic density of trap states can be

straightforwardly calculated as explained. Densities of trap states for 8 aforementioned boundaries

are given in Figure 9. Since the focus of this work is on trap states that are significantly above the

top of the valence band, only trapping pairs with mutual distances below 4 Å are included in the

distribution shown in Figure 9. In addition, we have assumedthat each trapping pair introduce one

trap states, although in some cases it can introduce two trapstates, as demonstrated in Figure 3.

Fora-boundary systems, density of trap states weakly depends onangle. Going deeper in the band

gap, density of trap states monotonously decreases which isa consequence of the monotonously
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decreasing density of trapping pairs at the grain boundary.For b-boundaries, density of trap states

is discrete with some distances preferred as a consequence of discrete density of trapping pairs at

the grain boundary.
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Figure 9: Electronic density of trap states at different grain boundaries. The boundaries are denoted
asXy, whereX is the angle between monocrystal grains andy is the direction perpendicular to the
boundary surface. Densities of trap states are given in a logarithmic scale. Energies of the trapping
states are defined with the top of the valence band as a reference level.

Discussion

Our results clearly demonstrate the presence of trap statesat the positions in the grain bound-

ary where two molecules from opposite sides of the boundary are closely spaced and hence the

electronic coupling of their HOMO orbitals is rather strong. In Ref. 23 it was argued that grain

boundaries act as barriers for charge carriers rather than traps. Such an argument was drawn from

an assumption that electronic coupling between molecules is weaker at the grain boundary than in

the bulk. Our results show that such an assumption is not appropriate; strong electronic coupling

at certain positions at the boundary creates trap states within the band gap of the material. How-

ever, one should also note that electronic coupling betweenneighboring molecules from opposite
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sides of the boundary can be weak at certain positions. At these positions, grain boundary acts as

a barrier and tends to confine the wave function to one side of the boundary. This effect can be

seen from state (10) in Figure 3 and states (3) and (10) in Figure 4. Positions of strong electronic

coupling and trap states will be absent only in the case of a grain boundary void when two grains

with same orientation are separated by empty space. Consequently, a void (micro-crack) within an

organic crystal54 is expected to act as a barrier.

On the other hand, various numerical simulations of organiccrystal FETs were based on a

model that considers the transport at the boundary as thermoionic jump over the barrier or tunneling

through the barrier.12,16,21,22One should note that FETs typically operate at high charge densities.

Therefore, the traps become filled with carriers, that in turn create an electrostatic potential that

acts as a barrier for the transport of other charges. Such "trap charging induced barriers" should be

distinguished from the barriers discussed in the previous paragraph.

Using the obtained results, the density of trap states for naphthalene polycrystals can be es-

timated. The calculated number of trap states per unit of boundary surface of two misoriented

grains is 3×1013cm−2 in the case of misorientation angle of 5◦ anda-boundary, and takes similar

values for other boundaries. Only trapping pairs with mutual distances below 4 Å were considered

in the calculation. In the work of Chwang and Frisbie,9 the density of trap states was estimated

from activation energies for charge transport in a single grain boundary FET based on sexithio-

phene. It was found that trap densities at acceptor-like levels take values from 7.0×1011cm−2 to

2.1×1013cm−2, depending on the grain boundary length and the angle of misorientation. There-

fore, our results are of the same order of magnitude as the experimentally based estimate for the

material belonging to the same class of materials as naphthalene.

Next, we estimate the number of grain boundary induced trap states per unit of volume and

compare it to other relevant material parameters. Typical size of experimentally evidenced monocrys-

tal grains8,9,20,55is of the order of 1µm, which translates into volume trap density ofNt = 9×

1017cm−3 assuming grains of cubical shape. On the other hand, the number of energy states per

unit of volume in the valence band of a bulk naphthalene monocrystal isNv = 6.1×1021cm−3.
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Although Nt is much lower thanNv, it can still be significant to affect the charge transport and

optical properties of naphthalene. In Ref. 55 grain boundarydefects were identified as the most

pronounced and the most stable defects. The density of pointbulk defects was (over)estimated55

to be in theNp = 1014-1016 cm−3 range. Since our calculated value ofNt is larger thanNp, our

results confirm the conclusion that grain boundary defects are the most pronounced defects.55 A

compilation of the estimates of the density of trap states from FET characteristics was reported in

Ref. 11. The estimated density of states at 0.2 eV above the valence band is in the range(0.7−

3)×1019cm−3eV−1, while at 0.3eV above the valence band it is in the(1.5−4)×1018cm−3eV−1

(see Fig. 6 in Ref. 11). On the basis of these values one can roughly estimate that the density of

trap states with energies higher than 0.2eV above the valence band to be in the(1017−1018)cm−3

range, which is of the same order of magnitude as our calculatedNt.

Finally, we discuss the implications of our findings on properties of electronic and optoelec-

tronic devices based on this class of materials. Since our results show that hole traps are located at

the positions of strongest electronic coupling between orbitals of the two molecules from opposite

sides of the boundary, one expects that there will be an electronic trap at the same position. We

have verified this expectation by performing explicit calculation of electron states at the boundary.

As a consequence, traps at grain boundaries will not preventradiative recombination of electrons

and holes in LED devices or light absorption in the case of solar cells. Nevertheless, the traps

will certainly broaden the absorption or emission spectrumof the material. Furthermore, the es-

timated number of traps per unit of volume is comparable to typical charge carrier densities in

operating LED and solar cell devices. As a consequence, charge carrier transport will certainly be

strongly affected by the traps. On the other hand, FETs typically operate at charge carrier densities

much larger than the trap densities. As a consequence, the traps are filled with carriers and affect

the charge carrier transport only through electrostatic barriers created by the trapped charges, as

discussed previously.
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Conclusions

In this paper we have introduced the methodology for the calculation of electronic states at grain

boundaries in small molecule based organic semiconductors. We focused our study on low-angle

grain boundaries, since our results indicated that they have lower energies than high-angle grain

boundaries. The results indicate that grain boundaries introduce trap states within the band gap

of the material. Wave functions of these states are localized on pairs of molecules from opposite

sides of the boundary whose mutual distance is smaller than the distance between two adjacent

molecules in a monocrystal. Strong electronic coupling between the orbitals of the two molecules

is responsible for the creation of the trap state. While naphthalene molecule was used in our study,

we expect that the origin of trap states will be the same in anyother small molecule based organic

semiconductor since electronic coupling as a mechanism of trap state creation is present in any

other material from this class.

The energy of the trap state was found to correlate to the distance between two molecules

which create the trap. This correlation was then used to calculate the electronic density of trap

states solely based on geometrical arrangement of molecules near the boundary. This approach was

exploited to calculate the density of trap states for different boundaries and estimate the number of

trap states per unit of volume in a real polycrystal. This number is significant and may consequently

reduce the carrier mobility and deteriorate the performance of devices based on polycrystalline

organic semiconductors.
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Abstract. Grain boundaries in organic crystalline semiconductors play an important

role in charge carrier transport. We have developed a method for atomic and electronic

structure calculations of grain boundaries in organic semiconductors. Atomic structure

is obtained by a Monte Carlo algorithm, while electronic structure is calculated using

the charge patching method. The methodology is used to investigate the contact

boundary of two naphthalene polycrystals. The existence of the states localized at the

boundary is demonstrated and the implications for electronic and optical properties of

the materials are discussed.

1. Introduction

Organic semiconductors are very promising materials for electronic and optoelectronics

devices, such as transistors, LEDs and solar cells due to their low production cost.

Applications of these materials are still limited due to their low carrier mobility and

small efficiency. One of the reasons for low carrier mobility in organic crystalline

semiconductors is that they form polycrystals and contain many contact interfaces

(grain boundaries). The grain boundaries introduce trap states which should act as

bottlenecks for charge carrier transport [1]. However, there is very little understanding

of the nature of these states, the degree of their localization and their energies.

In this paper, we present a methodology for the investigation of the role of the grain

boundaries in polycrystalline organic semiconductors. The methodology is applied to

study the localized states at the grain boundaries in polycrystalline naphthalene. The

molecular structure of the material near the contact between two grains is obtained as a

result of energy minimization by a Monte Carlo (MC) algorithm. The electronic states

near the grain boundaries are calculated using the charge patching method (CPM) [2]

and the folded spectrum method (FSM) [3]. We present the energies and the wave

functions for 10 highest occupied states for naphthalene polycrystals composed of two

monocrystals with angles of 5◦ and 10◦ between them.
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Figure 1. Schematic representation of the algorithm for atomic and electronic

structure calculation.

2. The description of the model

Methodology for the calculation of the molecular and electronic structure of grain

boundaries in naphthalene polycrystal is described schematically in Figure 1. MC

simulations and density functional theory (DFT) calculations are performed separately.

They produce equilibrated molecular structure and charge density motifs, respectively,

which are the inputs for the electronic structure calculations.

The MC algorithm starts from two ideal naphthalene monocrystals joined together.

The interaction between molecules is modeled using Transferable potentials for phase

equilibria (TraPPE) [4, 5]. In each step of the MC algorithm a random molecule is

translated and rotated for a random vector and angle. This change is accepted or

rejected according to the Metropolis algorithm. If the energy of the new configuration

is lower than the initial, the change is accepted. Otherwise, the change is accepted with

a probability equal to the Boltzmann weight calculated from the difference of the new

and the old energy [6]. The simulation is performed until the system reaches thermal

equilibrium, i.e. the total potential energy of the system saturates. The MC simulations

are performed at 300 K. The obtained configuration is afterwards cooled down to 0 K,

also using MC simulations. The cooling rate is chosen so that the ideal crystal structure

is recovered far from grain boundary. In this way, possible wave functions localizations

induced by dynamic disorder [7] in the atomic structure are excluded.

Charge density motif is a description of the environment of an atom [2]. Two

equal atoms can have different motifs if they have different neighboring atoms. There

are five motifs in the naphthalene molecule: C3 − C3C2C2, C2 − C3C2H, C2 − C2C2H,

H − C2 − C2C2, H − C2 − C3C2, where CX is carbon atom connected to X other carbon

atoms.

With the motifs and the atomic structure at hand, one can directly construct the

charge density using CPM, avoiding the need for demanding self-consistent solving of
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Figure 2. Energies of 10 highest occupied states (left) and wave function isosurface

plots of the first (top right) and 10th (bottom right) highest occupied state in the

naphthalene polycrystal composed of two monocrystals with the angle of 5◦ between

them. Isosurfaces correspond to the probability of finding a hole inside the surface of

90%.

DFT equations. CPM provides a similar accuracy as DFT but with a much smaller

computational cost that allows us to calculate electronic states for systems composed

of several thousand atoms, which is not feasible using DFT. When the charge density

is obtained, the single-particle Hamiltonian is created by solving the Poisson equation

for the single-particle potential. Finally, Schrödinger equation for the single-particle

Hamiltonian can be solved using the Folded Spectrum Method [3], that gives the

electronic structure (wave functions and energy levels) around the desired energy, which

is the top of the valence band in our case.

3. Results and discussion

In this section the obtainted molecular (atomic) and electronic structure of the two

naphthalene polycrystals is presented. Molecular structure simulations are performed

for a system consisting of 1000 molecules arranged in 10 layers parallel to the ab [8] plane.

Electronic structure calculations are performed for a single layer of the polycrystals. This

is sufficient to describe the electronic properties of the material, since it is well-known

that the electronic coupling in the c direction in naphthalene is much weaker than in

the ab plane. We have investigated the grain boundary perpendicular to the a direction

of the unit cell of the naphthalene crystal. Results are presented in Figures 2 (angle

between the monocrystals is 5◦) and 3 (angle between the monocrystals is 10◦). On the

left hand side of the figures, the energies of 10 highest occupied states are presented. On
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Figure 3. Energies of 10 highest occupied states (left) and wave function isosurface

plots of the first (top right) and 10th (bottom right) highest occupied state in the

naphthalene polycrystal composed of two monocrystals with the angle of 10◦ between

them. Isosurfaces correspond to the probability of finding a hole inside the surface of

90%.

the right hand side, the atomic structure and the wave functions for the highest (first)

and the lowest (10th) calculated states are illustrated.

Our results indicate that the atomic structure of the monocrystal grains stay nearly

unchanged if the distance from the grain boundary is greater than half of the dimension

of the unit cell in the a direction. Only molecules located at the grain boundary have

slightly changed their orientations from the orientations in the monocrystal.

By inspecting the energies of the states of both polycrystals one can notice that

there are three states whose energies are significantly higher that the energies of the

other states. The highest states are about 0.6eV above the spectral region of delocalized

states that originate from monocrystals. For the comparison, the calculated energy gap

in the naphthalene monocrystal is about 2.8 eV, which is lower than the experimental

band gap (5.0 − 5.4 eV [9]) due to the well-known local density approximation (LDA)

band gap problem [10]. The highest states are localized on the two molecules belonging

to different monocrystals and they are located at the interface between monocrystals.

Distance between these two molecules is less than the distance between two neighboring

molecules in the monocrystal and consequently electronic coupling of their HOMO

orbitals is the largest. On the other hand, the lowest calculated states are completely

delocalized, as in the monocrystal. While we have presented the results for only two

angles between monocrystals in this work, preliminary calculations for several other

angles and boundary surfaces, indicate that the same behavior is generally present.

Charge carrier mobility in the material is expected to strongly depend on the
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concentration of trap states, which on the other hand depends on the surface to volume

ratio of the crystalline domains and the number of trap states per unit of boundary

surface. In devices that operate at low charge carrier concentrations, such as LEDs and

solar cell, it may even be possible that all carriers reside in traps in the case of high

trap state concentration. In such a case, the presence of traps will strongly reduce the

carrier mobility and deteriorate the device performance. On the other hand, in devices

that operate at high concentration, such as FETs, one can expect that the traps will be

filled by carriers, but the most of the carriers will reside in delocalized states with good

transport properties. As a consequence, the impact of trap states on carrier mobility is

expected to be less pronounced in FETs compared to LEDs and solar cells.

Finally, we also briefly discuss the impact of trap states on optical properties of

this material. In this work, we have shown that hole traps are located at the positions

of strongest electronic coupling between orbitals of the two molecules from different

monocrystals. One therefore expects that for each electronic trap, there will be a hole

trap at the same position. Consequently, such traps will not prevent the radiative

recombination of electrons and holes in the case of LEDs or light absorption in the case

of solar cells. Nevertheless, the presence of traps will certainly broaden the absorption or

emission spectrum of the materials. This may be in some cases undesirable, for example

if LEDs with a sharp emission spectrum are required.

4. Conclusions

In this paper, we have introduced the methodology for the atomic and electronic

calculations of the grain boundaries in naphthalene polycrystals. Results have shown

that grain boundaries have impact on the atomic structure of the polycrystal only in

the nearest environment (half of the unit cell) of the boundaries. On the other hand,

they produce electronic states which energies are significantly higher than the energies

of the delocalized states. Wave functions of these states are located just on the grain

boundaries. These states are trap states for the charge carriers and consequently reduce

their mobility and deteriorate the performance of devices based on this material.
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Abstract: Molecular model for crystalline organic semiconductors based on 

small molecules is implemented in three-dimensional Monte Carlo simulations. 

In this paper results for naphthalene are presented. Molecular structure is 

considered in two configurations: within a single monocrystal and in vicinity of 

interface between two monocrystals with different crystalline orientations. 
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1 Introduction 

Idea of using organic materials as active elements for electronic devices 

was proposed only a few years after the first classical silicon-based electronic 

device had been made [1 – 3]. Research on organic semiconductors has been 

intensified during 90s for two reasons: (1) experiments proved that it was 

possible to make organic lights emitting diodes (OLED) [1, 4 – 7], organic thin 

film transistors (OTFT) [1, 8] and organic solar cells (OPV) [1, 9]; (2) at the 

same time new cheap semiconducting devices were required. At this moment, 

organic LEDs are on the market, but OTFTs and OPVs are still subject of 

research effort, which includes development of new materials, processing 

techniques and devices architectures [1]. 

Organic semiconductors can be either polymer or based on small 

molecules. The organic semiconductors with small molecules exist both in 

amorphous and crystalline state. Small molecules used in the organic 

semiconductors are frequently aromatic hydrocarbons such as naphthalene, 

anthracene, pentacene, rubrene etc. PPV, P3HT are examples of  polymer 

semiconductors. In this paper simulations of naphthalene are presented.  

Organic thin film based on the naphthalene crystal is typically 

polycrystalline, which means that inside one polycrystalline film there are many 

contact interfaces (grain boundaries) between different monocrystals with 

different crystalline orientations. Grain boundaries are believed to be a 
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bottleneck for charge carrier transport in organic semiconductors. Exact physics 

of the transport at grain boundaries is still not known. 

The goal of this work is modeling of the structure of a grain boundary 

between two naphthalene monocrystals with a given angle of disorientation.  

For this purpose, simulations based on well-known classical Monte Carlo (MC) 

method were developed. Until now, Monte Carlo method has been widely used 

for quantum mechanical simulations of organic semiconductors, mostly for 

charge transport modeling. Yao and co-workers have applied MC method to 

determine waiting time and diffusion coefficient of carriers in pentacene [10]. 

Further, Monte Carlo-based transport simulator has been developed to calculate 

field and temperature dependent mobility in thiophene- and porphyrin-based 

OTFTs [11]. Dynamical MC has been used to obtain the dependence of internal 

quantum efficiency of an organic bulk heterojunction PFB/F8BT solar cell [12]. 

In this paper, classical molecular MC is used for the first time to investigate the 

role of grain boundaries in naphtahlene. In Section 2 the methodology is 

described, while results of the simulation of a bulk naphthalene monocrystal and 

the structure around the grain boundary of two monocrystals are presented in 

Section 3. 

2 Method Description 

The crystal structure of naphthalene is illustrated in Fig. 1. The unit cell of 

naphthalene crystal is monoclinic [10] (two pairs of unit vectors are 

perpendicular) and contains 2 molecules with angle between them of 51.9°. The 

Lennard–Jones potential is used to describe interaction between molecules and 

the Monte Carlo method to obtain the structure at finite temperature. 

 

Fig. 1 – The crystal structure of naphthalene. Dimensions of the unit cell 

are: a = 0.824 nm, b = 0.6 nm and c = 0.866 nm [10]. 
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2.1 Lennard – Jones Potential 

Interaction between molecules is described using Lennard – Jones 

potential, which is given by formula: 

 

12 6

( ) 4LJ
v r

r r

⎛ ⎞σ σ⎛ ⎞ ⎛ ⎞
= ε −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠

, (1) 

where r is a distance between CH groups from different molecules. When 

calculating the total energy of the simulated system, only interactions of CH 

groups from different molecules are considered. The shape of the potential is 

illustrated in Fig. 2. 

 

Fig. 2 – Lennard Jones Potential. 

 

Here, ε is absolute value of potential at the minimum and it is called 

potential depth. Parameter σ is distance between atom groups at which the 

interaction potential is 0. As we can see in Fig. 2, potential for distances greater 

than 2σ is very small compared to molecule kinetic energy at the room 

temperature. Here, it is convenient to introduce cut-off parameter for the 

potential at 4σ. In such a way, simulation becomes faster without lower 

certainty of the results. In our simulations, scaled Lennard Jones Potential is 

used (ε = σ = 1). Therefore all variables should be scaled using scaled units: (1) 

distance d* 
= σ = 0.37nm, (2) density ρ* = 1/σ

3
 = 20 nm

–3
 and (3) temperature 

T* = ε/kB = 50 K [14, 15]. 

2.2 Monte Carlo Method 

Monte Carlo Algorithm is schematically described in Fig. 3. Molecules are 

considered as rigid and in-plane, therefore their shape and bonding lengths 

between atoms are constant during the simulation. The center of mass of a 

molecule has 6 degrees of freedom: 3 translational and 3 angles which describe 
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rotation. We use Tait-Bryan angles, which represent one of the Euler angles 

conventions.  The algorithm starts from a given or a random configuration of 

molecules [16]. Two types of predefined configurations are possible: (1) mono-

crystaline and (2) interface. In the case of interface, the initial configuration is 

created from two monocrystals joined together with a defined angle between 

them. After an initial configuration is created, two nested cycles start. The first 

cycle is repeated M times, where M is given number of MC steps, and the 

second is repeated N times, where N is number of molecules in the system. In 

each MC step the energy of the system Eint is calculated. Then, one molecule is 

randomly chosen, translated and rotated. In total, during the MC simulations 

maximal N×M random moves of randomly chosen molecules are tried. After 

each change of the configuration, energy of the new configuration of Enew is 

calculated. The change is accepted or not according to the Metropolis condition: 

if new energy is lower than the initial, new configuration is accepted, if it is not, 

than it is accepted with a probability equal to the Boltzmann weight of the 

difference of the new and the initial energy, i.e., exp[–(Enew–Einit)/kBT] see 

[16, 17]. The Monte Carlo simulation reaches thermal equilibrium when the 

total potential energy of the system start to oscillate around a fixed value. An 

evolution of the total potential energy during MC run is shown in Fig. 4 for a 

typical simulation performed at 300 K. The obtained configuration is afterwards 

cooled down to 0 K, also using MC simulation. The cooling rate is chosen so 

that the equilibrium crystal structure is recovered. 

 

Fig. 3 – The Monte Carlo algorithm. 
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Fig. 4 – Evolution of the potential energy of the system 

with N = 1000 naphthalene molecules. 

 

2.3 Order parameter 

In order to monitor level of the orientational order in the obtained structure 

we use the order parameter [18]. The order parameter is defined by the vector, 

called director, which is directed through the reference axis of a molecule. 

Orientation of the molecule is described by two angles φ and θ. The components 

of director are given by equations: 

 cos sin
x

u = ϕ θ
�

, (2) 

 sin sin
y

u = ϕ θ
�

, (3) 

 cos
z

u = θ
�

. (4) 

Using this components the matrix is formed: 

 
1

( )
2

i i

i

Q u u
N

αβ α β αβ= − δ∑
� �

, (5) 

where is N number of molecules, α and β are combination of x, y, z axes and δαβ 

is the Kronicker function [18]. Diagonalization of the matrix gives 3 eigen-

values. Maximal eigenvalue is the order parameter. It has values from 0 to 1. 

Crystal structure has the order parameter close to 1, liquid crystal between 0.1 

and 0.4 and isotropic system under 0.1 [18]. 
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3 Results 

3.1 Simulations of naphthalene monocrystal 

For the algorithm correctness checkout, the naphthalene bulk monocrystal 

is simulated. During the simulation, number of molecules, temperature and 

volume are kept constant (NVT ensemble). System consists of 1000 molecules 

arranged in 10 layers parallel to the ab plane. In Fig. 5, the potential energy and 

the  order parameter dependence on temperature are given. Temperature rises 

from 0 K to the just below melting temperature of 350 K. The potential energy 

increases and the order parameter decreases with the temperature increase. Still, 

since the material maintains its crystal structure both magnitudes of the 

potential energy (compared to molecular kinetic energy) and order parameter 

remain high. 

 

Fig. 5 – a) Potential energy dependence and 

b) order parameter dependence on temperature. 

All variables are expressed in non-dimensional Lennard-Jones units. 

 
Fig. 6a – The molecular structure over naphthalene 

polycrystal for angle between monocrystal of 5°.  

All variables are expressed in non – dimensional Lennard Jones units. 
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Fig. 6b – Energy distribution over naphthalene 

polycrystal for angle between monocrystal of 5°. 

All variables are expressed in non – dimensional Lennard Jones units. 

 
(a) 

 
(b) 

Fig. 7 – The molecular structure (a) and energy distribution (b) over naphthalene 

polycrystal for angle between monocrystal of 10°. 

All variables are expressed in non – dimensional Lennard Jones units. 
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3.2 Simulations of grain boundaries between two monocrystals 

In this section, results of simulations of grain boundaries in naphthalene 

polycrystal are presented. The interface is created by joining two monocrystals 

with different crystalline orientations. The number of molecules is 500 in each 

monocrystal. The grain boundary is perpendicular to a direction of the unit cell 

of the naphthalene crystal. Our results indicate that the molecular structure of 

the monocrystal grains is changed only in the vicinity of the grain boundary. 

Fig. 6 and Fig.  7 show the molecular structure of grain boundaries as well as 

the energy distribution over one ab plane for angles between monocrystals of 5º 

and 10º. The highest energies are concentrated on the grain boundary. In Fig. 8 

potential energy dependence on the angle between monocrystals is given. The 

energy increases as angle increases. 

 

Fig. 8 – The potential energy of a polycrystal dependence on angle between 

monocrystals. Energy is expressed in non – dimensional Lennard Jones units. 

 

4 Conclusion 

In this paper, three-dimensional Monte Carlo simulations are presented, in 

which the molecular model for crystalline organic semiconductors based on the 

naphthalene is implemented. The dependence of potential energy and order 

parameter on temperature in the crystalline naphthalene are evaluated. The 

results for the bulk naphthalene monocrystal and for the grain boundaries in the 

naphthalene polycrystal are shown. The results for naphthalene polycrystal 
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indicate that grain boundaries have impact on the molecular structure of the 

polycrystal only in the nearest environment of the boundaries. Molecules near 

the boundary have significantly higher energies than molecules far from the 

boundary. Also, their orientation is different from the orientation of  molecules 

in monocrystal grains. Obtained results for the molecular structure of grain 

boundaries in naphthalene polycrystals will be used for electronic calculations 

which should give answer how do grain boundaries affect transport properties 

of crystalline organic semiconductors based on small molecules.   
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J|!SW!|L Peny6;iHKa Cp6HJa 
[ ^1 y H H B e p s H x e T y Beorpaay 

& M EjieKTporexHHHKH (JjaKyjiTCT 
fl.Bp.2012/5021 
/JaryM: 30.11.2012. roflHHe 

H a ocHOBy MJiaHa 1 6 1 3aK0Ha o oniuxeM ynpasHOM nocxynKy H cjiyjKSeHe eBHfleHUHJe Hsaaje ce 

YBEPEIfcE 
MjiaaeHOBHh (Jby6Huia) MapKO, 6 p . HHAeKca 2 0 1 2 / 5 0 2 1 , po^ew 0 2 . 0 9 . 1 9 8 8 . r oAHHe , Bajenap, 
Peny5 j iHKa Cp6HJa , y n n c a H I U K O J I C K C 2012/2013. roAHHC, y cxaxycy : (J)HHaHCHpaH,e H3 6yuexa ; X H H 

cxyAMJa: AOKxopcKe aKaAeivicKC cxyAHJe; cxyAHJCKH npo rpaM: Ej ieKxpoxexHHKa H panyHapcxBO, MOAyJi 
HaHoeAeKxpoHHKa H 4)oxoHHKa. 

H p e M a Cxaxyxy (t)aKyjiTeTa cxyAHJe xpajy (5poj roAHHa): x p n cxyAHJCKe roAHHe H HMa HaJMa^e 180 
E C r i B 6oAOBa. 
PoK 3a 3aBpu]exaK cxyAHJa: y ABOCxpyKOM xpajaH.y cxyAHJa. 
O B O ce yBepeite MOIKC ynoTpe6nTH sa peryjiHcaite BOJHe o6aBe3e, HajiaBaite B H S B , npaBa Ha flCHHJH aoaaraK, nopoflHHHe 

neusHJe, HHBajiHacKor aoaaxKa, floSHJaita jflpaBCTsene KH.H5KHue, .nerHTHMauHJe 3a noBnauiheny ewKity H cTHneajiHJe. 
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[. 1 ''l ' '^' ""''l '̂x '̂': :0()7/()064 
\^. .„ lipqj: O20100259 

Aaiyvi: 16.09.2011. 

y i i i i H c p u i i o T y licoipajiy 

1 JICKTpOTCXlllIMKII (l)aKyjITCT 

Ha ocHOBy MjiaHa 161 3aK0Ha o onmreM ynpaeHOM nocrynKV ("Cjiy)K6eHH JIMCT C P J " , 6p. 
33/97. 31/2001 H "Cjiy)K6eHii rjiacmiK PC", 6p. 30/2010). floSBOJie 3a paji 6poj 612-00-588/2008-04 
oa 17.11.2008. roaime Kojy je iisflajio MiiHiicxapcTBO npocBexe Peny6jiHKe Cp6HJe ii cjiy>K6eHe 

eBHfleHUHJe, yHUBepsuTex y Beorpaay - EjieKxpoxexHiiMKii (j)aKyjiTeT. nsaaje 

UMe jednoz podumejba JLySuma, JMEF 0209988750049, po^en 02.09.1988. zodune, Sajenap, 
PenyonuKQ Cpouja, ynucan utKOJiCKe 2007/08. zodune, dana 15.09.2011. zodune laepmuo je ocnoene 
anadeMCKe cmyduje na cmydujcKOM npozpaMy EjiexmpomexnuKa u panynapcmeo, Mody.i 0u3UHKa 
eneKmpoHUKa - CMep HanoeneKmponuKa, onmoeJieKitiponuKa u JiacepcKa mexnuKa, y mpajawy od 
Memupu zodune, o6uMa 240 (dee cmomune nempdecem) ECIJE oodoea, ca npocennoM oifenoM 9,78 
(deeem u 78/ 100). 

Ha ocHOBy HaBCflCHor HSflaje My ce OBO ysepeifce o creneHOM BHCOKOM o6pa30BaH.y H crpynHOM 

HasHBy aHnnoMHpaBH HB^ceibep ejieicTpoTexHHKe n paHynapcTBa. 

MapKo MjiadcHoeuh 

I 



yHHBepsHxeT y BeorpaAy 

EjieKTpoxexHHHKH (|)aKyjiTeT 

Bpoj HHACKca: 2011/3149 
Bpoj:M20110235 
flaryM: 17.09.2012. 

Ha ocHOsy nnana 161 3aK0Ha o onuireM ynpasHOM n o c r y n K y ("Cjiy)K6eHH ^ H C T CPJ", 6p. 

33/97, 31/2001 H "CnyyKQem rjiacHHK PC", 6p. 30/2010), flosBOJie 3a p a ^ 6poj 612-00-588/2008-04 

OA 17.11.2008. roAHHe Kojy j e H3Aajio MHHHCTapcTBO npocBexe Peny6jiHKe CpSnje H cjiy^6eHe 

eBHACHUHJe, YHMBepsHxeT y B e o r p a A y - EjieKTpoxexHHHKH (^aKyjixex, HSAaje 

VBEPEIBE 

MapKo MjiadeUoeuh 

iiMe JedHoe podume/ba Jhyduiua^JMEF 0209988750049, po^eH 02.09.1988. eodtme, 3aje^ap, 
PenydnuKQ Cp6uja, ynucau IUKOJICKC 2011/12. eoduue, dauq 17.09.2012. eoduue saepmuo je Macmep 

QKadeMCKe cmyduje ua cmydujcKOM npoepaMy EnekmpomexuuKa u pa^yuapcmeo, Modyn 

HaHoeneKmpoHUKa, onmoeneKmpouuKO u jiacepcKo mexuuKa, y mpajawy od jedne eoduue, o6u.Ma 60 
(luesdecem) ECUE dodoea, ca npocenuoM oifeuoM 10,00 (decern u 00/100). 

* Ha ocHOBy HaBCAeHor HSAaje My ce O B O yBepeite o cxeHeHOM B H C O K O M o 6 p a 3 0 B a i t y H 
aKaAeMCKOM HasHBy Macxep HH»;eH>ep ejieKTpoxexHHKe H panynapcxBa. 

npoi|, AP MHOApar rionoBHh 


